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Abstract 

 

 
In this work, the interactions of ions and neutral species in the gas phase are studied from 

selected points of view. These interactions are important in most analytical methods oper-

ating at atmospheric pressure (AP) because they affect substance-specific properties such 

as the m/z ratio or ion mobility. Therefore, understanding these processes is necessary for 

the interpretation of measurement results and for the optimization of an analytical system 

for a particular problem. In addition to, for example, fragmentation reactions due to ener-

getic collisions (collision-induced dissociation, CID), the formation of clusters is a main 

interaction and is the focus of this work. Cluster dynamics with actively added gas-phase 

modifiers are investigated with differential mobility spectroscopy (DMS) coupled with 

mass spectrometry (MS) and high kinetic energy ion mobility spectrometry (HiKE-IMS).  

In the first part, the impact of the ion structure on the cluster effect in DMS is investigated, 

and two main effects can be observed. Firstly, an increase in the absolute ion size, respec-

tively in the collision cross section (CCS), leads to a decrease in the strength of the cluster 

effect, and secondly, a sterically more challenging ion at the charged position leads to ef-

fects such as charge shielding and thus impaired cluster formation. Furthermore, the ratio 

of ion and modifier sizes defines the behavior of a cluster. In the case of a significantly 

larger modifier, the behavior of the ion-modifier cluster depends mainly on the modifier. 

Additionally, the ion structure of a multiply charged ion, well known for ionization with 

electrospray ionization (ESI), influences the basic cluster formation. Depending on the dis-

tance between two charged positions, the experimental results indicate one superior cluster 

systems or two almost independent cluster systems. 

In the second part, the cluster dynamic under constant energetic conditions in a HiKE-IMS 

is investigated. In addition to a permanent cluster formation with water due to a not water-

free gas phase, a steady clustering and declustering process is demonstrated. Therefore, this 

dynamic must also be adopted for all instruments working at atmospheric pressure so that 

a signal in an ion mobility spectrum cannot be assigned to a specific ion. Instead, it must 

be assigned to a chemical system that is therefore highly susceptible to external influences 

such as variation in background temperature or humidity. The only exceptions to this rule 

are less reactive ions. 

Finally, an attempt is made to achieve enantiomeric separation by stereoselective clustering 

due to the addition of an enantiopure modifier. Independently of the chirality of the ion or 

the optimized conditions, such experimental separation could not be realized with DMS. 



ii 

 

The reason could be the formation of highly charged nanodroplets in the ESI process, which 

pass the DMS cell and even the ion inlet of the MS system. This demonstrates a deviation 

from the textbook ESI mechanism, for which there is also evidence in the literature. The 

ion-like behavior of these nanodroplets in DMS is shown, which is why complete separa-

tion from bare ions is almost impossible. A cluster-like effect on the nanodroplets can also 

be observed by the addition of a modifier. Furthermore, even numerical studies with opti-

mized conditions have demonstrated only a weak stereoselective cluster formation. 

In summary, this work provides fundamental findings on the cluster dynamic of ions and 

neutral species in the gas phase. A transfer to other analytical methods and other chemical 

systems is very likely permissible. Nevertheless, it must be mentioned that the present stud-

ies were performed on specially selected chemical systems of small ions. When real sam-

ples and bigger ions are studied, other interactions and effects are to be expected. Thus, 

further experimental and numerical studies are necessary, for example, in the field of HiKE-

IMS or nanodroplet distribution.  

Accordingly, the findings of this work fit into the overall study of cluster chemistry, but 

they do not claim to fully elucidate all fundamental mechanisms. 
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1 Introduction 

 

 

1.1 Ion-neutral interactions in chemical analysis   

 

The interactions of ions with neutral species (atoms, molecules, etc.) in the gas phase are 

important in several analytical methods, such as mass spectrometry (MS) [1, 2], that are 

based on the behavior of charged species under defined conditions. Most of these interac-

tions can be classified into three main categories: 

 
▪ Cluster dynamics: clustering and declustering processes of ions with neutral species 

in the gas phase [2–7] 

 

▪ Chemical reactions: formation of new chemical bonds [2, 8] 

 

▪ Fragmentation reactions: breaking of covalent or intermolecular bonds as a result 

of increased internal energy due to collisions with neutral species (collision-induced 

dissociation, CID) [2, 9–12] 

 

The complex chemical system is composed of these reactions, the influence of which de-

pends on the physical and chemical conditions. While the cluster formation is preferred by 

the presence of polar species such as water [3, 7], a high number of collisions induce a 

declustering process [2]. In addition, the steric and chemical behavior of the ion and the 

neutral species is decisive for the cluster structure, size and strength [6, 13]. Chemical de-

pendency is also evident for chemical reactions [8]. Furthermore, strongly accelerated ions 

lead to high-energy collisions, which can induce declustering and fragmentation reactions. 

These processes are summarized as CID [11]. Thereby, the inter- and intramolecular bonds 

are broken according to the binding energy. In many cases, the declustering process occurs 

first [2]. 

Each interaction influences the behavior and properties of the charged species such as the 

molecular mass m [1] or the collision cross section (CCS) [14, 15]. Especially in atmos-

pheric pressure ionization (API), as it is widely used in mass spectrometry, a large number 

of collisions and, consequently, interactions occur [16]. Moreover, analytical methods 
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based on absolute ion mobility, such as ion mobility spectrometry (IMS) [17] and high ki-

netic energy ion mobility spectrometry (HiKE-IMS) [18], or on differential mobility, such 

as differential mobility spectrometry (DMS) [4], are strongly influenced by these interac-

tions. 

In addition to the unintended, mostly unavoidable effects, these interactions are used and 

controlled in a targeted manner to manipulate chemical systems in a desired direction. Thus, 

clustering via chemical modification of the drift gas is an important and common method 

in DMS [5, 6, 19–25] and is well known in IMS [14, 15, 26–29]. In both cases, an under-

standing of the chemical system is critical for the interpretation of the resulting spectra. 

The comparability of the results (e.g., of different analytical methods such as MS, IMS and 

DMS or of one method with different settings) depends mainly on the comparability of the 

system parameters (e.g., background pressure and temperature). A frequently consulted 

value in this context is the reduced field strength E/N, which is defined as the ratio of the 

electric field strength E and the gas number density N. This parameter is a measure of the 

kinetic energy gained by a charged species between two collisions and so is particularly 

important for CID. The unit for E/N is Townsend (Td) [30].  

 

 1 Td = 10−21 Vm2  (1.1) 

 

The variation of a single parameter such as the temperature, the pressure, the chemical 

composition of the gas phase or the applied electric field, can alter the chemical dynamics 

in the observed system. 

There are also further interactions of ions in the gas phase, for example, with other ions 

(e.g., recombination), with surfaces or with photons [1]. These kinds of interactions are not 

described or investigated in detail in this work.  

 

1.1.1 Cluster dynamics 

 

By using analytical methods that operate at least partially at atmospheric pressure (AP) or 

at only slightly reduced pressure (low to medium vacuum), complete avoidance of chemical 

contaminations of the basically inert matrix gas is nearly impossible. Even a high purity 

system is contaminated under non-laboratory conditions (e.g., by the sample introduction) 

[2]. In particular, the experimental creation of a completely water-free setup is hardly fea-

sible, and a small number of water molecules H2O is always present. In presence of a cation 

M+ (e.g., a protonated analyte or H+), clusters can be formed [2]. Thereby, intermolecular 

bonds are created between the charged species and the polar water molecules. The energy 

released in the process is removed by an impact partner IP, which can be, for example, a 

background gas particle [7]. A cluster grows through a sequence of these kind of reactions 

[7, 31].  

 

 M+ + 𝑚H2O + IP → [M + (H2O)𝑚]+ + IP (R 1.1) 
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This process would lead to an uncontrolled cluster growth if there were no counter-reac-

tions. In fact, there are declustering reactions. Typically, molecular cluster systems are de-

stroyed by collisions with other IPs (CID; see Section 1.1.3) [2].  

 

 [M + (H2O)𝑚]+ + IP → [M + (H2O)𝑛]+ + (𝑚 − 𝑛)H2O + IP (R 1.2) 

 

The cluster strength, which depends on the binding energies in the cluster, must be ex-

ceeded to achieve a declustering process. Besides the polar clustering species, chemical 

characteristics (e.g., the charge distribution) or molecular geometry of the ion are im-

portant [13]. This results in preferred and less preferred cluster structures. From the equi-

librium of the clustering process and CID results a mean cluster size n. It is important to 

note that only in limited cases is just one cluster size present [3, 18]. Instead, a cluster 

distribution can generally be observed. The shape of the distribution depends significantly 

on chemical and physical conditions.  

Already in the 1960s, Kebarle et al. experimentally demonstrated the humidity and temper-

ature dependence of the mean cluster size of protonated water clusters [(H2O)n+H]+ [3]. 

Numerically, investigations could qualitatively confirm these dependencies [18, 32]. The 

clustering reaction is amplified by increasing the water mixing ratio [3, 18], while increas-

ing the energy and/or number of impacts (e.g., by increasing the electric field, the pressure, 

or the temperature) amplifies the declustering process and a decreasing n [3, 18, 32]. 

Besides water, various species such as other solvent molecules S can be part of the chemical 

system. These can either be contaminations, for example, from the sprayed solution (e.g., 

from an upstream liquid chromatography (LC) system [2]) during electrospray ioniza-

tion (ESI), or have been deliberately added to the matrix gas [5, 6, 14, 15, 19–29]. An ad-

ditional cluster system is created that behaves equivalently to the water cluster system. In 

addition, a combined cluster system is also created. 

 

 M+ + 𝑚H2O + 𝑎S + IP → [M + (H2O)𝑚 + S𝑎]+ + IP (R 1.3) 

 

Declustering of a mixed cluster system also occurs via CID. The relative mixing ratios are 

decisive in addition to the parameters discussed above. Such complex cluster systems are 

therefore very sensitive to variations in the chemical composition of the system or of E/N, 

as shown by Erdogdu et al., for the distribution of a mixed water-acetone cluster system 

[33]. It should be noted that the cluster dynamics of anions are comparable; however, only 

positively charged species are considered in this work, and negatively charged clusters are 

not discussed. 

 

1.1.2 Chemical reaction 

 

Thermal collisions between ions and neutral species can lead to a series of chemical reac-

tions [1, 8]. Besides reactions that are well known from the liquid phase, typical gas-phase 

reactions also occur. In particular, reactions that are essential in ionization such as proton 

or charge transfer reactions often govern the analytical result. 
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Most ionization methods at AP do not directly ionize an analyte. Instead, charge is gener-

ated on a reagent species and then transferred to the analyte. A typical reagent in atmos-

pheric pressure chemical ionization (APCI) is nitrogen. The positively charged nitrogen 

species (charged, e.g., by a corona discharge) reacts with other species (e.g., water or me-

thane) in a reaction cascade to form a protonated species (e.g., H3O
+ or CH5

+), which can 

protonate the analyte M (see Atmospheric pressure chemical ionization) [34–36].  

 

 M + H3O+ → [M + H]+ + H2O (R 1.4) 

 

This kind of protonation requires that the proton affinity (PA) of the analyte is higher than 

that of the reagent (water in reaction 1.4). Otherwise, a proton transfer is not possible [34–

36]. In the next step, the protonated analyte [M + H]+ can protonate other species with 

higher PAs (e.g., solvent clusters [37]). Therefore, a contamination with a higher PA com-

pared to the analyte can prevent the entire analyte signal. 

Multiple charged ions as a result of ESI are very typical in the field of proteomics, and 

charges in the mid two-digit range are not uncommon [38]. Such ions in combination with 

neutral species exhibit a phenomenon known as supercharging. The addition of a modifier 

in a mixing range of about 100 ppmV up to a few volume percentages into the gas phase 

leads to a charge depletion or a charge retention (depending on the chosen modifier) [37]. 

Numerical simulations show that this effect is related to an increased PA of large solvent 

clusters, which are typical for protic solvents [13]. 

Overall, if ions undergo chemical reactions with neutral species, this usually has major 

effects on the observed spectra, regardless of the analytic method. Similar to the clustering 

effects discussed above, those can be used or prevented by a deliberate manipulation of the 

chemical and physical conditions of the reaction system (e.g., addition of a modifier). 

 

1.1.3 Fragmentation 

 

In addition to the formation of covalent and intermolecular bonds, those can also be broken 

as a result of high-energy collisions (CID) of the ion with neutral species. In this process, 

the internal energy of an ion is increased until it becomes instable, and bonds break. The 

relative velocity of ions and neutral species to each other must be observed for this, and 

therefore the center of mass framework is typically used [9]. In this section, the focus is on 

the kinetic energy of accelerated ions, which is directly related to the collision energy in 

the center of mass framework [9]. 

A distinction can be made between high-energy and low-energy collisions [9, 12]. High-

energy collisions of ions with a kinetic energy in a range of keV can lead to a dissociation 

as a result of only one collision. Thus, the ion is activated, and before the excess energy 

can be released (e.g., by a deactivating collision), a unimolecular dissociation results in o 

fragments Fx [9, 11]. 

 

 M+ + IP → M+∗ + IP → F1
+ + F2 + ⋯ + F𝑜 + IP  (R 1.5) 
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Without high-energy collisions, this two-step mechanism does not occur. In this case, the 

dissociation energy, which is needed to break bonds, can be picked up gradually by low-

energy collisions. These collisions of ions with a kinetic energy in the range of a few eV 

up to a few hundred eV [9, 11] lead to either a stepwise dissociation or a stepwise activation 

followed by a fragmentation of the sufficiently activated ion [11]. As the dissociation en-

ergy is gradually achieved, weak bonds, such as intermolecular bonds from cluster for-

mations, typically break first [2, 9]. Both kinds of CIDs cause different fragmentation pat-

terns [12]. 

Decisive for the kinetic energy of an ion is the electric field strength E of the acceleration 

field and the acceleration time between two collisions. The acceleration time depends on 

the CCS and the gas number density N. There is an anti-proportional relationship between 

the resulting collision number and the acceleration time of the ion. In addition, there is a 

proportional relationship between the acceleration time and the kinetic energy [16, 39]. The 

already introduced E/N combinates both the electric acceleration of the ion and the number 

of collisions with neutral species. Depending on these, high-field (> 10 Td) and low-field 

(< 10 Td) conditions can be defined [4]. 

Without any added electric field, the kinetic energy of an ion depends on the thermal tem-

perature T, but by increasing E/N, the electric acceleration increases the average kinetic 

energy of the ions. For moderate electric accelerations, this enables the definition of an 

effective temperature Teff, which considers the additional acceleration. It is the sum of the 

thermal temperature and the temperature by electric heating Th [30]. 

 

 𝑇𝑒𝑓𝑓 = 𝑇 +  𝑇ℎ  (1.2) 

 

In addition to the formation of unavoidable fragmentations, CID can be used to classify 

chemical bonds, which is crucial for tandem mass spectrometry (tandem MS or MSn) 

[1, 10–12, 40, 41]. Ion species are accelerated in a low-pressure area to create high-energy 

collisions with an inert gas. The fragments resulting from CID are interpreted for the de-

termination of the original ion. This is a common process in structure clarification of large 

analytes like proteins or other natural products [12, 40, 41] but also of smaller charged 

species such as clusters or complexes [12, 42]. Targeted CID is also used to determine and 

classify bond strengths [37, 42]. Furthermore, the CID of a clearly understood chemical 

system is utilized to investigate the energetic situation, for example, during ionization [43] 

or another analyzing step [44]. 

Fragmentation via CID is also influenced by other types of interactions. For example, pre-

vious results indicate large cluster structures can significantly prevent an ion from under-

going CID [45]. 

 

1.1.4 Thermodynamic versus kinetic control 

 

The combination of all interactions results in a complex and potentially sensitive reaction 

system. Depending on the behavior of the individual reactions (e.g., reaction rate constant), 
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the retention time and the collision number, a chemical reaction system can be thermody-

namically or kinetically controlled. For the interpretation of such a system and the resulting 

spectra, it is crucial to determine if the chemical system reached the thermodynamic equi-

librium or not. The minimal resident time of ions in commercial AP ion sources is in the 

range of a few milliseconds [46, 47], while the exact resident times depend on the source 

design and the gas dynamic and can increase up to a few hundred milliseconds. If the re-

sulting number of collisions is sufficient, then a thermodynamic equilibrium is reached 

under these conditions, and the thermodynamically most stable species can be observed 

[48]. With a shorter resident time or a significantly reduced number of collisions, slow 

reactions do not reach equilibrium, and the system is kinetically controlled. Caroll et al. 

have illustrated a dependence of the resulting spectrum on the ionization position and the 

resulting reaction time of the ions in APCI-MS [35], which demonstrates such kinetic con-

trol. Decreasing the pressure can also generate a kinetically controlled reaction system, as 

shown by Kroll et al., for a protonation reaction in a plasma-based ion source [49]. Cluster 

reactions also display a strong dependence on the ambient pressure with respect to thermo-

dynamic or kinetic control [50].  

In summary, investigations of the same reaction system under comparable energetic behav-

ior with different analytical methods can provide totally different results as a consequence 

of the thermodynamic or kinetic control. 

 

1.2 Mass spectrometry 

 

The aim of mass spectrometry is the ion separation dependent on the mass-to-charge ra-

tio m/z. Thereby, ions include every charged species such as charged atoms or molecules 

but also charged clusters [51]. Based on first explorations of the motion of ions in an elec-

tromagnetic field dependent on the m/z ratio (Thomson [52]), mass spectrometry has de-

veloped into one of the most important tools with applications in nearly all scientific and 

medical fields [51]. Typically, the process occurring in mass spectrometry can be divided 

into three main sections: ionization, analyzation, and detection.  

Ionization methods can be classified by the background pressure presented in the ionization 

area. Traditional ionization methods such as electron ionization (EI) or chemical ioniza-

tion (CI) operate at significantly reduced pressure compared to atmospheric conditions, 

which often leads to various vacuum problems (e.g., due to leaks) [9], but interactions in 

the gas phase can be minimized. Currently, many commercial MS systems operate with an 

ion source under AP conditions (see Section 1.2.1). In this case, the ions must be transferred 

from the AP area into the high-vacuum area of the mass analyzer. The low-pressure condi-

tion is necessary for the mass analysis as collisions would disrupt the process. In the ion 

transfer, the combination of a reduced pressure and a relatively high E leads to high E/N 

(Teff >> T). Therefore, in fragmentation reactions due to CID are well known in these areas 

[2]. 

There is now a wide range of different mass analyzers available for ion separation (e.g., 

time-of-flight mass spectrometer [Tof-MS] and quadrupole ion traps [QIT]), which can be 
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adapted to the respective measurement conditions [51]. For this work, a triple quadrupole 

mass spectrometer was used (see Section 1.2.2). 

The ion detection often happens using a secondary electron multiplier (SEM) or a channel-

tron, which uses the ions to generate free electrons. These are multiplied by accelerating, 

hitting another surface, and releasing more electrons until an observable charge is gener-

ated. Classic and simple Faraday cups are also still used [51]. 

 

1.2.1 Atmospheric pressure ionization mass spectrometry  

 

Atmospheric pressure ionization mass spectrometry (API-MS) is very susceptible to the 

interactions discussed in Section 1.1 in the AP area. Low-field conditions (collision-domi-

nated situation) are usually present in the AP area of the ion source due to the high particle 

density and the collision frequency [39]. Through an electrical focusing with skimmer sys-

tems, ion funnels or similar devices [2, 16] and simultaneous pressure reduction (often in 

several pressure stages), ions can reach high kinetic energies in the ion transfer. Thinius et 

al. have depicted the pressure dependency through numeric investigations, which show a 

shift of the kinetic energy distribution (KED) from a partly collision-controlled situation to 

a pure acceleration effect in the pressure range between 1 Pa and 0.001 Pa [39]. In the 

transfer stage, extremely high-field conditions can be achieved. However, under high to 

ultra-high vacuum conditions and a resulting lack of collisions, direct interactions with 

other particles are insignificant. Nevertheless, in the first transfer stages, where collisions 

are still relevant, fragmentation and declustering reactions occur and must be considered in 

the interpretation of the resulting spectra [53]. 

Typical API methods, besides ESI and APCI, also include newer methods such as atmos-

pheric pressure laser ionization (APLI) [9, 51]. 

 

Electrospray ionization 
 

Even though ESI is one of the most-used ionization methods in modern proteomics, the 

underlying mechanism has not yet been completely clarified. First, the classic and com-

monly proposed mechanism is explained. 

In the first step, ions are generated in the liquid phase of an analyte solution being pumped 

through a capillary [9, 16]. By applying a high voltage of a few kV on the thin capillary, a 

high electric field is generated at the tip. A field gradient of about 106 V/m [54] is typical 

with the MS inlet as a counter-electrode. As a result of the strong electric field, a charge 

separation in the liquid phase is generated. The charged species with opposite polarization 

compared to the inside wall shift to it, while the other charges gather at the surface, where 

a so-called Taylor cone is formed [9, 16, 54]. Subsequently, the tip of the cone becomes 

instable due to the high charge density, and small, charged parent droplets are ejected from 

the cone. This process can be supported by the injection of gas or liquid flows to the tip of 

the needle [16, 54]. A commonly accepted mechanism of the release of ions from a parent 

droplet is a combination of evaporation and fission. Accordingly, the solvent in the parent 

droplet evaporates in the AP area (auxiliary gases and elevated temperatures support this 
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process) until the charge density in the shrunken droplet is sufficient to make the system 

instable. This is the case when the Rayleigh stability limit is reached. By a fission of the 

droplet called a Rayleigh explosion or Coulomb explosion, the instable situation is resolved, 

and significantly smaller charged droplets are generated [9, 16, 38, 54]. A cascade of such 

events can occur until bare ions are released from an offspring droplet, for which two pos-

sible mechanisms have been proposed: The ion evaporation model (IEM) assumes that ions 

are evaporated as bare ions from the surface of extremely highly charged, small droplets 

(> 10 nm), while the charge residue model (CRM) assumes ion release by total evaporation 

of solvent from the smallest droplets in the AP area [9, 54]. A combination of both cases, 

depending on the analyte, is also possible. Both theories have in common that almost bare 

ions leave the AP area. 

In recent publications, however, more results have been presented that cast doubt on the 

mechanisms known in literature. While the classic literature assumes parent droplets with 

a radius in the order of about 1 µm [9], several publications have identified significantly 

larger droplet radii in the range of a few µm to about 100 µm depending on the spray con-

ditions and sprayed solution [55–58]. Additionally, there are signs of a long lifetime in the 

range of a few hundred milliseconds [58], which would allow the droplets to pass the AP 

area. Accordingly, these significantly larger droplets do not completely release the ions in 

the AP area and potentially reach the transfer stage of the MS. Kang et al. have reported 

significant contamination in the transfer stage of a commercial TripleQuad system due to 

the continuous operation of an ESI source [59]. The degree and speed of contamination 

clearly indicate the ingress of nanodroplets. Based on these results, Markert et al. have 

observed signs of highly charged nanodroplets from ESI processes in several API-MS sys-

tems with various inlet systems [60]. This observation does not appear to be system-spe-

cific but method-specific, and the mechanism explained above must be extended or at least 

adapted accordingly. 

A particular ESI version is nanoESI (or nESI) with a reduced liquid flow compared to clas-

sic ESI. While a classic ESI source operates with a typical flow rate of about 5 µL/min [9] 

(even significantly higher flow rates are possible), a nanoESI source is characterized by a 

working flow rate of 1 to 1000 nL/min [16]. This could lead to much smaller parent droplets 

in the range of about 0.15 µm [54] and a Taylor cone that behaves rather ideally [16]. 

 

Atmospheric pressure chemical ionization   
 

The term APCI includes all ionization methods starting from an ionized precursor species, 

which transfers the charge on the analyte by chemical reactions (intermediate steps are 

possible). In contrast to ESI, ions are generated in the gas phase [16], so charged 

nanodroplets should be irrelevant for this ionization method. An 63Ni source or a point-to-

plane corona discharge can be used to generate the primary charge [2]. Depending on the 

matrix gas and the source of the primary charge, the ionization mechanism can largely 

differ in some cases. Here, the initiation by a corona discharge in nitrogen is discussed.  

A corona discharge is created at the tip of a sharp needle, to which a high electrical voltage 

(> 5 kV [9]) is applied, and typically a plane is used as a counter-electrode. An extraordi-

narily strong electric field is generated at the tip, which leads to a relatively weak discharge 
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(plasma) [61]. During this process, free electrons e- are released. Through collisions with 

nitrogen N2, further electrons are ejected, and the resulting nitrogen cation N2
+ can react 

with another nitrogen molecule to form N4
+ [9, 34].  

 

 N2 + 𝑒− → N2
+ + 2𝑒−  (R 1.6) 

 N2
+ + 2N2 → N4

+ + N2  (R 1.7) 

 

In the presence of water, charge transfer occurs with a subsequent protonation of water and 

the formation of protonated water clusters [(H2O)n+H]+ (dynamic cluster equilibrium, as 

described in Section 1.1.1) [9, 34]. 

 

 N4
+ + H2O → N2 + H2O+  (R 1.8) 

 H2O+ + H2O → H3O+ + OH  (R 1.9) 

 H3O+ + 𝑚H2O + IP → [(H2O)𝑚+1 + H]+ + IP (R 1.10) 

 

Depending on the humidity, reaction 1.4 leads to a proton transfer on the analyte M (low 

humidity). Alternatively, a proton and ligand transfer from a water cluster to the analyte 

can occur [34, 62]. 

 

 [(H2O)𝑛 + H]+ + M → [M + (H2O)𝑏 + H]+ + (𝑛 − 𝑏)H2O  (R 1.11) 

 

The cluster-size-dependent PA (increasing PA with increasing mean cluster size) is im-

portant here, which is why a certain humidity limit should not be exceeded [36, 63]. 

Through a targeted declustering by reaching a critical E/N, less proton-affine cluster species 

can be generated. This method is known as proton-transfer reaction (PTR) and operates at 

over 100 Td to generate bare H3O
+ as a result of CID [63]. 

 

Atmospheric pressure laser ionization 
 

The same as atmospheric pressure photo ionization (APPI), APLI is based on the interac-

tion of molecules with electromagnetic radiation (photons). The absorption of photons by 

an analyte or possibly a precursor species is the basic principle of both methods. 

Via positive APPI, short-wavelength, high-energy light is used to extract an electron from 

the analyte in the gas phase [9, 16]. Therefore, the energy of the emitted photons must be 

at least as high as the ionization energy of the analyte, which is in the range of about 10 eV 

for the most typical analytes [9, 64]. Similarly to APCI, the charge can first be generated 

on a precursor species and then be transferred by chemical reactions onto the analyte [64]. 

The photons are typically emitted by vacuum ultraviolet lamps [9, 16] and have wave-

lengths of about 124 nm [9]. 

Since, in this wavelength range, many typical matrix gases and contaminations also absorb, 

interfering side reactions and intensity loss can be observed [9, 65]. These problems can be 

solved with APLI, which uses a multi-photon approach for the ionization: the resonance-

enhanced multiphoton ionization (REMPI) [9, 65]. In contrast to APPI, not only one photon 
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is needed for the ionization; instead, the analyte M is stimulated by one or more (r) photons 

in a first step [46, 65].  

 

 M + 𝑟 hν → M∗  (R 1.12) 

 

In a second step, the activated analyte is ionized with s photons, which release an electron 

[46, 65]. The combination of both steps describes the (r+s) REMPI process [65]. 

 

 M∗  + 𝑠 hν → M+∙ + 𝑒−  (R 1.13) 

 

Further reactions such as deactivation, photodissociation or fragmentation occur [65] but 

are not discussed further at this point.  

Compared to APPI, less energetic photons are needed for REMPI since the ionization en-

ergy does not have to be reached in one step. Instead, the photon density must be signifi-

cantly higher to realize the ionization step before the activated species M* is deactivated 

spontaneously or by collisions [9, 65]. The use of a laser system can generate the high 

photon density. This also results in the possibility of a spatially resolved and substance-

specific selective ionization. Lorenz has proven the possibility of characterizing an 

API source with this method [46].  

 

1.2.2 Triple quadrupole mass spectrometer 

 

Quadrupoles are a widely used component in mass spectrometry. In addition to their use in 

ion transfer such as in the QJet ion guide from Sciex [66], they are also commonly used as 

a mass analyzer. Quadrupoles consist of four rod electrodes, which are positioned in a 

square. A direct current (DC) voltage and an alternating voltage with a frequency in the 

order of 1 MHz (→ radio frequency [RF] voltage) are applied to the rods, while the pairs 

of opposing rods are at the same potential. If an ion cloud is passed through the center of 

this structure, the electric field leads to a deflection of the ions, but due to an optimized 

tuning ratio of the DC voltage to the RF voltage, ions pass through a stable trajectory de-

pending on the m/z ratio [67]. A systematic variation of the voltages ensures that only ions 

with specific m/z ratios can sequentially pass the quadrupole, which is used for mass anal-

ysis [51, 67]. By switching off the DC voltage (RF-only mode), a high-pass mass filter can 

be created [59, 60]. 

For a triple quadrupole (QqQ) mass spectrometer, three quadrupoles are connected in se-

ries. Traditionally, the first quadrupole (Q1) and the third quadrupole (Q3) are used as a 

mass analyzer, as described above, and the second quadrupole (q2) is used as a collision 

cell. Increased pressure of about 7 ∙ 10-3 torr [67] compared to the high vacuum in Q1 and 

Q3 exists here by adding a collision gas (e.g., N2 or Ar) [51, 67]. As a result of the increased 

pressure, a significant number of collisions between the accelerated ions and neutral species 

occurs, and CID can be observed. Thus, a stepwise fragmentation and a structural investi-

gation of the precursor ion are possible [12, 51, 66].  
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Therefore, the QqQ design offers several scan methods. In addition to classic MS investi-

gations with only one quadrupole (Q1 or Q3), tandem MS can be used. Typical scan modes 

are the product-ion mode or the multiple reaction monitoring (MRM) mode [51, 66]. In the 

product-ion mode, the Q1 is set to one m/z ratio, and after a fragmentation in the q2, a full 

scan is performed in Q3. Thus, the fragmentation structure of a precursor ion can be de-

tected [68, 69]. The selective reaction monitoring (SRM) mode is comparable, but here, 

too, the Q3 is set to the m/z ratio of a typical fragment ion, for example, to analyze a sample 

with high sensitivity on one specific analyte. This method can be used in proteomics to 

reduce the matrix signals, which allows an analysis of even trace substances [70]. An ex-

tension is the MRM mode, in which several analyte/fragment pairs are detected in a cycle 

to measure several analytes or one specific analyte by monitoring different typical frag-

mentation reactions [66, 69, 70]. Further scan modes such as precursor ion scans or neutral 

loss scans are also possible and are important in protein analysis [69]. 

 

1.3 Ion mobility  
 

In addition to the m/z ratio, other substance-specific properties can also be used for ion 

separation. Ion mobility K is such a frequently used property, which is the proportionality 

factor between the drift velocity vd of an ion and E applied to accelerate the ion. It can be 

calculated as a ratio of both [30, 71]. 

 

 𝐾 =  
𝑣𝑑

𝐸
  (1.3) 

 

The decisive factor is the CCS. The larger the CCS, the more collisions between the ion 

and other species occur. Since the kinetic energy, and thus the drift velocity, depends on 

the number of collisions, an increased CCS leads to a decrease in ion mobility [26]. Even 

the background temperature T and the background pressure p have a noticeable influence 

on the ion mobility, so often the reduced ion mobility K0 is determined. The absolute ion 

mobility is converted to standard pressure p0 and standard temperature T0, which leads to 

a value that is independent of both physical quantities [17, 30, 71–73]. 

 

 𝐾0 = 𝐾 ∙
𝑝

𝑝0
∙  

𝑇0

𝑇
 (1.4) 

 

In the last several decades, different spectroscopic methods using the ion mobility for ion 

separation have been developed that differ strongly in their operating conditions (e.g., the 

working pressure) [4, 73, 74]. 

 

1.3.1 Ion mobility spectrometry  
 

The classic spectrometric method using the mobility for ion separation is the traditional 

IMS. The basic principle is illustrated here with the ambient drift tube IMS (DTIMS) work-

ing under AP conditions or close to them [17, 26, 73, 75]. The same as a mass spectrometer, 
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an ion mobility spectrometer can be divided into three sections (see Figure 1.1): the reac-

tion area, the drift tube, and the detector. 

 

 
Figure 1.1:   Schematic of a drift tube ion mobility spectrometer.  

 
Ions are generated in the reaction area by an API source [71] (see Section 1.2.1). Before 

entering the drift tube, the ions pass an ion shutter, which “collects” a defined ion packet 

for the drift time measurement [71, 76]. The starting width, which depends on the drift ve-

locity and the shutter time, is not identical for each species (a high mobility leads to a high 

starting width). Consequently, ions with a low mobility reach the drift tube in a lower pro-

portion than ions with higher mobility. This leads to a kind of ion discrimination. Therefore, 

the shutter should be adapted to the measurement method to minimize this discrepancy 

[76]. Through the shutter, the ions reach the drift tube, although the shutter typically con-

stitutes only about 1% of the time permeable for ions [71]. 

A uniform electric field in the drift tube moves ions through the drift tube. An ion mobility 

analyzer can have a different field geometry, while the linear electric field drift tube is the 

most common [71] and least complex method [75]. A linear electric field is generated by a 

series of ring electrodes, which are separated from each other by isolators (see Figure 1.1). 

The electric field accelerates the ions to a constant substance-specific drift velocity [14, 

71]. Depending on the applied voltage gradient between the rings and the dimension of the 

drift tube, a linear electric field in the range of 5 to 100 V/cm [75] to several hundred V/cm 

is obtained [14, 26, 27, 71]. Due to the high pressure, E/N is relatively small (< 2 Td [75]), 

but some modern DTIMS systems operate with significantly different E/N than classic 

DTIMS instruments [17].  

The electrical acceleration is opposed by a constant neutral gas flow (several 100 ml/min 

up to a few L/min [26, 27, 71]) in the direction of the ion source [71], which prevents neu-

tral species from entering the drift tube. In addition, there are decelerating collisions de-

pending on the CCS of the ion and the neutral species, which has a massive influence on 

drift velocity. A common drift gas is nitrogen [26, 27, 71]. 

The following ion detection is comparable to the detection in MS, but Faraday cups or 

plates are still much more widespread in IMS today [71]. Alternatively, a coupling with a 
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mass spectrometer is also a common method and provides a further dimension of ion sep-

aration with a manageable effort [74]. The drift velocity and thus the ion mobility (see 

Equation 1.3) can be calculated from the determined drift time td and length of the 

drift tube ld. 

 

 𝑣𝑑 =  
𝑙𝑑

𝑡𝑑
 (1.5) 

 

The drift tube is typically 4 to 20 cm [71] long, but lengths up to 3 m are also used [75]. 

For classical IMS, the drift time is usually in the range of milliseconds [71]. 

 

Chemical modification in IMS 
 

The chemical composition of the drift gas in IMS can influence the reduced ion mobil-

ity, just like the physical conditions. A completely water-free setting is not realizable under 

AP conditions using “dry” nitrogen as a drift gas [27], which means that cluster reactions 

cannot be totally suppressed even in IMS (see Section 1.1.1). An increased water mixing 

ratio in the drift gas leads to a shift to longer drift times for most ion mobility signals [14, 

15, 26, 27]. Brachthäuser has clearly shown this humidity effect for the ion mobility signals 

of different solvent clusters [14], whereby an analyte dependence can be observed. Thus, 

the reduced ion mobility of the protonated acetone (ACE) monomer [ACE+H]+ is already 

strongly dependent on variations of the humidity at a low level (low ppmV range), while 

that of the protonated ACE dimer [(ACE)2+H]+ is almost independent of the humidity, up 

to a water mixing ratio of about 80 ppmV [14]. The explanation for this observation is the 

clustering with water, which Izadi et al. have shown experimentally and numerically [27]. 

Increasing the water mixing ratio leads to an increasing mean cluster size and thus an in-

crease in the CCS of the charged species. Since the mean cluster size also depends on the 

temperature, an increase in temperature leads to decreasing drift times [14, 15, 27]. Besides 

the typical contamination with water, other substances with a tendency to cluster formations 

in the gas phase can produce qualitatively identical results, as illustrated by de Gouw et 

al. [15]. Furthermore, a T-dependent cluster formation has been demonstrated by using CO2 

as a drift gas [77]. The uncontrolled clustering and the resulting influence on the reduced 

ion mobility are a challenge for analytical applications. While experiments under laboratory 

conditions can guarantee an almost constant gas composition, this is not the case for field 

experiments. A possible and applied solution for this challenge is a targeted chemical su-

persaturation (e.g., with ammonia) [78], which minimizes the influence of contaminations 

in the drift gas. 

Chemical modification is also deliberately used in IMS to optimize ion separation [26, 28, 

29]. If different species of an ion mixture have identical ion mobility within the limits of 

the measurement errors, then an ion separation is impossible. The addition of a chemical 

modifier such as 2-butanol (2-BuOH) in the gas phase and the resulting clustering can lead 

to a different shift of the drift time for several analytes, as depicted by Fernández-Maestre 

et al. [26]. In this application, 2-BuOH offers itself as a sterically challenging, polar modi-

fier that causes large CCS differences by clustering to an ion. Based on the analyte structure 
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and the cluster geometries, different average cluster sizes are formed. The resulting relative 

change of CCS due to cluster formation is crucial for the variation of the drift time [26]. 

The effect of chemical modification depends on the chosen modifier and the modifier mix-

ing ratio, as shown by Roscioli et al. [28], who reduced the ion mobility of the protonated 

dimethyl-phosphonate (DMMP) monomer [DMMP+H]+ up to 30.5% [28]. Thus, the addi-

tion of the right modifier in the correct mixing ratio to the drift gas can achieve ion separa-

tion that is impossible with pure matrix gas [28, 29].  

Evidence of enantioselective cluster formations in the gas phase at IMS can also be found 

in the literature. Even small mixing ratios of enantiopure 2-BuOH as a modifier (low 

ppm range) should allow enantioselective separation [79]. This effect is discussed in more 

detail in Section 1.4. 

 

1.3.2 High kinetic energy ion mobility spectrometry 

 

The classic DTIMS operates under low-field conditions [75, 80] since the high collision 

rate at AP limits the kinetic energy of the accelerated ions. Thus, the reduced ion mobility 

is nearly independent of E/N [4, 71, 75, 81], and Teff is increased only slightly by the electric 

field heating (Th < 5 K) [30]. The reduced ion mobility becomes dependent on the electric 

field when higher E/N values are reached (E/N > 80 Td leads to a Teff of hundreds K over 

T [82]). The field dependence of ion mobility in an asymmetric alternating electric field is 

used in analytical methods such as DMS and high-field asymmetric-waveform ion-mobility 

spectrometry (FAIMS; see Section 1.3.3) [4]. 

High-field conditions, in which field-dependent mobilities can be observed, would need 

field gradients in the range of kV/cm at AP and therefore voltages in the range up to a few 

100 kV [71], which are not experimentally feasible. However, Langejuergen et al. [73] have 

indicate that the necessary E/N ranges can also be achieved for IMS systems by signifi-

cantly reducing the pressure. High kinetic energy ion mobility spectrometry (HiKE-IMS) 

operates at a pressure of about 20 mbar, which allows ions to be accelerated for much longer 

time between two collisions. Even with experimentally possible voltages in the range of up 

to a few kV, high-field conditions with over 100 Td can be achieved [73, 83]. As a result, 

the drift time in HiKE-IMS is often in the range of under 1 ms. Based on a short residence 

time of ions in the drift tube and a low number of collisions, not every chemical system is 

able to achieve the thermodynamic equilibrium [18]. 

The HiKE-IM spectrometer used in this work is very similar in its basic structure to a clas-

sical drift tube ion mobility spectrometer (compare to Figure 1.1). It allows the observation 

and investigation of cluster dynamics, which has been experimentally shown and numeri-

cally confirmed by Erdogdu et al. [18, 33]. Furthermore, decreasing the mean water cluster 

size by increasing E/N in the reaction area allows the ionization of analytes with low proton 

affinity, which cannot be protonated by water clusters with a larger mean cluster size (PTR) 

[73]. Furthermore, a HiKE-IMS-MS coupling provides the chance to investigate the chem-

ical systems underlying the individual signals in HiKE-MS spectra. First approaches in this 

direction were presented by Allers et al. [83]. 
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1.3.3 Differential mobility spectrometry 

 

The deviation of E/N-dependent ion mobility K(E/N) from field-free ion mobility K(0) is 

defined by the E/N-dependent α value.  

 

 𝐾 (
𝐸

𝑁
) =  𝐾(0) ∙ [1 + 𝛼 (

𝐸

𝑁
)] (1.6) 

 

Under low-field conditions (E/N < 10 Td [84]), α is nearly 0, which means that under these 

conditions, K(E/N) is almost identical to K(0) [4, 30, 82, 84]. The differential between ion 

mobility at two different E/N conditions (at least one must be high-field condition) is a 

substance-specific property, which is used for ion separation in DMS. Buryakov et al. pre-

sented this application in 1991 [85].  

The first section of a DMS system is an API source, from which the ions are transferred 

into the actual DMS cell, which is also operated under AP conditions (see Figure 1.2). 

 

 
Figure 1.2:   Schematic of a differential mobility spectrometer.  

 
Since ion currents instead of ion packages are continuously separated in DMS [4], no elec-

tric ion shutter is needed. A DMS cell consists of two planar electrodes between which the 

ions are transported by a gas flow [4, 30, 82, 85, 86]. If no voltage is applied, all ions pass 

the cell, and only diffusion losses can be observed. For ion separation, an alternating elec-

tric potential called separation voltage (SV) is applied to the electrodes. SV is an alternating 

voltage, which is asymmetrical in time and in level (peak-to-peak voltage) and generates 

an alternating electric field with two different electric field strengths, which are separated 

from each other in time. The temporal section with a higher field strength is called high 

field, while the other one is called low field [4, 30, 86]. It should be noted that these are 

relative classifications, which are not indicative of the actual field strengths. 

In the DMS system used in this work, the electric field strength of the low-field Elow is half 

of the electric field strength of the high-field Ehigh.  

 

 𝐸ℎ𝑖𝑔ℎ = 2 ∙ 𝐸𝑙𝑜𝑤 (1.7) 
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The field difference is compensated for by the time the respective field is applied. Thus, 

the low-field time tlow is twice as long as the high-field time thigh.  

 

 2 ∙ 𝑡ℎ𝑖𝑔ℎ = 𝑡𝑙𝑜𝑤 (1.8) 

 

This basic structure of the electric field is realized by superimposing two sinusoidal curves 

with different frequency [4], which was described by Krylov in 1997 [87]. 

The electric fields accelerate ions orthogonal to their direction of movement through the 

DMS cell. The motions toward the electrodes cancel each other if the reduced ion mobilities 

in high and low fields are identical (αhigh = αlow). In this case, a zigzag motion results, which 

is, on average, parallel to the electrodes (blue trajectory in Figure 1.2). At sufficiently high 

SV, the reduced ion mobility is field-dependent (at least in the high field), and the oscillating 

motion becomes unbalanced. Thus, a substance-specific ion drift to one electrode can be 

observed (red trajectory in Figure 1.2). In addition to the SV, a compensation voltage (CV; 

alternative: CoV) is added to the electrodes [4, 30]. This DC voltage compensates the ion 

drift to enable an ionic species to pass through the DMS cell. Therefore, the CV is a sub-

stance-specific property. The CV is scanned in an actual DMS measurement, while the 

passed ion current is recorded to determine a differential mobility spectrum. A high repro-

ducibility was found for this method [21]. Equivalent to IMS, the ions enter the detector 

after the separation. Since the basic separation mechanism is orthogonal to the mechanisms 

of most other commonly used separation methods, coupling with other methods such as LC 

and/or MS is an obvious application.  

The separation principle in FAIMS is identical to that in DMS, although cylindrical elec-

trodes are used instead of planar ones [4]. 

 

Typical behaviors of the α-function 
 

The α value as a function of E/N can be calculated by the substance-specific α-function [4, 

30], which can be determined by solving Equation 1.6 for α(E/N). Thereby, most ions have 

an α-function, which can be assigned to one of the three main types: type A, type B and 

type C (see Figure 1.3). Depending on the type of the α-function, an ionic species is found 

in DMS at negative (type A) or positive (type C) CV values, or the CV values are negative 

at low E/N and become positive with increasing E/N (type B) [4, 30, 88]. 

An α-function of type A describes a continuously increasing α value with increasing E/N, 

which means that the reduced ion mobility increases with increasing E/N. This leads to a 

stronger motion to the electrodes during the high-field phases compared to the low-field 

phases and is often explained by cluster dynamics in the DMS cell [4, 5]. In the presence 

of cluster-forming neutrals (e.g., water), the mean cluster size and therefore the CCS are 

larger under a low field since declustering reactions by CID occur more frequently under 

high-field conditions (decreased mean cluster size). This effect of cluster formation in the 

gas phase (cluster effect) is often utilized to increase ion separation by the addition of ap-

propriate chemical modifiers to the drift gas (see Chemical modification in DMS) [4–6, 19–

21].  
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Figure 1.3:  Qualitative traces of the three main types of the α-function; blue: type A, 

red: type B, green: type C. 

 
Type C behavior is characterized by a continuously falling curve (α < 0). Thus, the low-

field mobility is higher than the high-field mobility, which can be explained by collisions 

and interactions of the ion with non-clustering background gas species. This effect is based 

on the higher collision energy under high-field conditions, which leads to a stronger decel-

eration of the ions. Here, the ions are considered as hard spheres comparable to billiard 

balls, which is why the effect is known as the hard-sphere effect (see Hard-sphere effect) 

[4, 30]. While the cluster effect depends on the presence of mostly polar cluster-forming 

species, the hard-sphere effect always occurs in DMS. 

The third type (type B) can be interpreted as an intermediate stage of both other types. First, 

type A behavior is observed, but with increasing E/N, the presented curve starts falling. An 

explanation is a weak cluster strength, which leads to a cluster effect at low SV settings. As 

SV increases, the E/N in the low field also prevents a significant cluster growth. From this 

point, the cluster effect becomes weaker, while the hard-sphere effect becomes stronger 

and finally dominates [4]. Consequently, type A behavior corresponds to type B behavior, 

whereby the reversal point has not yet been reached, which has been demonstrated in pre-

vious work for Substance P as an analyte by increasing the DMS temperature DT [23]; 

additionally, Shvartsburg has come to the same conclusion [30]. 

 

Chemical modification in DMS 
 

The addition of a chemical modifier to the drift gas and the active use of the cluster effect 

is a common principle in DMS. Therefore, commercial DMS systems often offer, by de-

fault, the option of adding a modifier to the drift gas [86]. Usually, modifier mixing rations 

up to the percentage range are used. The basic effect has been studied and described in 

literature many times (e.g., by Schneider et al. [19], Hopkins [5], Auerbach et al. [20] and 

Campbell et al. [6]) and is qualitatively identical to and independent from the investigated 

analyte-modifier combination: as a result of reversible cluster reactions, a signal shift to 

lower CV values can be detected. As a result, a switch of the α-function from type C to type 

A or at least to type B in the classically examined SV area can be forced [19]. 

The magnitude of this effect depends on physical properties such as the DT in the DMS 

cell (see Temperature effect in DMS) and chemical and structural properties of the ion and 
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modifier. Therefore, the effect of a modifier is quantitatively different for each analyte and 

can be different for one analyte in various protonation stages. An example for an analyte is 

shown in Figure 1.4. The signal of the triply protonated species of Substance P (blue) is 

shifted significantly stronger to a lower CV value than the signal of the doubly protonated 

species (red) by adding acetonitrile (ACN) to the gas phase of the DMS cell.  

 

  
Figure 1.4:  Typical effect of chemical modification in DMS on doubly (red) and tri-

ply (blue) protonated Substance P recorded with and without gas-phase 

modifier (3%) present in nitrogen (SV = 4000 V; DT = 150°C). Solid: 

pure nitrogen; dashed: ACN. 

 
A variation of the chosen modifier indicates the expected quantitative influence [23]. By a 

variation of the added modifier, the cluster effect can be adjusted, and thus the ion separa-

tion can be optimized, as shown by Schneider et al. [21]. Besides the functional group and 

the electrical dipole moment µD of a modifier, which are necessary for the strength of in-

termolecular bonds to the ion (clustering), other parameters such as the cluster structure 

and the size of the modifier have a discernable impact on the strength of the cluster effect 

and thus on the differential mobility [6, 22]. Larger modifiers such as 2-propanol (IPA) can 

lead to a stronger effect than smaller modifiers with the same polar group, such as methanol 

(MeOH) [6, 20, 23, 25]. This steric dependence is systematic and therefore predictable 

within certain limits. Auerbach et al. [20] have predicted the CV values of a wide range of 

analytes without complex numerical simulations but with the use of comparative measure-

ments. By using primary alcohols with a carbon chain length between 1 (MeOH) and 4 (1-

Butanol) as modifiers and parameters such as the gas-phase acidity, a linearization of the 

results could be demonstrated. This allowed a subsequent prediction of omitted measure-

ments with extremely high accuracy (deviation mostly about 0.5 V or less) [20]. Compara-

ble qualitive dependencies are also evident in the analyte structure. The influence of the 

steric shielding of the charge on the bonding energy and therefore on the cluster formation 

and the cluster effect was demonstrated experimentally and numerically by Campbell et al. 

investigating systematic analyte systems such as R4N
+ [6].  
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Kafle et al. have demonstrated an increasing cluster effect on two deoxyguanosine adducts 

of DNA by increasing the modifier mixing ratio for different modifiers [22]. However, the 

strength of the cluster effect increases more slowly with an increasing modifier mixing 

ratio. A possible interpretation is that the relative change of the CCS from adding a modifier 

molecule to a cluster becomes smaller with an increasing mean cluster size induced by high 

modifier mixing ratios. In addition, several saturation effects were reported, which may 

indicate a maximum cluster size for at least some analyte-modifier combinations [22]. Fur-

thermore, the experimentally investigated cluster effect was confirmed numerically and 

qualitatively reproduced for the water-cluster system by Erdogdu et al. [24]. 

 

Hard-sphere effect 
 

In the presence of a modifier, the hard-sphere (or hard-shell) effect is often superimposed 

with the cluster effect; nevertheless, it is always part of the ion separation with DMS. Com-

pared to the chemical cluster effect, the hard-sphere effect is more a physical phenomenon 

that can be rationalized with the model of ions as hard spheres. Crucial for this effect are 

the collisions of ions with neutral species and the resulting trajectories of both, which de-

pend on E/N [30]. A collision leads to a deceleration and can cause a rebound of the ion, 

which is enhanced by increasing the kinetic energy, for example, due to an increased ac-

celeration field [4].  

At low E/N, Teff is close to T (Teff ≈ T). Thus, the velocities of the neutral species and the 

ions are approximately thermal. However, in high-field conditions, Teff is significantly 

higher than T (Teff >> T). In the resulting high-energy collisions, the uncharged thermal 

particles behave like a solid wall for the accelerated ions, which effectively bounce off [30]. 

As a result, the reduced ion mobility decreases with an increasing acceleration field [4]. 

This causes an α-function of type C and positive CV values in DMS spectra. In summary, 

the hard-sphere effect is based on the significantly higher velocity of the accelerated ions 

compared to the neutral collision partners so that T becomes irrelevant for kinetic energy 

of the ion, which should therefore be independent from T [30]. 

If the drift gas is polarizable, the hard-sphere effect is weakened due to countereffects. This 

is the case, for instance, with the commonly used nitrogen but not with helium, which is 

why Schneider et al. [19] could experimentally show a stronger type C behavior by adding 

helium as a drift gas to the otherwise pure nitrogen. The polarized nitrogen can interact 

with ions and leads to an effect comparable to the cluster effect. Increasing the helium 

concentration decreases these interactions and supports the type C behavior. A temperature 

effect on the interactions of ions with polarized nitrogen cannot be excluded. 

 

Temperature effect in DMS 
 

In addition to Teff, the background temperature of the matrix gas also has an influence on 

the processes occurring in DMS. In IMS, an increasing temperature leads to a decreasing 

mean cluster size. Since the cluster effect is often relevant in DMS, an influence of the 

temperature in the DMS is generally expected and is also known from experiments [22–

25]. 
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In the presence of a strong modifier (type A behavior), a variation of the temperature leads 

to a variation of the CV values observed. Previous experiments have suggested that the 

cluster effect is usually weakened by increasing temperature, which leads to a rise in CV 

values [23]. Depending on the investigated chemical system, even change of the qualitative 

type of the α-function can be observed [23, 25]. The strength of the temperature effect in 

DMS depends on the modifier [23] and the ion [89]. Thus, Schneider et al. have demon-

strated the influence of an increase in temperature on the cluster effect of IPA on different 

analytes. This can lead to both an increase and a decrease in CV values depending on the 

chemical system [89]. This observation is probably due to the complexities and interplay 

of different effects in differential mobility. 

The effect of the temperature in DMS was also confirmed by numerical simulations [22, 

24, 32]. Kafle et al. have illustrated the reduction of the mean cluster size through increas-

ing temperature. These simulations prove a clear temperature dependence for weak electric 

fields, while this effect decreases with increasing electric fields [22]. 

Therefore, a reproducible temperature is crucial for DMS experiments. The temperature of 

the DMS system can be controlled by the matrix gas, which is heated before entering the 

DMS area. This heating method causes a temperature gradient across the DMS cell [4, 24], 

which causes different CV values for the same species at different positions in the cell. 

Accordingly, the measured CV values are mean CV over the temperature range. This is 

important for interpretations and simulations but not for the application since the tempera-

ture profile is reproduceable. Due to a typically circular gas inlet and a rectangular cross-

section of the DMS cell, temperature gradients in both directions can also be assumed in 

the plane, and a complex, three-dimensional temperature profile is obtained. 

Other DMS parameters such as the dimensions of the cell or the associated residence time 

also have an influence on the ion separation or at least on the resolution in DMS [4]. Thus, 

reducing the working pressure leads to a strong influence on the CV values and intensity 

fluctuations, as shown by Nazarov et al. [84]. However, these parameters remain un-

changed in this work and are therefore not discussed in detail. 

 

1.4 Enantioselective analysis 

 

One challenge of modern analytics is the enantioselective analysis of chiral molecules. It 

is used in various scientific subfields such as geology and medicine [79, 90], and so it is a 

fundamental tool in science. Particularly in pharmaceuticals, chiral control becomes in-

creasingly important with the growing proportion of chiral ingredients. Often, only one 

enantiomer acts as active species, while the other is inactive or, in the worst case, danger-

ous. The thalidomide crisis at the end of the 1950s clearly highlights the necessity of such 

controls [90]. 

Enantiomers are equal in most properties (e.g., mass and CCS), which makes an enantio-

meric separation impossible or at least very difficult with most common analytical meth-

ods. For this purpose, standard reference substances are used, which interact differently 

with both enantiomers. According to the three-point rule, at least three independent inter-

actions must occur between the analyte and the reference substance, from which at least 
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one is different for both enantiomers to achieve two distinguishable formations [90, 91]. A 

classic method for enantioselective separation is chromatography with a chiral stationary 

phase. Meanwhile, there is a large range of chiral stationary phases for liquid and gas chro-

matography, which can be adapted structurally and in terms of the intrinsic binding mech-

anism [92]. 

In addition, there are increasing efforts for achieving an enantiomeric separation using 

methods such as IMS or MS. Metal complexes with reference ligands are a widely used 

approach. The addition of an MII-salt (M = Cu, Ni, etc.) and a chiral, enantiopure reference 

substance (usually an amino acid) to the analyte solution of an amino acid with unknown 

enantiomeric composition L/DAA generates [MII (ref)2 (
L/DAA)-H]+ complexes via an ioni-

zation with ESI [42, 93–95]. The structures are different for LAA and DAA, which is due to 

the various diastereomeric interactions with the referent ligands, which influence the CCS. 

Using this method, enantiomeric separation could be demonstrated with IMS [93] and 

FAIMS [94]. The CID in tandem MS leads to the cleavage of a ligand, resulting in a mixture 

of [MII (ref)2-H]+ and [MII (ref) (
L/DAA)-H]+. The mixing ratio depends on the binding en-

ergies of the ligands, which is different for each enantiomer of the analyte, and the concen-

trations of the different ligands. This also allows the use of tandem MS for enantioselective 

investigations [95]. As an alternative to an MII-salt, the addition of cyclodextrins leads to 

the formation of complex, enantioselective structures, as demonstrated by Lee et al. [96]. 

The addition of methylated β-cyclodextrin to a D- or an L-alanine solution causes the for-

mation of non-covalent complexes by ionization with ESI. The structural difference of the 

complexes could be detected by IRMPD spectroscopy and have been confirmed by numer-

ical simulations [96]. 

As an alternative to a modification of the analyte solution, the addition of a gas-phase mod-

ifier is also possible. It has been shown by Dwivedi et al. [79] that the addition of enanti-

opure 2-BuOH to the drift gas of an IMS system leads to enantioselective cluster formation. 

Even a modifier mixing ratio in the ppm range leads to an enantiomeric separation of sev-

eral chiral analytes. The effect was even strong enough to achieve a clear separation of a 

racemic analyte mixture without further upstream preparation steps [79]. 

Finally, in addition to the direct stereoselective separation methods discussed here, enanti-

oselective derivatization can also be performed, resulting in different product species. 

These can be separated by conventional methods, such as chromatography with an achiral 

stationary phase [92]. However, due to the upstream reaction steps, this method is generally 

more laborious than the other methods presented. 
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2 Aim of this work  

 

 
As discussed in Chapter 1, several orthogonal and currently important analytical methods 

such as MS, IMS (both DTIMS and HiKE-IMS) and DMS are susceptible to interactions 

of ions with neutral species in the gas phase. These interactions are necessary or at least 

significantly influence each method. For this reason, a deeper understanding of those ef-

fects is crucial for the interpretation of spectra. These can be strongly influenced by adapt-

ing the physical and chemical conditions, such as the composition of the matrix gas, the 

temperature or the pressure. Particularly, the addition of a chemical modifier to the gas 

phase is an emerging method and is an established practice in IMS [14, 15, 26–29] and 

DMS [5, 6, 19–25]. It causes a clustering process, which can lead to a more effective ion 

separation, but due to contaminations, this effect also occurs unintentionally. In several 

analytical methods, increased reduced field strength is common, which has a strong influ-

ence on the spectra and must also be considered in the interpretation. The combination of 

all interactions leads to a complex chemical system that should always be included and 

ideally completely understood if new applications or adapted methods are to become es-

tablished. 

Therefore, the aim of this work is the investigation and understanding of mainly cluster 

dynamics under high-field conditions, which occur in the previously mentioned methods. 

A commercially available DMS-MS coupling (SCIEX, Ontario, Canada) [66, 86] and a 

HiKE-IMS, which was developed and manufactured at the Leibniz University Hannover 

(Germany) [73], are used for this purpose. Both setups allow the variation of several pa-

rameters to experimentally determine the influence on cluster dynamics and other interac-

tions. The already extensive and often application-oriented literature on this subject area 

(especially in the field of DMS, publications on the cluster effect are numerous) shows the 

relevance of this topic. 

In a first step, the influence of the ion structure (e.g., the CCS or possible shielding of the 

charged position) on the ion separation in DMS is determined (Chapter 4). Therefore, a 

series of analytes with the same functional group (amines and diamines) is investigated in 

combination with common modifiers. Furthermore, the influence of multiple charging on 

the cluster formation and thus on the cluster effect in DMS is examined on a series of linear 

diamines. The combination of the ion structure, the charge level and the added modifier 
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should significantly influence the mean cluster size as well as the cluster structure. There-

fore, a structural impact of the ion structure on the cluster effect, and thus a CV trend in 

connection with the ion size, is expected. This would allow predictions to be made about 

the expected CV values of ions by extrapolation of the CV values of other ions with com-

parable structures. 

In the next step, the actual clustering and declustering process is explored using HiKE-IMS 

(Chapter 5). The dynamic of cluster systems dependent on the reduced field strength should 

be investigated on various samples. Thereby, the water cluster system interacts as a bench-

mark, and a selection of common solvents, which are also used as common modifiers in 

DMS (e.g., MeOH and ACN), are used as actively added analytes. By increasing the re-

duced field strength, the declustering process of large cluster species is observed, and the 

impact of the humidity, the background temperature and an active modification on the re-

duced ion mobility is studied. A thesis that should be proven relates to a dynamic cluster 

process even under constant energetic conditions.  

Finally, the knowledge accumulated from the previous fundamentals-oriented studies is 

used in a more application-oriented approach for enantiomeric separation in the gas phase 

(Chapter 6). Enantiomeric separation using enantiopure 2-BuOH as a gas-phase modifier 

has been documented for IMS [79], and the possibility of transferring this principle to DMS 

is investigated. Special attention is paid to the optimization of the measurement conditions. 

Thus, the most promising analyte, the optimal DMS settings and the correct ionization 

method are determined in preliminary measurements.  

During this research, the importance of charged nanodroplets from the ESI process in the 

DMS cell became clear. Subsequently, the enantiomeric separation is experimentally in-

vestigated by the addition of enantiopure 2-BuOH as a modifier, and the results are numer-

ically validated by ab-initio calculations. This approach should be understood as basic re-

search and proof of concept and not as an establishment of a new common application for 

everyday analytical practice. Therefore, an actual enantiomeric separation would be desir-

able but is not the prerequisite of a successful study. More decisive here is the knowledge 

gained with respect to the cluster effect in DMS. Furthermore, the effect of typical external 

influences such as background temperature on the underlying interactions is investigated 

based on a concrete objective. 
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3 Experiments and methodology 

 

 

3.1 Mass spectrometer 

 

Most of the experimental work for this study was performed on a SCIEX Triple QuadTM 

6500 system with a Turbo VTM Ion Source and a coupled SCIEX SelexION® Differential 

Mobility Separation device. The whole system is commercially available (SCIEX, Ontario, 

Canada) and was only slightly adapted for the experiments. If not mentioned otherwise, the 

device was used as received from the manufacturer. 

In this system, the ions are electrically transferred from the ion source (see Section 3.1.1) 

through a curtain plate into the high vacuum area of the MS by an attractive potential (en-

trance potential). The curtain plate is mounted in front of the orifice, which is part of a 

skimmer and nozzle system. A curtain gas (nitrogen) is used as a countercurrent flow 

through the curtain plate and is intended to protect the high vacuum area of the MS system 

from contaminations [66], and by using the DMS-MS coupling, a modifier can be directly 

added to the curtain gas [86]. The ions are focused in a first transfer quadrupole, which is 

known as a QJet ion guide. A declustering potential DP between the orifice and the QJet 

increases the kinetic energy of the ions to support the declustering process by CID. These 

and other voltages, combined with the reduced pressure in this area, can achieve high-field 

conditions, which lead to declustering and fragmentation, as discussed in Section 1.1. In 

this work, the DP was set as small as possible to detect the cluster distribution coming from 

the DMS cell. However, complete suppression of declustering reactions is unlikely. 

After the QJet and a further focusing quadrupole element (Q0), a classic QqQ setup follows 

(see Section 1.2.2). The Q1 and Q3 are linear scanning quadrupoles, while the ion path of 

the 6500 series is bent 180° in q2. In addition, it is possible to add nitrogen as a collision 

gas into the collision cell (q2). After passing the Q3, the ions enter the detector [66]. By 

intervening in the MS electronics, it is possible to switch the Q1 into an RF-only mode, 

thus creating a high-pass filter. 

The system has an upper m/z limit of 1250 in low-mass mode and 2000 in high-mass mode. 

The scan rate can be adjusted, with various fixed values selectable. All mass spectra pre-

sented in this work were measured with a scan rate of 200 Da/s. 

Depending on the measurement method, several source parameters, voltages in the ion 

transfer and the separation stage, fragmentation parameters in q2 and the detector voltage 

can be optimized for the analyte. As a result, other mass ranges are discriminated against. 
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The parameter optimization can be performed automatically [97] but was done manually 

for each analyte. The polarity of the ion path can be switched to positive or negative mode, 

allowing anions and cations to be analyzed, but in this work, only cations were investigated. 

The MS parameters as well as the voltages and flow rates of the commercial ion sources 

and the DMS system are controlled with the Analyst® software version 1.6.2 (SCIEX, On-

tario, Canada), which also processes and displays the gathered spectra. Furthermore, the 

software has a peak finding feature that can be used for evaluation of CV values in DMS 

measurements [97]. For this work, the raw data were fitted separately using the open-source 

software Fityk [98].  

The analyte solutions were pumped into the ion source using the internal syringe pump and 

a suitable Hamilton syringe. The syringe pump was also controlled via Analyst® [66]. 

 

3.1.1 Ion sources 

 

In addition to two commercially available ion sources (Turbo VTM and nanoESI), an APLI 

source converted from a commercial source (Turbo VTM) was also employed in this work. 

For all ion sources, pure nitrogen was added as a nebulizer and/or heater gas.  

 

Turbo VTM Ion Source  
 

The default ion source is the Turbo VTM Ion Source (SCIEX, Ontario, Canada), which can 

be used in ESI or APCI mode. The mode can be switched by changing the probe, which is 

installed in the probe tower at the top of the source housing. The tower is positioned with 

two micrometer screws in both directions parallel to the MS front (horizontal and vertical). 

The housing can be fixed in front of the MS inlet without any tools, whereby the probe is 

orthogonally positioned to the ion optics. A front window of the housing allows for check-

ing the ionization process optically. Two gas heaters (“turbo” heaters), which are located 

at both sides of the probe (45° angle from above), inject hot gas into the ion source, which 

is the primary heat source in the source area. In the APCI mode, a fixed corona discharge 

needle is used for primary ion generation. During the measuring process, the exhaust gas 

is vented through an exhaust at the bottom of the source [99]. 

The TurboIonSpray® probe (in the following: ESI probe) is composed of a rigid outer tube 

and an inner metal capillary (emitter), which protrudes 0.5 to 1 mm from the outer tube into 

the source area and ends between the turbo heater in front of the MS inlet [99]. An optimal 

spray is supported by using the nebulizer gas (GS1), which is injected between the emitter 

and the outer tube of the probe [9], and the heater gas (GS2), which comes from the turbo 

heaters [9, 99]. In this work, the typical solution flow rate in ESI mode, which was used 

unless otherwise noted, was 10 µL/min. Due to the low flow rate, the source temperature 

was set to 0°C (the actual temperature was minimally above room temperature). The volt-

age on the ESI emitter (ion spray voltage [IS]) was typically set in the range of 4 to 5.5 kV 

to ensure a constant signal. As result of this relatively high IS, which is typical for the setup, 

a glowing at the tip of the electrode tube was observed, which is clear evidence of a corona 

discharge. Thus, a mixture of an APCI- and an ESI-based ionization must be assumed. 
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The APCI probe has a very similar design to the ESI probe, but it is significantly shorter. 

Thus, in the installed state, the tip does not end in the source housing but in a heatable 

ceramic tube in the probe tower. The combination of a nebulizer gas and the heated ceramic 

tube realizes a voltage-free nebulization. The vaporized analyte is ionized in the source 

housing in a typical APCI mechanism after the primary charge is generated by the corona 

discharge. The corona needle can be rotated about a 360° axis, which is parallel to the MS 

front. It can also be rotated away when it is not used, such as in ESI mode [99]. In the APCI 

mode, a liquid flow rate of about 10 µL/min was also typically used. In this work, the source 

temperature was set as low as possible to prevent heating of the remaining setup by the ion 

source. All other parameters were adapted to the respective analyte in both modes. 

 

nanoESI source 
 

The commercial NanoSpray® III Ion Source (SCIEX, Ontario, Canada) is characterized by 

a design that is highly open to the lab atmosphere. Thus, the matrix gas is basically lab air. 

Since the ion source has no closed housing, a dedicated exhaust is not needed. The nanoESI 

emitter with an inner diameter (ID) of 75 µm is fixed on a slider with the tip pointing 

obliquely from above in the direction of the MS inlet, whereby the generated spray also 

points in this direction. The position of the slider can be adjusted in all three spatial dimen-

sions. A nebulizer gas can improve the spray behavior, and in addition, the evaporation 

could be supported by a heatable curtain plate adjusted to the system [100]. However, this 

was not used in this work, such as a control camera that can help position the spray. 

The IS is typically set between 1 and 3 kV and the liquid flow rate between 50 nL/min and 

about 2 µL/min [100], which are both significantly lower compared to classic ESI. Both 

parameters required regular adjustments due to the frequently necessary emitter changes 

(due to blockages). The setup was always optimized for maximum signal intensity at the 

lowest possible flow rate and IS. 

 

APLI source 
 

A simple APLI source was generated by modifying a Turbo VTM Ion Source. The schematic 

setup is presented in Figure 3.1. 

First, an orifice was cut in the front window of the source to install a new window (laser 

window) in this position. This quartz window is transparent for UV light with a wavelength 

between 260 and 270 nm, which would be absorbed by the front window. A laser system 

(NT340 UV/VIS/IR OPO from EKSPLA [101] or FQSS 266-200 from CryLaS [102]) was 

positioned in the laser area (outside of the source housing) in front of the laser window, and 

the laser beam was directed through the laser window into the ion source, using suitable 

optics in the laser area if necessary. Thereby, the ion source area remained unchanged, 

except the corona needle, which had been removed.  

The laser beam is aligned on the MS inlet and crosses the area under the probe tower. Both 

the ESI and the APCI probes can be used to generate an analyte cloud at this position, and 

the ESI probe allows for setting a low IS as a support for the spray. Therefore, the IS must 

be low enough to prevent the ESI process from becoming the main ionization mechanism. 
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Figure 3.1:  Schematic of the modified Turbo VTM Ion Source setup modified to a 

custom APLI source with the DMS cell installed (top view). Laser sys-

tem: NT340 UV/VIS/IR OPO (EKSPLA) or FQSS 266-200 (CryLas). 

 
Two different pulsed laser systems are available (NT340 UV/VIS/IR OPO: max. 10 Hz 

[101]; FQSS 266-200: max. 60 Hz [102]), which leads to discontinuous ionization. This 

could potentially be observable in the spectra, but a sufficient averaging of spectra should 

prevent this. The APLI source was operated with comparable values to the ESI and APCI 

settings, whereby the ionizing parameters were set to 0 or, in the case of the ESI probe (IS), 

to low values to prevent further ionization mechanisms in addition to the laser ionization. 

 

3.2 Differential mobility spectrometer 

 

The main element of the SCIEX SelexION® Differential Mobility Separation device 

(SCIEX, Ontario, Canada) is the DMS cell, which can be installed directly in front of the 

MS inlet. The two planar electrodes have dimensions of 10 by 30 mm and are fixed with a 

1 mm gap to each other [103]. They are covered by an adapted curtain plate, which in-

cludes, in contrast to the classic curtain plate, enough space for the DMS cell. This creates 

a space between the ion source and the MS inlet. Nitrogen is passed through the curtain 

plate (curtain gas) and is released at the transition from source to DMS cell [86]. The system 

allows the adjustments of several parameters, which are summarized in Table 3.1. 

Before entering the DMS cell, the curtain gas passes a heating area in the front part of the 

curtain plate. A heater, at which the DMS temperature is measured, heats a bed of ceramic 

balls, which emit heat to the curtain gas. Three temperatures (150°C, 225°C and 300°C) 

are present as default settings, but modification of the preset settings allows the reduction 

of the temperature to at least about 75°C. The temperature in the DMS cell is always sig-

nificantly lower than the set temperature, and a temperature gradient in the DMS cell, as 

described before (see Temperature effect in DMS), must be considered. An additional gas 

flow from the MS side can also be introduced into the DMS cell. This throttle gas, which 

is set by the DMS resolution DR parameter, slows the ion migration through the DMS cell 
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and increases the residence time [86]. As a result, the DMS signals become narrower at the 

expense of the signal intensity, which can support the separation of species with compara-

ble differential mobility (increase of the Rp). This value was set to 0 if not otherwise noted. 

An external control box (power supply) with two resonant coils generates and controls the 

voltages (SV and CV), and a modifier pump pumps liquid modifier into the system, where 

it is vaporized and mixed with the curtain gas before entering the curtain plate. The modifier 

flow rate to achieve the set modifier composition MDC (0%, 1.5% or 3.0%) is calculated 

from the gas flows, the molecular weight of the modifier and the modifier density [86]. In 

this work, the modifier pump was partly replaced with an external syringe pump and a 

syringe, which enables the reduction of the MDC and the dead volume.  

 
Table 3.1:  Main DMS parameters and their intended effect on ion separation. 

 Parameter Explanation  Effect on  

SV Separation voltage Amplitude of high- and 

low-field voltage 

(peak to peak) 

Ion separation depend-

ing on differential mo-

bility 

CV Compensation voltage Constant DC voltage  

between both electrodes  

Compensation of 

SV-based drifting 

DT DMS temperature Temperature at heater in 

the curtain plate  

Gas temperature in 

DMS cell 

DR DMS resolution  Throttle gas flow (from 

the MS side)  

Residence time in  

DMS cell 

MDC Modifier composition Mixing ratio of added  

modifier 

Cluster formation  

 
The ion transfer from the DMS cell into the MS can be assisted by an attractive potential, 

which is called a DMS offset (DMO) [86]. This parameter was optimized to the analyte, but 

the influence on the cluster dynamics was not investigated in this work. 

 

3.3 High kinetic energy ion mobility spectrometer 

 

The high kinetic energy ion mobility spectrometer was developed and constructed at Leib-

niz University Hannover (Germany) in the Institute of Electrical Engineering and Meas-

urement Technology. The setup is based on the design of a classic drift tube IMS with a 

reaction tube and a linearly coupled drift tube. Both are separated by a shutter grid [73, 104, 

105]. The ionization in the reaction tube is realized by chemical ionization with primary 

ions generated by a corona discharge. A pump station, at the front end of the reaction tube, 

maintains the reduced operating pressure. The analyte is added in the area close to the shut-

ter grid, while the drift gas is introduced at the end of the drift tube and flows through the 

whole system. In this work, nitrogen was used as the drift gas. The humidity of the gas is 



3.4 Chemicals and gases 

 

29 

 

controlled by a dew point (DeP) meter before entering the spectrometer [73]. The analytes 

are vaporized and mixed into the reaction area gas flow by using a diffusion through a 

closed plastic pipette. For this method, a closed pipette filled with an analyte is constantly 

heated at a temperature of 35°C in a gas-tight oven. The analyte diffused through the plastic 

into the gas phase and the nitrogen-analyte mixture is added into the reaction tube. With 

the measurement time, the density of the analyte and the exact weight loss of the pipette, 

the analyte mixing ratio can be calculated with the assumption of a constant diffusion rate 

through the pipette. In the drift gas line, pure nitrogen can be mixed with nitrogen contain-

ing a modifier from a second gas line, which allows a chemical modification in the drift 

tube. To generate the modifier containing gas flow, the nitrogen is also flown over a heated, 

closed plastic pipette filled with liquid modifier, or it is directly flown over the liquid mod-

ifier. The mixing ratio is set by the ratio of the gas flows. 

The polarity of the HiKE-IMS can be switched between positive and negative mode, but 

similarly to the MS measurements, only the positive mode was used in this work. 

For this study, a drift tube with a length of 306.5 mm was installed, which, depending on 

the reduced field strength in the drift tube, results in typical drift times in the range of about 

0.1 ms to a few milliseconds. During the measurements, the reduced field strength in the 

reaction area was set constantly to 30 Td, while it was varied in the drift tube between 20 

and 120 Td. The operating pressure was set at about 20.5 mbar, and the temperature was 

set to 318.15 K or to room temperature (about 297 K). For every spectrum, spectra were 

averaged until a set signal to noise ratio was achieved. 

 

3.4 Chemicals and gases  

 

Acetonitrile, methanol and 2-propanol used for MS experiments were purchased from 

Fisher Scientific (Waltham, Massachusetts, USA) and VWR International GmbH (Radnor, 

Pennsylvania, USA) in the highest purity (HPLC-grade), while 2-butanol (racemic as well 

as enantiopure) was ordered from Sigma Aldrich GmbH (Seelze, Germany) in a purity of 

99.5% (racemic) and 99% (enantiopure). The MS system was operated with boiled-off ni-

trogen.  

The amines and diamines were given to us by Prof. Dr. Kirsch’s group (University of Wup-

pertal, Germany). These were ordered from various manufacturers in highest purity grades. 

Both enantiomers of chiral amino acids (serine, threonine, phenylalanine and tryptophan) 

as well as the Maruoka catalysts (analytes for the enantiomeric separation) were ordered 

by Sigma Aldrich GmbH (Seelze, Germany) in the highest purity. Pyrene was obtained 

from Merck KGaA (Darmstadt, Germany), and thermometer ions were synthesized based 

on the method described by Katritzky et al. [106] and stored in a deep freeze. The chemicals 

used for HiKE-IMS experiments were ordered from Sigma Aldrich GmbH (Seelze, Ger-

many) with a purity > 99%, and the nitrogen was obtained from Linde Gas (Pullach, Ger-

many) with a purity of 99.999% (5.0). All chemicals and gases were used without further 

purifications. 
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3.5 Numerical investigations  

 

Numerical investigations were conducted with the Gaussian 16 (Revision A.03) program 

package [107], and GaussView 6.0.16 [108] was used for graphic visualization. Applying 

the density functional theory (DFT) with the B3LYP functional and the 6-31++G(d,p) basis 

set, geometric and thermodynamic calculations were performed. The assumed conditions 

were a temperature of 298.15 K at a pressure of 1 atm. 

This method provides, among other variables, the electronic energy (Ε0) and the Gibbs free 

energy correction (Gcorr) [109]. If these values have been calculated for all reactants (rea.) 

and products (pro.) of a reaction (e.g., of a cluster reaction), the Gibbs free energy of reac-

tion (ΔRG) can be calculated using Equation 3.1 [109, 110]. 

 

 ΔR𝐺 = ∑(𝐸0 + 𝐺corr)𝑝𝑟𝑜. − ∑(𝐸0 + 𝐺corr)rea. (3.1) 

 

The use of the MobCal-MPI code allows the calculation of the CCS of the optimized spe-

cies in nitrogen gas using the trajectory method [111]. For this purpose, the optimized ge-

ometries are used as input. In this work, the settings were chosen as proposed by Ieritano 

et al. [111]. The temperature and the pressure were set to the same values used for the 

geometry optimization.  

This approach has already been successfully applied to similar problems [110] and should 

therefore lead to robust results. 
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4 Influence of steric properties on ion separation in DMS 

 

 
Cluster formation in the gas phase is an important part of ion separation in DMS and is 

therefore often actively induced by the addition of modifiers (see Chemical modification in 

DMS). In previous works, the effect of typical gas-phase modifiers like ACN and MeOH 

have been demonstrated for both charge stages (double and triple protonation) of Sub-

stance P [23, 25]. The effect of clustering with a modifier (cluster effect) depends on the 

size of the CCS and the functional group of the modifier, which is in line with the general 

literature on this topic [5, 6, 19–21, 86]. Additionally, the structure of the ion (constitution 

and conformation) is significant for cluster dynamics and hence for the cluster effect. 

Thereby, the charge position in the ion should be relevant for its strength as well as the total 

size and the resulting CCS. The shielding of a charged position, for example in the center 

of a proton-bound modifier cluster, must be given special attention when the influence of 

the structure of the ion is studied, as indicated by the studies of R4N
+ of Campbell et al. [6]. 

Furthermore, their studies of RMe3N
+ also indicated an impact of the CCS on the strength 

of the cluster effect in DMS and a trend in CV depending on the alkyl R was demonstrated 

[6]. 

In the following, these effects of the ion structure are investigated for a series of linear 

primary diamines H2N-(CH2)n-NH2. With the length of the carbon chain n, the absolute 

CCS as well as the distance between the amino groups are varied. Three typical modifiers 

(ACN, MeOH and IPA) for application in DMS are added to the gas phase to actively 

induce the cluster formation. The diamines also offer the possibility of double charging 

(protonation of both amine groups). In this case, the carbon chain length n defines the dis-

tance between the two charged positions, which allows investigation of the interactions of 

two centers of possible clusters and the impact of an increasing distance between them. 

Before the cluster effect on the diamine series is investigated, some preliminary measure-

ments are made. For this purpose, various aliphatic amines and aromatic (di-)amines are 

used as analytes, and these should represent individual properties of the diamine series such 

as the increase in CCS.  

Finally, system-independent statements about the influence of the ion structure on the effect 

of cluster formation in DMS are derived, and existing concepts are verified. 
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4.1 Analyte selection and typical MS spectra  

 

The series of linear primary diamines H2N-(CH2)n-NH2 used to investigate the influence of 

the ion structure on the cluster effect was selected as analytes for several reasons. First, 

clustering at protonated amino groups is known in the literature and has often been demon-

strated, for example, for protonated amino acids [112]. Additionally, other effects based on 

clustering processes like charge depletion and conservation (supercharging) by the addition 

of a gas-phase modifier have been demonstrated for this analyte series [113–116]. Further-

more, through variation of the length of the carbon chain n, the ion size and thus the CCS 

can be varied without any obvious change in the qualitative chemical environment of the 

charged position such as additional shielding. Nevertheless, the distance between the two 

amine groups is varied, which could also influence cluster formation. 

In addition to the diamine series H2N-(CH2)n-NH2 (1,2-diaminoethane [n = 2], 1,3-dia-

minopropane [3], 1,5-diaminopentane [5], 1,8-diaminooctane [8] and 1,9-diaminononane 

[9]), aliphatic amines (butyl- and hexylamine) and aromatic (di-)amines (aniline, 1,2-phe-

nylenediamine and 1,4-phenylenediamine) are investigated as analytes. For each analyte, a 

solution with a concentration of 0.1 mmol/L was prepared in ACN/water (1:1) with 0.05% 

formic acid, and the DT was set to a constant 150°C.  

The mass spectra of the individual analytes show some commonalities based on the com-

parable ion structures, as shown in Figure 4.1 for three representative analytes. Through 

the addition of pure nitrogen into the DMS cell (no modifier), the main signal can be as-

signed to the singly protonated diamine [M+H]+ (blue in Figure 4.1), and a typical fragment 

is observed at an m/z reduction of 17, whereby the relative intensity of the fragment depends 

on the analyte. This fragment can be explained by the loss of ammonia (NH3), which results 

in a [M+H-(NH3)]
+

 species (blue dots in Figure 4.1). Furthermore, cluster species with 

ACN [M+(ACN)x+H]+ (blue arrows in Figure 4.1) are also observed without the modifier. 

These could be formed within the ion source and pass the ion transfer as it was set as soft 

as possible to enable cluster detection. Additionally, an entry of ACN into the DMS cell as 

part of a charged nanodroplet (see Section 6.2) and a cluster formation within the DMS cell 

or even the ion transfer cannot be excluded. The maximum observed cluster size was high-

est for 1,2-diaminoethane (x = 2), while no clusters were observable for 1,2-phenylenedia-

mine. This could indicate a lower cluster stability, which prevents the clusters from passing 

through the ion transfer. 

A second protonation of the diamines is possible, and the proportion of double protonation 

increases with increasing n. The doubly protonated species [M+2H]2+ (green in Figure 4.1) 

of 1,9-diaminononanen (see Figure 4.1b) and the first ACN cluster [M+ACN+2H]2+ (green 

arrows in Figure 4.1) can be detected, while the observation of the doubly protonated bare 

species [M+2H]2+ of 1,2-diaminoethane (see Figure 4.1a) seems to be impossible under 

these conditions; however, ACN clusters of it can be detected [M+(ACN)x+2H]2+ (x = 3 - 4, 

green arrows in the top panel of Figure 4.1). Observation of the doubly protonated 1,2-phe-

nylenediamine [M+2H]2+ (see Figure 4.1c) and its ACN clusters [M+(ACN)x+2H]2+ is not 

possible.  
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Independent of the added diamine, protonated ACN clusters [(ACN)x+H]+ are also detected 

(yellow in Figure 4.1). All in all, comparison of the mass spectra shows a decrease in the 

number of signals with increasing n for the diamine series. 

 

 
Figure 4.1:  Mass spectra of 1,2-diaminoethane (a), 1,9-diaminononane (b) and 

1,2-phenylenediamine (c) recorded in pure nitrogen. Blue: singly proto-

nated diamine [M+H]+, analyte-solvent cluster [M+Sx+H]+ (arrows) and 

typical fragment [M+H-NH3]
+ (dots). Green: doubly protonated diamine 

[M+2H]2+ and analyte-solvent clusters [M+Sx+2H]2+ (arrows). Yellow: 

protonated solvent clusters [Sx+H]+. 

 
The addition of ACN to the gas phase in the DMS cell (3%) leads to an increase in the 

mean cluster sizes [M+(ACN)x+H]+, as shown in Figure 4.2. The doubly protonated ACN 

cluster of the analyte [M+(ACN)x+2H]2+ becomes the main species of the linear diamines 

(x = 2 for 1,9-diaminononane and x = 5 for 1,2-diaminoethane) due to charge conservation, 

while a second protonation of 1,2-phenylenediamine is still prevented. It is not clear 

whether a second protonation of 1,2-phenylenediamine is impossible or whether this state 

is just very reactive. A proton transfer, for example to any contamination, might be the 

reason for not detecting the doubly protonated species. 

The solvent cluster distribution does not follow a Gaussian distribution since the signal 

intensity of the third ACN cluster [(ACN)3+H]+ is significantly lower than expected for 

such a distribution and hardly observable (see Figure 4.2c). This makes it difficult to esti-

mate the ACN mixing ratio simply from the cluster distribution, as would be helpful in 

measurements without actively adding modifiers in the gas phase (see Figure 4.1). The 
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addition of an alcohol, for example methanol, as modifier leads to corresponding solvent 

clusters [Sx+H]+. Furthermore, charge depletion can be observed in an almost complete loss 

of the doubly protonated species [M+2H]2+ (see Figure 4.8c/d). A tendency to clustering is 

also proven for these modifiers by the presence of clustered diamines 

[M+(MeOH/IPA)y+H]+, which is necessary for the cluster effect. However, the observed 

mean cluster size is significant lower than in the analyte-ACN clusters [M+(ACN)x+H]+. 

 

 
Figure 4.2:  Mass spectra of 1,2-diaminoethane (a), 1,9-diaminononane (b) and 

1,2-phenylenediamine (c) recorded with ACN (3%) added as gas-phase 

modifier in nitrogen. Blue: singly protonated diamine [M+H]+, analyte-

solvent cluster [M+Sx+H]+ (arrows) and typical fragment [M+H-NH3]
+ 

(dots). Green: doubly protonated diamine [M+2H]2+ and analyte-solvent 

clusters [M+Sx+2H]2+ (arrows). Yellow: protonated solvent clus-

ters [Sx+H]+. 

 

4.2 Influence of the ion structure on differential mobility 

 

As shown in Figure 4.2, the addition of ACN leads to a high number of observable species 

that are part of multiple cluster distributions. Therefore, grouping of species with almost 

identical behavior in DMS is useful. The effect of cluster formation is based on a continu-

ous clustering/declustering process, which is why the observed cluster distributions in mass 

spectra are not stable over the entire ion separation in DMS. Instead of separating individual 

ionic species, a separation of different dynamic cluster systems with continuously varying 

distributions due to the varied reduced field strength E/N occurs. Thus, all cluster species 
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of the same cluster system should behave identically in DMS. Accordingly, the CV of a 

protonated molecule [M+H]+ is typically identical with the CV of the solvent clusters of the 

same species [M+Sx+H]+. In individual cases, the determined CV could be different, usually 

due to overlays with other cluster systems, chemical reactions after passing the DMS cell, 

or signal noise. However, the expected behavior, as shown in Figure 4.3, is common.  

 

 
Figure 4.3:  Ionograms of the protonated 1,2-diaminoethane (a), 1,2-phenylenedia-

mine (b) and their first ACN-cluster recorded with ACN (3%) added as 

gas-phase modifier in nitrogen (SV = 4000 V). Blue: protonated analyte 

[M+H]+. Red: corresponding first ACN cluster [M+ACN+H]+. 

 
The ionograms of the protonated analyte [M+H]+ and the first ACN cluster [M+ACN+H]+ 

are identical in the error range for 1,2-diaminoethane (see Figure 4.3a) and 1,2-phenylene-

diamine (see Figure 4.3b). Both analytes were measured at a constant SV of 4000 V, while 

the CV was ramped in 1 V increments. The identical CV value for each species of the same 

cluster distribution allows investigating only the [M+H]+ species and not the entire distri-

bution. Additionally, this permits the analysis of analyte-solvent clusters instead of the bare 

ion when the [M+zH]z+ species cannot be observed. For example, [M+(ACN)x+2H]2+ clus-

ters can be analyzed instead of the unobservable [M+2H]2+ species in the case of 1,2-dia-

minoethane (see Figure 4.2a). Furthermore, chemical connections can be determined since 

the same CV values of different species indicates this connection. Thus, mass signals can 

be assigned to the same chemical system by DMS measurements, even when no chemical 

correlation is apparent on first view. 

In the following, the dispersion plots are determined from ionograms. For this purpose, the 

raw data are plotted as a Gaussian curve, and the peak centers are given as CV. The math-

ematical error of these plots (99% confidence intervals) is defined as the error of the CV. It 

should be noted that this error should be understood as an indication of the signal quality 

and not as an absolute measurement error. The entire reproducibility of a DMS system was 

initially determined to a value of about ± 0.2 V by Schneider et al. [21, 117], but a higher 

reproducibility can be achieved as well [21], depending on the DMS system and the meas-

uring conditions.  
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4.2.1 Introductory measurements 

 

The influence of ion structure on the cluster effect should be investigated by some intro-

ductory measurements. Therefore, two groups of amines (aliphatic and aromatic) in com-

bination with different modifiers are investigated here. These should reveal generally ap-

plicable relationships between the ion structure, the added modifier and the cluster effect, 

which can be used to interpret observations in the subsequent DMS measurements of the 

linear diamine series. 

 

Aliphatic amines 
 

The aliphatic amines (butyl- and hexylamine) differ in the carbon chain length, so the in-

fluence of the CCS of the bare ions on the cluster effect should be observable in the DMS 

results. In pure nitrogen, both amines exhibit type-B behavior (see Figure 4.4), whereby in 

the examined SV range (0–4500 V), the CV values are still in the low negative range 

(about -10 V to 0 V).  

 

 
Figure 4.4:  Dispersion plots of protonated aliphatic amines [M+H]+ recorded with 

and without gas-phase modifier (3%) present in nitrogen. 

 
Thus, ion mobility increases with increasing E/N, which should not be the result of the 

classic cluster effect since no modifier was added in these measurements. One explanation 

for this is a reproducible structure change, as is known regarding Substance P. Silveira et 

al. [118] demonstrated a temperature-dependent folding, which has significant impact on 

the CCS of Substance P. In the case of the amines, this kind of mechanism seems to be 

improbable due to the less complex structure compared to Substance P. Therefore, if no 

significant amount of contamination entered the DMS cell, interactions with the matrix gas 

(nitrogen) must be the cause of this observation. The influence of the matrix gas on ion 

separation in DMS is known in the literature [19]. The reduced ion mobility is higher in 

non-polarizable gases such as helium than in polarizable gases such as nitrogen, which is 

due to interactions of ions with the polarized gas (compare Hard-sphere effect). This causes 
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a weak effect that is comparable to the modifier-induced cluster effect, as shown by Schnei-

der et al. [19]. Since nitrogen was used as a matrix gas for all measurements, these interac-

tions became the main effect. The competing weak hard-sphere effect of the small ions is 

superimposed, which explains the type-B behavior. 

The addition of a modifier (ACN or MeOH) induces a cluster effect, which outweighs other 

effects such as the hard-sphere effect. As result, a switch to type-A behavior is observed 

for both amines, as shown in Figure 4.4. 

The addition of ACN leads to an absolute weaker cluster effect than the addition of MeOH, 

which is demonstrated in Figure 4.4 through less negative CV values. This is explainable 

by the different cluster structure of the modifiers. A protonated MeOH cluster 

[(MeOH)x+H]+ increases through interactions of a free MeOH molecule with the outer 

MeOH molecules of the cluster, and delocalization of the charge over the entire cluster by 

hydrogen bonding occurs, as Haack et al. demonstrated [13]. In contrast, ACN interacts 

mainly with the central charge since only one hydrogen bond can be formed (no delocali-

zation of the charge). As result, an absolute higher cluster size can be achieved with MeOH 

than with ACN, which could cause a stronger cluster effect and thus a lower CV value. 

However, it is striking that with increasing SV, the CV values with both modifiers converge 

as the ACN curves slope more strongly at high SV of over 3000 V (see Figure 4.4). This 

can be explained by a lower cluster strength with MeOH than with ACN, which was nu-

merically proven for protonated Me-NH2 as the central ion [13]. As a result, the mean clus-

ter size with MeOH [M+(MeOH)x+H]+ is in the low-field low, which reduces the strength 

of the cluster effect in high SV ranges. A possible explanation for this is the higher electrical 

dipole moment µD of ACN compared to MeOH (see Table 4.1) [6, 22], which should lead 

to a stronger polarization and thus promote a stronger binding of ACN. 

 
Table 4.1:  Electrical dipole moment µD of typical drift gas and modifiers. 

Modifier Electric dipole moment µD Ref. 

nitrogen  0 D [6] 

methanol 1.70 D [119] 

ethanol 1.69 D [119] 

2-propanol 1.56 D [119] 

2-butanol 1.8 D* [119] 

acetonitrile 3.92 D [119] 

acetone 2.88 D [119] 
*Measured in the liquid phase, which results in less reliable data than with gas-phase measurements [119]. 

 
The first clearly observable decrease of the CV value being at an SV of about 2000 V with 

ACN versus about 1000 V with MeOH (see Figure 4.4) could indicate the different binding 

energies of the modifiers. A lower SV is sufficient to cause significant declustering of 

MeOH clusters in the high field as compared to the corresponding ACN cluster, which 
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seems to be stable enough to prevent significant declustering at these SVs. The addition of 

IPA (data not shown) results in a qualitatively identical but recognizably weaker cluster 

effect compared to MeOH. Since the electric dipole moment µD of IPA is lower than that 

of MeOH (see Table 4.1), a higher binding energy through the addition of MeOH was ex-

pected, which could lead to a stronger clustering effect. In contrast, the addition of IPA 

leads to a stronger cluster effect for Substance P [23] as well as, for example, Me4N
+ [6] 

compared to modification with MeOH. Accordingly, the dipole moment of the modifier 

cannot be used as the only criterion for the qualitative classification of the chemical modi-

fier. Instead, the structure of the ion influences the cluster structure (e.g., by charge shield-

ing [6]) and consequently the binding energies in the cluster and the cluster effect.  

Separation of butylamine and hexylamine is achieved with a sufficiently high SV (see Fig-

ure 4.4), whereby hexylamine is characterized by a CV composition of the drift gas. The 

relative variation of the CCS is stronger for butylamine at the same cluster transition since 

the bare protonated butylamine is smaller than the bare protonated hexylamine. As a result, 

the effect of cluster formation on protonated butylamine is stronger. The same applies to 

interactions with polarized nitrogen, which leads to negative CV values even without the 

added modifier (see Figure 4.4). In general, increasing the CCS of the bare ion leads to a 

decreasing cluster effect in DMS (the cluster effect decreases with increasing cluster size). 

However, only two small analytes were investigated here, in which effects like charge 

shielding can almost be excluded. 

 

Aromatic (di-)amines 
 

In this section, 1,2-phenylenediamine and 1,4-phenylenediamine are investigated, focusing 

on structural similarities. Compared to the aliphatic amines, the carbon structure is not the 

distinguishing feature; this feature is the position of the second amino group. As a refer-

ence, aniline is also investigated, which differs from the other two analytes by the absence 

of a second amine group. The three protonated analytes differ in reduced ion mobility and 

thus in the CCS. Aniline has two reduced mobilities depending on the protonated position 

[120] (1.93/2.07 cm2/Vs in air at 200 °C [121]), while the reduced mobilities of 1,2-phe-

nylenediamine (1.96 cm2/Vs in air at 200 °C [121]) and 1,4-phenylenediamine 

(1.82 cm2/Vs in air at 200 °C [121]) are unique. Since for aniline, the less mobile species 

dominates [122], a similar reduced mobility to 1,2-phenylenediamine is expected and thus 

a similar CCS of the bare ion, while the lower ion mobility of protonated 1,4-phenylenedi-

amine indicates a higher CCS. 

As shown in Figure 4.5, type-B behavior is observed in pure nitrogen (see Figure 4.5a) for 

the singly protonated aromatic (di-)amines because of the interactions with the drift gas. 

Aniline and 1,4-phenylenediamine behave almost identically, while 1,2-phenylenediamine 

shows a deviating behavior (lower CV shift). It follows that the effect of the interactions 

with polarized nitrogen is weakened by the amino group in ortho position, and the amino 

group in para position has almost no effect on these measurements. Nevertheless, it must 

be mentioned that the absolute differences in CV between 1,2-phenylenediamine and the 

other aromatic (di-)amines are extremely small compared to other measurements (see Fig-

ure 4.5b/c). 
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The addition of ACN as a modifier (see Figure 4.5b) leads to type-A behavior for all 

(di-)amines, but 1,2-phenylenediamine again behaves quantitatively differently. The lower 

CV values indicate a stronger effect of cluster formation compared to aniline and 1,4-phe-

nylenediamine. The difference in CCS of both diamines cannot explain this observation 

since the reduced ion mobility and therefore the CCS of both species of protonated aniline 

are closer to the values of the protonated 1,2-phenylenediamine [121]. Shielding of the 

charged position by the amino group in ortho position could lead to a different cluster 

structure. The optimal cluster structure seems to be blocked, leading to longer bond lengths 

and thus to a larger CCS and decreased bond strengths. Furthermore, a different mean clus-

ter size due to a different shielding is possible. The mass spectra of both phenylenediamines 

show a higher proportion of the second ACN cluster compared to the first ACN cluster for 

1,4-phenylenediamine than for 1,2-phenylenediamine. As a result, the differential mobili-

ties differ. 

 

 
Figure 4.5:  Dispersion plots of protonated aromatic amines and diamines [M+H]+ 

recorded with and without gas-phase modifier (3%) present in nitrogen: 

(a) pure nitrogen; (b) ACN; (c) MeOH. 

 
In contrast, the effect of MeOH (see Figure 4.5c) consists of a convergence of the behaviors 

of aniline and 1,2-phenylenediamine. An intramolecular shielding of the charged position 

by the amino group in ortho position does not seem to be significant for this cluster system, 

which might be explained by a delocalized charge in larger MeOH clusters. Thus, the clus-

ter structure is more flexible to compensate for the shielding. In contrast, the CCS differ-

ence of 1,4-phenylenediamine as a result of the amino group in para position persists, 



4 Influence of steric properties on ion separation in DMS 

 

40 

 

which leads to lower reduced ion mobility of the bare ions [121] and explains the minimum 

deviant behavior. It should be noted that the ion separation at this setting is very low, and 

the observed difference in CV could also be the result of measurement inaccuracies. Nev-

ertheless, the previously determined difference in the quantitative behavior of 1,2-phe-

nylenediamine and aniline (see Figure 4.5b/c) could not be determined. It should be men-

tioned that the intensity of the [M+H]+ signal of aniline was very low, but the results were 

confirmed through adjustment of the [M+MeOH+H]+ signal according the interrelation 

shown in Figure 4.3. The effect of a doubly charged ion could not be investigated since a 

doubly protonated species could not be detected for both diamines, which is also consistent 

with the literature [113].  

In summary, an influence of the ion structure on the effect of cluster formation in DMS 

was observed for the aromatic amines. For the analytes studied, the deviations in CV were 

very low but qualitatively observable. Therefore, a modifier-dependent influence of the ion 

structure was demonstrated for the aliphatic and the aromatic (di-)amines. Both shielding 

effects and differences in the CCS of the bare ions are relevant, and the impact of the mod-

ifier used was proven. These findings should be considered in the interpretation of the re-

sults for the linear diamine series. 

 

4.2.2 Diamine series 

 

The series of protonated linear primary diamines H2N-(CH2)n-NH2 includes qualitatively 

many of the structural variations that were investigated in the introductory measurements. 

On the one hand, the enlargement of the non-polar carbon chain coincides with the struc-

tural variation of the aliphatic amines, and the effect of an increased CCS (see Aliphatic 

amines) is to be expected. On the other hand, especially for short carbon chains (n = 2 - 3), 

the steric proximity of the second amino group could influence the cluster dynamics in a 

similar manner as observed with the aromatic diamines. Additionally, the large number of 

samples from the same chemically related series allows checking for correlations between 

the ion structure and the cluster effect and for trends of the CV with increasing carbon chain 

length. Such trends are already known for other chemical systems [6, 20]. 

In pure nitrogen, 1,2-diaminoethane exhibits type-A behavior, which is qualitatively dif-

ferent from that of the other diamines, as shown in Figure 4.6. This behavior can be ex-

plained by interactions with polarized nitrogen, which have the greatest influence on the 

differential mobility of the smallest ion, as proven also for the aliphatic amines (see Figure 

4.4). Another explanation lies in the noticeable kink in the dispersion plot at SV = 3500 V 

(see blue curve in Figure 4.6), which is accompanied by substantial intensity loss. This 

could indicate superposition with other signals of the same m/z ratio (e.g., protonated IPA) 

or a change in the underlying mechanism. Another, albeit unlikely, explanation is the oc-

currence of uncharged 1,2-diaminoethane as gas-phase modifier for the protonated species, 

which seems to be possible at an electric dipole moment µD of 1.99 D [119]. Based on a 

vapor pressure of 1444 Pa [123] at 19 °C (real source temperature), a maximum gas-phase 

mixing ratio at AP of about 1.4% is possible. However, a saturated gas phase cannot be 

achieved by spraying the analyte solution. Therefore, the actual mixing ratio of uncharged 
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1,2-diaminoethane cannot reach this value. Furthermore, the signal of the dimer would be 

more intense (compare Figure 4.1a) if a modification with uncharged 1,2-diaminoethane 

were the reason for the type-A behavior. Thus, this observation cannot be definitively clar-

ified. Nevertheless, the relative dispersion plots of the investigated diamines show a clear 

systemic trend regarding the carbon chain length. 

 

 
Figure 4.6:  Dispersion plots of protonated linear primary diamine series [M+H]+ rec-

orded in pure nitrogen. 

 
The diamines of medium size (3 and 5) are characterized by type-B behavior (see Fig-

ure 4.6), as previously demonstrated for the aliphatic amines, which can also be explained 

by interactions with polarized nitrogen. Furthermore, this effect is too weak to result in 

clearly negative CV values for the largest species (8 and 9). Although both diamines show 

a hint of type-B behavior, 1,9-diaminononane especially exhibits type-C behavior (see pur-

ple curve in Figure 4.6). Accordingly, an increasing ion size leads to a decreasing influence 

of the interactions with nitrogen and thus to less negative CV values. The interactions cause 

a decrease in reduced ion mobility in the low field, thus influencing the differential mobil-

ity. If one assumes similar absolute interactions of each singly protonated diamine due to a 

similar structure at the charged position, then the different relative effects on the different 

diamines consistent with the effects on the aliphatic amines (see Aliphatic amines).  

Furthermore, a quantitative trend of decreased CV values is observed. The CV values do 

not scale linearly with the chain length, as shown in Table 4.2. The differences in CV (ΔCV) 

of singly protonated diamines [M+H]+ at an SV of 3000 V decrease with increasing carbon 

chain length. Thus, ΔCV2→3 (ΔCV from 2 to 3) of 2.72 ± 0.07 V is more than four times 

larger than ΔCV8→9 (0.65 ± 0.16 V), although the absolute structural variation is identical 

in both cases (+CH2). This observation is consistent over the entire SV range (compare 

Figure 4.6). Consequently, the relative structural variation of the bare ion is more important 

for the effect of the interactions with nitrogen than the absolute variation, which is con-

sistent with the explanation for the qualitative trend in Figure 4.6. 
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Table 4.2:  Compensation voltages of the protonated diamine series [M+H]+ recorded 

in pure nitrogen at an SV of 3000 V. 

Analyte  CV [V] 

1,2-diaminoethane   -10.16 ± 0.05 

1,3-diaminopropane   -7.44 ± 0.05 

1,5-diaminopentane  -3.18 ± 0.07  

1,8-diaminooctane -0.36 ± 0.14  

1,9-diaminononane 0.29 ± 0.07 

 
The addition of a modifier leads to the typical effect of cluster formation in DMS and results 

in type-A behavior for all diamines (see Figure 4.7), although with MeOH (see Figure 

4.7b), a switch to type-B behavior is indicated for the four largest diamines (3, 5, 8 and 9) 

by a flatting of the dispersion plots at high SVs. The addition of ACN (see Figure 4.7a) 

leads to the ion-size-based sequence of the dispersion plots, which was also observed with-

out a modifier (see Figure 4.6). However, two groups of comparable dispersion plots are 

formed (see Figure 4.7a). This grouping is size dependent, which could be due to interac-

tions of the cluster system with the second uncharged amino group compared to the results 

obtained for the aromatic diamines, or it could be due to comparable cluster effects within 

the groups. A clear separation is observed between the first group including n = 2, 3 and 5 

and the second group including n = 8 and 9 (ΔCV5→8 = 4.30 ± 0.15 V at SV = 3000 V). Fur-

thermore, the proportion of doubly protonated species [M+2H]2+ increases by adding ACN 

as a modifier as a result of charge retention [37]. When the carbon chain is short (2 and 3), 

the two charges appear to repel each other strongly enough to promote deprotonation under 

the formation of a singly protonated species even downstream of the DMS cell. This leads 

to a second signal in the ionograms of the [M+H]+ species at the CV of the doubly charged 

species [M+(ACN)x+2H]2+, as is also suggested for the doubly protonated species of Sub-

stance P (with and without modifier, see red ionograms in Figure 1.4). For greater carbon 

chain lengths (n > 3), the deprotonation was not observed, which is why it can be assumed 

that the grouping is due to reasons other than deprotonation. 

The addition of MeOH leads to dispersion plots that are in CV ranges comparable with 

added ACN for each diamine (see Figure 4.7b), although a lower cluster strength can be 

inferred from the qualitative progression of the dispersion plots (indicated type-B behav-

ior). The ion-size-based sequence is recognizable, but hardly the grouping although the 

dispersion plots of the three largest diamines (2, 3 and 5) run very close to each other 

(see Figure 4.7b). With both MeOH and ACN, a significantly higher ion shift in the DMS 

cell can be achieved than in pure nitrogen (cluster effect), but there is a significantly dif-

ferent ion separation. The total ion splitting (ΔCV2→9) at an SV of 3000 V without modifier 

(9.87 ± 0.09 V) is identical with the splitting with ACN added (9.80 ± 0.12 V) and smaller 

than when MeOH is added (13.38 ± 0.17 V). Accordingly, the expected ion separation due 

to the cluster effect is lower or absent for the modification with ACN, while it is fully 
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effective for added MeOH. Whether this is also related to the grouping is possible but not 

conclusively clarified. 

The addition of IPA (see Figure 4.7c) leads to a totally unexpected effect. On the one hand, 

a grouping can be detected. On the other hand, the size-dependent order is reversed with a 

very weak ion splitting in the first group (2, 3 and 5). One explanation is the convergence 

of the ion and modifier sizes. As a result, the mobilities of the clusters [M+(IPA)x+H]+ are 

mainly determined by the IPA cluster at the diamine. The CCS of the diamine becomes less 

significant; a separation with DMS becomes difficult, and grouping can be observed. Ad-

ditionally, the diamines seem to act as modifier for the IPA clusters, which is why the 

minimum trend is reversed (see blue, red and green curves in Figure 4.7c). Accordingly, 

larger diamines cause a slightly larger shift in the DMS cell in this group. The dispersion 

plots with ACN also suggest the beginning of such behavior (grouping and starting posi-

tional shift of 1,2-diaminoethane, blue curve in Figure 4.7a).  

 

 
Figure 4.7:  Dispersion plots of the protonated linear primary diamine series [M+H]+ 

recorded with gas-phase modifier (3%) present in nitrogen: (a) ACN; 

(b) MeOH; (c) IPA. 

 
The diamines of the second group (8 and 9) are, compared to IPA, large enough to be the 

crucial species for the CCS of the cluster system. These species continue to follow the 

original size sequence. In the case of a further increase in the CCS of the modifier, a com-

parable development would be expected for these diamines as well. Consequently, the CCS 

of an ion influences the cluster effect quantitatively and also qualitatively. Again, it must 

be mentioned that these are assumptions and experimentally based conjectures. 
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4.3 Influence of the charge level on the cluster effect 

 

The charge retention achieved by adding ACN as a gas-phase modifier into the DMS cell 

favors the [M+2H]2+ species, as shown in Figure 4.8b, while charge depletion through the 

addition of alcohols prevents detection of these species. This is shown in Figure 4.8 for 

1,9-diaminononane. In pure nitrogen (see Figure 4.8a), the [M+2H]2+ species is clearly ob-

servable, but it is lost upon addition of MeOH (see Figure 4.8c) or IPA (see Figure 4.8d). 

Therefore, the cluster effect of both modifiers cannot be investigated for the doubly proto-

nated species [M+2H]2+. 

 

 
Figure 4.8:  Mass spectra of protonated 1,9-diaminononane recorded with and with-

out gas-phase modifier (3%) present in nitrogen: (a) pure nitrogen; 

(b) ACN; (c) MeOH; (d) IPA. Blue: singly protonated diamine [M+H]+, 

analyte-solvent clusters [M+Sx+H]+ (arrows) and typical fragment 

[M+H-NH3]
+ (dots). Green: doubly protonated diamine [M+2H]2+ and 

analyte-solvent clusters [M+Sx+2H]2+ (arrows). Yellow: protonated sol-

vent clusters [Sx+H]+. 
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This behavior is also observed for the other diamines of this series and is consistent with 

the literature [37]. However, even with ACN, the bare doubly protonated species [M+2H]2+ 

was not observed for the three smallest diamines (2, 3 and 5), but the corresponding ACN 

clusters [M+(ACN)x+2H]2+ (x ≈ 3 - 5) were detected under the given conditions (see Fig-

ure 4.2a). As demonstrated in Figure 4.3, these species can be analyzed as substitutes under 

certain circumstances; therefore, the cluster species with the most intense signals were used 

for the following investigations. Of course, this approach involves the risk that the results 

obtained could be incorrect or at least inaccurate, which must be considered in the interpre-

tation.  

The cluster effect leads to type-A behavior for each doubly protonated diamine, and a trend 

of the dispersion plots according to the carbon chain length is clearly visible in Figure 4.9.  

 

 
Figure 4.9:  Dispersion plots of doubly protonated linear primary diamine series 

[M+2H]2+ and corresponding ACN clusters [M+(ACN)x+2H]2+ recorded 

with ACN (3%) added as gas-phase modifier in nitrogen. The data point 

(n = 2) at an SV of 4500 V could not be determined due to insufficient 

signal intensity.  

 
The dispersion plot of 1,9-diaminononane starts at a significantly negative CV value 

(-1.55 ± 0.19 V, see purple curve in Figure 4.9), which does not make sense since no ion 

shift should occur at an SV of 0 V. In the SV range from 0 to 2000 V, the ionograms of the 

doubly protonated 1,9-diaminononane [M+2H]2+ as well as of the [M+(ACN)x+2H]2+ spe-

cies exhibited a double peak structure, which could not be detected for the [M+H]+ species 

with the same measurements. The signal intensity in this range is relatively low even with 

added ACN, and thus the double peak could be the result of superposition with noise or 

other signals from the highly complex chemical system. Accordingly, the first part of the 

dispersion plot of 1,9-diaminononane (SV ≤ 2000 V) is classified as an artifact and is not 

examined further in this work. In the future, a study of this observation could be helpful to 

understand the chemical system. 

A direct comparison of the dispersion plots of the [M+H]+ species (see Figure 4.7a) and 

the [M+2H]2+ species (see Figure 4.9), which were formed from identical measurements, 



4 Influence of steric properties on ion separation in DMS 

 

46 

 

reveals qualitative and quantitative differences. Grouping cannot be detected for the 

[M+2H]2+ species to the same extent as for the [M+H]+ species. The second protonation 

enables different cluster structures, which could prevent this observation. In addition, a 

significantly stronger ion shift occurs at some SVs due to a second protonation, as shown 

in Table 4.3 for an SV of 3000 V. 

 
Table 4.3:  Compensation voltages of singly protonated diamine series [M+H]+ and 

doubly protonated species [M+2H]2+/[M+(ACN)x+2H]2+ recorded with 

ACN (3%) added as gas-phase modifier in nitrogen at an SV of 3000 V. 

Analyte  Single protonated 

CV [V] 

Double protonated 

CV [V] 

ΔCV 

[V] 

1,2-diaminoethane   -16.83 ± 0.05 -21.02 ± 0.04 4.19 ± 0.06 

1,3-diaminopropane   -14.26 ± 0.04 -19.10 ± 0.02 4.84 ± 0.04 

1,5-diaminopentane  -12.15 ± 0.08 -14.67 ± 0.04 2.52 ± 0.09 

1,8-diaminooctane -7.85 ± 0.13 -10.23 ± 0.20 2.38 ± 0.24 

1,9-diaminononane -7.03 ± 0.11 -9.80 ± 0.19 2.77 ± 0.22 

 
With increasing SV, the CV values of the doubly protonated ion [M+2H]2+ approach those 

of the singly protonated ion [M+H]+ for the three smallest diamines (2, 3 and 5), while the 

CV values of the other diamines (8 and 9) are significantly higher with a second protonation 

at an SV of 4000 V (see ΔCV in Table 4.4).  

 
Table 4.4:  Compensation voltages of singly protonated diamine series [M+H]+ and 

doubly protonated species [M+2H]2+/[M+(ACN)x+2H]2+ recorded with 

ACN (3%) added as gas-phase modifier in nitrogen at an SV of 4000 V. 

Analyte  Single protonated 

CV [V] 

Double protonated 

CV [V] 

ΔCV 

[V] 

1,2-diaminoethane   -37.78 ± 0.04 -38.46 ± 0.07 0.68 ± 0.08 

1,3-diaminopropane   -36.24 ± 0.05 -35.10 ± 0.07 -1.14 ± 0.09 

1,5-diaminopentane  -31.31 ± 0.05 -30.53 ± 0.05 -0.78 ± 0.07 

1,8-diaminooctane -20.26 ± 0.11 -27.08 ± 0.19 6.82 ± 0.22 

1,9-diaminononane -17.67 ± 0.16 -25.57 ± 0.15 7.90 ± 0.22 

 
A combined cluster structure for the smaller diamines (2, 3 and 5) and two separated cluster 

structures for the larger diamines (8 and 9) could explain this observation: At a high SV, 

the second protonation decreases the CV of two diamines (3 and 5), and the smallest dia-

mine (2) only slightly increases compared to the single protonated species (see Table 4.4). 

In the case of one superior cluster system, a small SV leads to an increased mean cluster 
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size compared to the [M+H]+ species in the low field and thus to a significant ΔCV (see 

Table 4.3). With increasing SV, the mean cluster size decreases independently of the charge 

level, and at a sufficiently high SV, the mean sizes of the doubly protonated clusters ap-

proach those of the singly protonated cluster. This leads to the convergence of the CVs of 

both charge levels for each diamine (see Table 4.4). In contrast, the longer carbon chain of 

the larger diamines (8 and 9) ensures a sufficiently large distance between the charges so 

that two independent cluster systems can be formed. These cluster systems also strengthen 

the cluster effect at high SVs and at small mean cluster sizes even in the low field. 

In conclusion, in the case of short carbon chains (2, 3 and 5), a significant influence of a 

second protonation on the cluster system was detected, while long carbon chains (8 and 9) 

seem to favor the formation of a second similar and almost independent cluster system. 

Thus, a second functional group can sterically shield a charged position, as has been shown 

for the aromatic diamines (see Aromatic (di-)amines), but in the case of a second protona-

tion, a combined cluster system could be formed as well, whereby the distance between 

both charges seems to be significant. 

 

4.4 Summary and conclusion  

 

The influence of ion structure on cluster formation and the resulting effect in DMS was 

investigated through experimental studies of a series of diamines and a set of introductory 

measurements. In this context, special attention was paid to the effect of different typical 

gas-phase modifiers for DMS applications. 

The general correlation between ion structure and the CCS and ion shifting in the DMS cell 

was demonstrated in experiments with aliphatic amines. It was found that the relative var-

iation in ion mobility, due for example to the cluster effect or the interactions with polarized 

matrix gas (nitrogen), decreases with increasing ion size. An increase in ion size leads to a 

decrease in CV value, which is consistent with the literature [6]. However, Campbell et al. 

studied ions with a more shielded charge position, which could also be of importance. In 

this work, a kind of shielding was demonstrated for aromatic (di-)amines through the mod-

ifier-dependent similarity of the behavior of aniline, 1,2-phenylenediamine and 1,4-phe-

nylenediamine. It was found that a second amino group in ortho position influences the 

cluster effect due to ACN, while the cluster effect due to MeOH is almost independent 

because of a different cluster structure and a delocalized charge. References to this can also 

be found in the literature [13]. However, it must be mentioned that actual charge shielding 

in all three spatial directions (three-dimensional shielding) was not investigated. Further-

more, a redistribution of the charge in the aromatic ring cannot be excluded. 

The findings of the introductory measurements were verified for a series of linear diamines. 

As a result of the interactions of the [M+H]+ species with polarized nitrogen, ion separation 

according to carbon chain length was demonstrated. A notable behavior of 1,2-dia-

minoethane was also found as type-A behavior was observed even without an added mod-

ifier (see Figure 4.6). The addition of ACN led to grouping of the dispersion plots. This 

seems to be a steric effect, which is further enhanced by the addition of IPA. The sequence 
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of the dispersion plots reversed for n ≤ 5 as a consequence of the size ratio of ion to modi-

fier. For a sufficiently large modifier, the CCS of a cluster depends mainly on the modifier 

rather than on the central ion. Since MeOH is significantly smaller than any measured dia-

mine, the expected cluster effect was found. 

The effect of a second protonation for the complete series could only be explored by the 

addition of ACN as a modifier due to the absence of doubly protonated ions with MeOH 

or IPA as modifiers. Depending on the carbon chain length, the CVs of the [M+2H]2+ ions 

are shifted qualitatively and quantitatively compared to the singly protonated species, 

which could indicate different cluster structures. In accordance with this, a short distance 

between the charged positions (n ≤ 5) leads to a single cluster system, whereas a longer 

distance (8 and 9) leads to two independent cluster systems, which both strengthen the 

cluster effect even at low mean cluster sizes. 

Overall, the effect of the ion structure on the cluster effect can be attributed to two main 

effects that may overlap. First, the CCS of the bare ion influences the cluster effect, 

whereby an increase in the CCS of the bare ion leads to a decrease in the strength of the 

cluster effect. Second, interactions with additional functional groups can influence the clus-

ter structure and the mean cluster size, which can strengthen or weaken the cluster effect. 

Further chemical interactions cannot be excluded and are even to be expected, depending 

on the analyte system. It can be assumed that these observations can be transferred to larger 

analyte systems such as oligopeptides or even proteins. However, deviations must be ex-

pected since fewer complex structures were preferred in the selection of the analyte systems 

studied in this work. This is not the case in the examination of real samples. With suffi-

ciently large molecules, further effects dependent on ion structure are expected. For exam-

ple, folding of the molecules can occur, as shown by Silveira et al. for Substance P [118]. 
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5 Cluster dynamics under constant conditions  

 

 
A targeted comparison of the interactions between ions and neutral species in classic IMS 

and in DMS/FAIMS is a quite effective procedure since the processes in IMS are more 

likely to be understood and are less complex. As discussed previously, the cluster dynamic 

is one of the main interactions of ions and neutral species and therefore has a decisive 

influence on both methods. However, direct comparison is not easily accomplished since 

the energetic conditions are significantly different. While classic DTIMS operates under 

low-field conditions [75, 80], in DMS and FAIMS, reduced field strengths E/N of over 

100 Td are typical [30]. The discrepancy can be partially bridged by using HiKE-IMS. This 

method combines properties of both methods: a structure and measuring principle like a 

classic DTIMS and reduced field strengths in a range like that in DMS/FAIMS by reduced 

pressure. Therefore, the method provides comparative measurements in both directions. 

Based on a resolving power (RP) up to about 140 [105] and kinetic control of some suffi-

ciently slow reactions [18, 73], this instrument also allows an examination of cluster dy-

namics under high-field conditions. The maximum RP depends on the used setup and the 

reduced field strength in the drift tube. Therefore, with the optimal setup, the maximum RP 

is reached at maximum reduced field strength [105].  

A HiKE-IMS system was used to investigate the cluster dynamic depending on the reduced 

field strength of several small analytes, which were partially used in Chapter 4. In addition 

to ACN and MeOH, the cluster dynamic of 1,3-diaminopropane is of interest. Additionally, 

ACE and water were examined as typical cluster-forming species. The effects of humidity 

and temperature were measured as well as the effect of adding a modifier to the drift gas. 

The modifier mixing ratios were significantly lower than in the DMS experiments as a 

result of using diffusion through the plastic pipette. A more direct addition that passes the 

nitrogen through the liquid modifier allowed setting the mixing ratio to higher and more 

precise values, but initial measurements showed a fast supersaturation of the system, which 

is why this setup was abandoned. A comparison of the experimental results with previous 

results and numerical investigations allowed conclusions to be reached regarding other an-

alytical methods like DMS and classic IMS. 
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5.1 Cluster dynamics in HiKE-IMS 

 

In classic DTIMS systems, the high number of collisions support the formation of a ther-

modynamically controlled chemical system, while the reduced pressure in HiKE-IMS 

(about 20.5 mbar in this work) partly prevents this. For slow reactions, the residence time 

in the drift tube in combination with the reduced pressure is too low to reach thermody-

namic equilibrium, and even the fast reactions of the water cluster system can be almost 

kinetically controlled at a sufficiently low water mixing ratio, which has been proven 

through numerical investigations [18, 33, 104]. This fact must be considered for all inter-

pretations of HiKE-IM spectra. 

The cluster dynamics of several small analytes were analyzed. Therefore, they were added 

to the reaction tube in a mixing ratio set to 0 or the values listed in Table 5.1.  

 
Table 5.1:  Analytes and their mixing ratios in HiKE-IMS experiments. 

Analyte  Mixing ratio [ppmV] 

acetonitrile   0.9 

acetone   1.3 

methanol  1.6 

1,3-diaminopropane   1.1 

 
The humidity of the drift gas was varied through the mixing ratio of dry and wet nitrogen. 

Through ramping the E/N in the reaction tube from 20 to 120 Td in 5 Td steps, the impact 

on the cluster dynamic was investigated. The E/N in the reaction tube was kept constant at 

30 Td during these measurements. 

 

5.1.1 Proton bond water cluster system  

 

The HiKE-IMS instrument cannot be kept totally water free, which is mainly due to the 

added nitrogen. However, even the addition of totally water-free nitrogen would not lead 

to water-free conditions in the instrument because micro leaks in the used setup would 

provide a noticeable base humidity. Accordingly, a water cluster system cannot be pre-

vented due to the permanent presence of water, and the resulting signals are observed in 

every HiKE-IM spectrum unless they are chemically suppressed. Therefore, the water clus-

ter system was first studied through analyte-free measurement (no actively added analyte) 

to be fixed as a benchmark. Furthermore, the water-cluster signal, which is typically known 

as the RIP (reactant ion peak), is not independent of the reaction conditions and is therefore 

treated as an analyte as well. The comparative measurements were carried out at a back-

ground temperature of 318.15 K and a dew point DeP of -90.8 °C. 

At an E/N of 30 Td, the RIP was detected as the only signal, as shown in Figure 5.1. By 

increasing the E/N to 45 Td, the RIP shifted to a lower drift time because of the increased 
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drift velocity, which is also evident from Equation 1.3. Additionally, the drift time could 

become shorter due to increased ion mobility with increasing E/N, as shown in Equation 

1.6. The shift in the drift time was accompanied by a significant increase in maximum 

signal intensity and a slightly declining peak width as result of a lower ion diffusion in the 

drift direction (see top-middle panel in Figure 5.1). This was confirmed through numerical 

simulation by Erdogdu [18, 104]. Furthermore, the peak width was determined by the ex-

perimental setup (e.g., the used amplifier). In addition to the signal shift, a further increase 

in the E/N to 55 Td led to a decrease in the maximum ion current and a visually barely 

noticeable peak broadening (see top-right panel in Figure 5.1). Until an E/N of 70 Td, the 

maximum intensity steadily increased. However, from 70 to 90 Td, the maximum intensity 

decreased again, and the peak broadening repeated much more strongly than before (see 

bottom-middle panel in Figure 5.1). Then, the signal increased and became narrower again, 

as shown for 110 Td (see bottom-right panel in Figure 5.1). 

 

 
Figure 5.1:  HiKE-IM spectra of background water without any analyte added de-

pending on the reduced field strengths E/N (T = 318.15 K; p = 20.5 mbar; 

DeP = -90.8 °C). Red arrows: pre-RIP. 

 
This observation can be attributed to a declustering of the water cluster system through 

increasing the E/N. The decreases in maximum intensity indicate transitions of the domi-

nant cluster species. Erdogdu et al. [18] demonstrated that the third protonated water cluster 

[(H2O)3+H]+ is the dominant species at the lowest E/N (see top-left panel in Figure 5.1), 

which is declustered stepwise to [(H2O)2+H]+
 (first drop) and [H3O]+ (second drop). It 

should be noted that the water cluster system is dynamic, and even at 110 Td, larger clusters 

are generated and dissociated. Therefore, a mean cluster size arises that depends on the 

E/N. An actual separation of the signals of different cluster species into two independent 

signals is not possible due to the chemistry of the water cluster system. Nevertheless, with 

specific settings such as low water mixing ratios and high E/N, it is possible to observe a 

signal with two maxima [18]. 
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In addition to the RIP, a signal formation can be detected in the HiKE-IM spectra at 70 Td, 

90 Td and 110 Td at lower drift times, which are marked with red arrows in Figure 5.1. The 

causative species are characterized by a higher reduced ion mobility, then the reduced ion 

mobility of the water cluster distribution. These signals, which are summarized as pre-RIP 

in the following, are reproducible. Allers et al. identified some of the main pre-RIP species 

as [NO+(H2O)m]+
 cluster systems, which should originate in the matrix gas [83].  

From Equations 1.3 and 1.4 and the ideal gas law follows that the reduced ion mobility K0 

can be calculated from the drift velocity vd (td/ld), the E/N and the gas number density under 

standard conditions N0, as shown in Equation 5.1. 

 

 𝐾0 = 𝐾 ∙
𝑁

𝑁0
=

𝑣𝑑

𝐸
∙

𝑁

𝑁0
=

𝑣𝑑

𝐸/𝑁 ∙ 𝑁0
  (5.1) 

 

In Figure 5.2, the E/N dependence of the calculated reduced ion mobility is visualized. In 

the E/N ranges from about 45 to about 65 Td and from about 85 to about 100 Td, stepwise 

increases in reduced ion mobility (K0-steps) are observable (see gray areas in Figure 5.2), 

whereby the second step is significantly stronger than the first. The reason for this is the 

declustering process demonstrated in the Figure 5.1, and it leads to an abrupt increase in 

the reduced ion mobility by increasing E/N. In addition to these individual events, a con-

tinued increase is detected over the full E/N range. This indicates a reduction in the mean 

cluster size and a shift of the cluster distribution.  

 

 
Figure 5.2:  Reduced ion mobility K0 of the water cluster system with and without 

added analyte depending on the reduced field strength E/N (T = 318.15 

K; p = 20.0–20.6 mbar; DeP = -90.8 °C). Gray areas: stepwise increase 

in reduced ion mobility. 

 
Furthermore, the lack of an effect from an added analyte in the reaction tube is shown in 

Figure 5.2. In the mixing ratio range of the analytes as described in Table 5.1, the RIP is 

totally uninfluenced by the presence of an analyte. On the one hand, this can be explained 

due to the addition of the analytes into the reaction tube, whereby these should be prevented 
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from reaching the drift tube as neutral species in a decisive mixing ratio. The cluster dy-

namic in the drift tube is thus determined by the composition of the matrix gas and not by 

the added analyte. On the other hand, even if the full analyte mixing ratio were identical in 

the drift and reaction tube, the influence of modification is totally unexplained and could 

be negligible. This approach is explored in more detail in Section 5.4. Since the presence 

of an analyte in the reaction tube does not significantly influence the water cluster system, 

the RIP is examined below using measurements with ACE added as analyte. 

 

5.1.2 Typical HiKE-IM spectra of protonated analytes 

 

The number of observable signals in a HiKE-IM spectrum depends on the analyte. There-

fore, the addition of one analyte often caused more than one new signal, as shown in Fig-

ure 5.3. The single main signal of the RIP seems to be an exception, and typically a more 

complex spectrum results. A possible explanation for this is the presence of multiple chem-

ical species. With one added species and water, there are two potential cluster-forming 

species present, which, in addition to the separate pure cluster systems, can form mixed 

cluster systems. Furthermore, potentially different clusters of the analytes can be separated 

by HiKE-IMS, leading to multiple signals of one solvent cluster system [Sx+H]+. As not 

each signal is present over the full E/N range, and some appear while others disappear, this 

approach and a chemical relation between different signals seems to be very probable.  

In Figure 5.3, typical HiKE-IM spectra of each analyte at varied E/N values are shown, and 

the main signals are marked (analytes: a-d; water: RIP). The internal analyte species enu-

meration is based on the reduced ion mobility (from high to low). Due to overlaying of 

some signals, it is not possible to assign every signal at every E/N, even if they are present 

in the chosen conditions. It should be noted that the unassigned signals are mostly part of 

the pre-RIP.  

 

Acetonitrile (A) 
 

The addition of ACN leads to two main signals (a1 and a2), which are not both present at 

lower E/N. As shown for 20 Td (see left panel in Figure 5.3A), at first only a2 is observable 

as a shoulder of the RIP, and in the following, a2 is completely swallowed by it. At an E/N 

of 60 Td (see right panel in Figure 5.3A), both signals (a1 and a2) are observable. The 

intensity of a1 starts increasing at about 40 Td, while the intensity of a2 decreases. Starting 

from a chemical connection of a1 and a2, a fragmenting/declustering of a2 to a1 would 

explain this observation. Thus, with a1/2 and the RIP, the signals of two different cluster 

systems are both present, with different typical steps in the reduced ion mobility. As a re-

sult, the sequence in which the signals occur changes constantly with increasing E/N. 
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Figure 5.3:  HiKE-IM spectra of ACN (A), ACE (B), MeOH (C) and 1,3-diaminopro-

pane (D) at selected reduced field strengths E/N (TA-C = 318.15 K, 

TD ≈ 297 K; p = 20.0–20.6 mbar; DeP = -90.8 °C). 
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Acetone (B) 
 

The measurement of ACE provides three main signals: b1, b2 and b3. Comparing the max-

imum intensity increase and decrease indicates a reaction (declustering) from b3 to b2 (see 

Figure 5.3B). The reduced ion mobility of b1 is higher than that of the RIP. Accordingly, 

b1 seems unlikely to be part of the main cluster system of protonated ACE [(ACE)n+H]+ 

since even the first cluster (n = 1) should have a lower reduced ion mobility than the [H3O]+ 

species, as shown by Brachthäuser using classic DTIMS [14]. Therefore, b1 can be the 

result of fragmentation or another side reaction in the reaction tube. In addition to the main 

signals, other analyte-specific low-intensity signals can be detected (e.g., at a drift time of 

about 0.65 ms at 80 Td; see right panel in Figure 5.3B). These signals also show intensity 

shifts, which suggests chemical correlations. Because of the very low intensity of these 

signals, a detailed evaluation of them is not provided. 

 

Methanol (C) 
 

Two analyte-specific main signals (c1 and c2) result from adding MeOH as analyte, which 

has – compared to the signals of the other analytes – a relatively low intensity (see Figure 

5.3C) despite having the highest analyte mixing ratio (see Table 5.1). This could indicate a 

proton transfer to other species. The proton affinity of MeOH (754.3 kJ/mol at 298 K [124]) 

is higher than that of water (691.0 kJ/mol at 298 K [124]), which should prevent a proton 

transfer. Nevertheless, the cluster system of water could constitute a proton sink. Based on 

the low intensity of mostly c2, a reliable conclusion of a chemical connection between c1 

and c2 could not be drawn, but based on the observations of the other analytes, this seems 

to be possible. 

 

1,3-Diaminopropane (D) 
 

The addition of 1,3-diaminopropane as analyte causes a high number of new signals in the 

HiKE-IM spectrum, whereby three main signals can be detected (d1, d2 and d3; see Figure 

5.3D). These signals do not appear to be connected in a dynamic reaction system, and di-

merization or even larger cluster formations ([(H2N-C3H6-NH2)m+H]+) do not seem to oc-

cur. However, analyte-water clusters [(H2N-C3H6-NH2)m+(H2O)n+H]+ can also be assumed 

here. Possible other sources of these signals are fragmentations (especially for d1) or other 

irreversible reactions in the reaction tube. It should be noted that 1,3-diaminopropane was 

measured only at a background temperature TD of about 297 K. 

 

5.2 Humidity effect on cluster dynamic 

 

The steady increase in the reduced ion mobility of the RIP (see Figure 5.2) proves a non-

quantified mean cluster size that can assume fractional values. This is crucial for the CCS 

and thus for reduced ion mobility. As the cluster distribution mainly depends on the water 

mixing ratio, a change in humidity should show an influence on the reduced ion mobility 
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of each species that can be clustered by water. This postulated effect was proven by varying 

the DeP (values are listed in Table 5.2). 

 
Table 5.2:  Investigated dew points and the corresponding water mixing ratios. 

Dew point [°C] Water mixing ratio [ppmV]* 

- 90.8   0.20 

-56.6   29.26  

- 38.7  138.07 
* Calculated with the producer calculator of the dew point meter: http://www.michell.com/calculator/ 

 
In addition to the humidity effect on the RIP, the humidity effect on the analyte-specific 

signals of ACN, ACE and MeOH were also investigated. 

 

5.2.1 Influence of humidity on the RIP 

 

Variation in humidity has a strong influence on reduced ion mobility and the maximum 

intensity of the RIP, as shown in Figure 5.4. Reduced ion mobility decreases with increas-

ing humidity, whereby the difference in reduced ion mobility ΔK0 between a DeP 

of -90.8 °C and -56.6 °C almost disappears at 120 Td (see blue and red curves in Fig-

ure 5.4a). Accordingly, the mean cluster sizes are almost identical. The minimum size of 

the cluster [H3O]+ acts as a limit on the declustering process, and a further increase of E/N 

leads to a flattening of the curves. In contrast, at the highest humidity (DeP = -38.7 °C), the 

mean cluster size at 120 Td is still higher, and a further declustering process is possible. 

Consequently, the humidity has not only a quantitative effect on the reduced ion mobility 

but also a qualitative one. 

The sharpest steps in reduced ion mobility (K0-steps) are observed with the driest matrix 

gas (blue curve in the top panel of Figure 5.4a), but already at a middle humidity (red curve 

in Figure 5.4a), the K0-steps are flattened. These flatter K0-steps also start at a higher E/N. 

Due to the increased water mixing ratio, there is a shift to higher mean cluster sizes. This 

results in a shift of the declustering process. At a water mixing ratio of 138.07 ppmV 

(DeP = -38.7 °C), almost no K0-steps are observed anymore (see green curve in Fig-

ure 5.4a). The flatting of the curves can be explained by an increased ion density. This 

broadens the cluster distribution and statistically smooths the steps. 

The maximum signal intensities also indicate a shift of the declustering steps. As shown in 

Figure 5.1, there are drops in the maximum intensity during K0-steps. These are clearly 

observable for each measurement in Figure 5.4b. Comparison of the two panels illustrates 

these observations, which helps to localize the position of the second K0-step ([(H2O)2+H]+ 

to [H3O]+). Why the K0-step at 138.07 ppmV (DeP = -38.7 °C) can be detected in the max-

imum intensity but not in the K0-curve (see Figure 5.4a) cannot be conclusively explained 

at this point. 

 

http://www.michell.com/calculator/
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Figure 5.4:  Humidity effect on reduced ion mobility K0 (top panel) and maximum 

intensity (bottom panel) of the water cluster system depending on the re-

duced field strength E/N (T = 318.15 K, p = 20.5–20.6 mbar). 

 
5.2.2 Humidity effect on solvent clusters  

 

The effect of humidity on the RIP and therefore on the water cluster system was proven as 

expected. In addition to increased mean cluster sizes, a resulting greater stability of the 

individual cluster formations was demonstrated. A similar humidity effect is to be expected 

for the actively added analytes that form clusters with water.  

 

Acetonitrile 
 

The analyte-specific signals of ACN (a1 and a2) exhibit an increasing reduced ion mobility 

through increasing E/N. The a1 curve at a DeP of -90.8 °C also shows a K0-step at an E/N 

of about 60 Td (see Figure 5.5). Both indicate the presence of a mixed ACN-water cluster 

system [(ACN)m+(H2O)n+H]+ and a declustering process at increasing E/N. In the literature, 

there is evidence of such mixed clusters [(ACN)m+(H2O)n+H]+ with a favored ratio of ACN 

and water (m = n + 2) [125]. A pure analyte cluster system is unlikely since a mixing ratio 

of uncharged ACN, which would be necessary for a similar cluster system, should not be 

present in the drift tube. An increase in E/N leads to a declustering of the water proportion n 

of the mixed cluster system. Equivalent to the observations from the RIP, the decrease in 
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the mean cluster size causes a steady increase in reduced ion mobility and a K0-step (see a1 

curves in Figure 5.5). The separation of the different cluster species with regard to the water 

proportion is prevented, while separation depending on the ACN proportion m seems to be 

possible (declustering from a2 and a1). A rough estimation of the CCS and reduced ion 

mobility compared to the RIP suggests that a2 would be the water-clustered ACN dimer 

[(ACN)2+(H2O)n+H]+, and, accordingly, a1 would be the water-clustered ACN monomer 

[ACN+(H2O)n+H]+.  

 

 
Figure 5.5:  Humidity effect on the reduced ion mobility K0 of the ACN-specific sig-

nals depending on the reduced field strength E/N (T = 318.15 K; 

p = 20.5–20.6 mbar). 

 
The RIP overlays a1 and a2 in the HiKE-IM spectra over a long E/N range, and thus the a2 

curve could only be guessed at (assignment is possible due to an adjustment with Fig-

ure 5.11), but the data at hand also indicate an increase in reduced ion mobility in the low 

E/N range. The a2 behavior is independent of the humidity from 60 and 70 Td. The bare 

ACN dimer [(ACN)2+H]+ seems to be present, and the reduced ion mobility cannot be 

increased by declustering reactions, with the exception of declustering to a1. Also, the re-

duced ion mobility of a1 becomes independent of the humidity at about 100 Td, and a flat-

tening of the curve is indicated (see Figure 5.5). At lower E/N values, an increase in hu-

midity decreases the reduced ion mobility. Furthermore, a shift of the K0-step in the curve 

of a1 to higher E/N because of increasing humidity is observed. Both observations can be 

explained by an increase in the water proportion n of the mixed cluster distribution. Com-

pared to the RIP, the bare protonated ACN [ACN+H]+ seems to be applied at lower E/N 

than the bare [H3O]+ (compare Figure 5.4). This could indicate a lower binding energy of 

water to [ACN+H]+ than to [H3O]+ and a complete declustering at lower E/N. 

 

Acetone 
 

The b1 and b2 curves are characterized by increasing reduced ion mobility with increasing 

E/N (see Figure 5.6). However, b1 is a special feature. First, an increase in reduced ion 
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mobility compared to the RIP indicates that the clustering dynamic with water cannot be 

the reason for the increase since an absolute lower value would be expected. Furthermore, 

variation in the humidity has no effect on this signal if it is not overlaid by the RIP. Thus, 

a dynamic clustering with any species can be detected for b1 but likely not with water. 

Interactions with polarized nitrogen as discussed in Chapter 4 are a possible explanation. 

 

 
Figure 5.6:  Humidity effect on the reduced ion mobility K0 of the ACE-specific sig-

nals depending on the reduced field strength E/N (T = 318.15 K; 

p = 20.5–20.6 mbar). 

 
On the contrary, the humidity effect on b2 is comparable to the previous results. The re-

duced ion mobility is decreased at increased humidity until the E/N causes a too small water 

proportion in the mixed cluster system. Thus, all humidity plots converge between 80 and 

90 Td, which is comparable with the a1 results at about 100 Td (see Figure 5.5).  

The b3 curve is different from all the others so far. Regardless of the humidity and the E/N, 

the reduced ion mobility is almost constant at a value of about 1.9 cm²/(Vs) until the reac-

tion to b2 takes place, and b3 disappears (E/N > 85 Td; see Figure 5.6). Only a small in-

crease in the reduced ion mobility from 1.88 to 1.91 cm²/(Vs) is observed in Figure 5.6. 

The b3 species does not appear to form mixed cluster structures with water, thus explaining 

the independence from humidity. From IMS-MS experiments, this behavior is known for 

the protonated ACE dimer [(ACE)2+H]+ under low-field conditions, and Brachthäuser de-

termined a reduced ion mobility of 1.828 cm²/(Vs) [14]. Therefore, it is likely that the b3 

species is the protonated ACE dimer, which can be declustered to the ACE monomer 

[ACE+H]+ (b2). The ACE monomer [ACE+H]+ can be part of a mixed cluster system with 

water [ACE+(H2O)n+H]+. This also coincides with the literature [14]. 
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Methanol 
 

The effect of humidity on both signals of MeOH (c1 and c2) is very similar to the effect on 

the ACN species, but no real K0-steps are observed. Nevertheless, a steady increase in re-

duced ion mobility also indicates a mixed cluster system of water and MeOH 

[(MeOH)o+(H2O)n+H]+. Due to the low intensity of the signals of c1 and c2, they disappear 

almost completely with increasing humidity, which is why deeper interpretations become 

very hypothetical.   

 
5.3 Temperature effect on cluster dynamic 

 

The background temperature can be varied to a certain extent in the HiKE-IMS. The first 

measurements were performed at 318.15 K, which was close to the maximum temperature 

of the used setup. Therefore, the temperature was lowered to about 297 K for a second 

measurement. The temperature effect on the RIP and the analyte-specific signals of ACN 

and ACE were investigated. Since the impact of temperature on ion mobility is eliminated 

by using the reduced ion mobility, detected effects should be based on the interactions of 

ions and neutral species in the drift tube. 

 

5.3.1 Temperature effect on the RIP 

 

The expected correlation between temperature and cluster distribution is a decreasing mean 

cluster size with increasing temperature, which was proven for the protonated water cluster 

system with numeric examinations by Wißdorf et al. [32]. Consequently, the reduced ion 

mobility of the RIP should also increase, whereby especially in a strong electric field such 

as in DMS or HiKE-IMS, the effective temperature Teff (see Equation 1.2) must be consid-

ered. The experimental investigation yielded the expected effect as shown in Figure 5.7. 

The decrease in temperature caused a decrease in reduced ion mobility at each E/N. Addi-

tionally, a shift of the K0-step to higher E/N takes place. Compared to the humidity effect, 

increasing temperature also causes a decreased mean cluster size and thus a higher reduced 

ion mobility, but the K0-steps are not smoothed as with increasing humidity (see Fig-

ure 5.4a). However, the experimental setup allows only a slight variation of the tempera-

ture, which could be an explanation for the leak of a flatter curve in this case (see Fig-

ure 5.7). The non-thermal proportion of Teff increases with increasing E/N, which is why 

the constant thermal proportion should become relatively lower. The temperature effect 

becomes weaker, and an equalization of both curves is expected. Comparison of the two 

curves in Figure 5.7 confirms this minimally, and it can be proven by the measurement 

data. While at 20 Td, a ΔK0 of 5.09 ∙ 10-6 m²/(Vs) was detected, it dropped to about 61.0% 

(3.11 ∙ 10-6 m²/[Vs]) at 120 Td. However, it must be pointed out that the absolute reduction 

in reduced ion mobility is relatively low, and thus the decrease in the temperature effect is 

rather low.  
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Figure 5.7:  Temperature effect on reduced ion mobility K0 of the protonated water 

cluster system depending on the reduced field strength E/N (p = 20.3–

20.6 mbar; DeP = -90.8 °C). 

 
In addition, a threshold of declustering ([H3O]+) and convergence of both curves with fur-

ther increasing E/N can be expected. At high E/N with a mean cluster size close to 1 

(> 110 Td), the temperature effect (see Figure 5.7) is in a similar order of magnitude as the 

humidity effect, which is indicated by similar differences in reduced ion mobility compared 

to Figure 5.4a (see blue and green curves). This is surprising, especially since in this E/N 

range, Teff should be dominated by the non-thermal part. Nevertheless, the thermal part of 

Teff still has a significant influence. 

 

5.3.2 Temperature effect on analyte-specific signals  

 

Proceeding from the parallels in behavior shown between the RIP and the analyte-specific 

signals for the humidity effect, similar behavior is also to be expected with the temperature 

effect.  

 

Acetonitrile 
 

As shown in Figure 5.8, the temperature effect on the ACN-specific signals is similar to 

the effect on the RIP. Both have a lower reduced ion mobility in the E/N ranges in which 

the cluster dynamic with water is still present. Especially, the a1 curves show a shift to 

lower reduced ion mobility (see Figure 5.8), which decreases with increasing E/N. The 

K0-step is also shifted to higher E/N values. Overall, the temperature effect on the water 

cluster-based behavior is qualitatively identical to the effect on the RIP. A smaller binding 

energy to water is again indicated by the decrease of the temperature effect with increasing 

E/N. Furthermore, a weak influence of temperature on the ACN proportion m of the mixed 

cluster [(ACN)m+(H2O)n+H]+ is also observed. The a2 signal can be detected at higher 

maximum E/N by decreasing the temperature; at 318.15 K, it disappears after about 70 Td, 

while this point is shifted to about 80 Td at about 297 K. In both cases, the final reduced 

ion mobility of a2 is almost identical (see Figure 5.8). The pure ACN clusters (such as 
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[(ACN)2+H]+) are more stable at reduced temperature, which can be explained with two 

theories. First, the significantly smaller reduced ion mobility at 20 Td at lower temperature 

indicates a higher water proportion n. Therefore, this part is declustered before the declus-

tering process of the bare a2 to a1 takes place. Accordingly, the larger water proportion n 

of the mixed cluster [(ACN)m+(H2O)n+H]+ protects the bare ACN cluster (protective clus-

tering). The other theory is a declustering process at higher E/N due to a decreased Teff 

resulting from a decreased temperature. Since the thermal proportion of Teff should be de-

creased with increasing E/N, this theory seems rather unlikely. 

 

 
Figure 5.8:  Temperature effect on the reduced ion mobility K0 of the ACN-specific 

signals depending on the reduced field strength E/N (p = 20.3–20.6 mbar; 

DeP = -90.8 °C). 

 

Acetone 
 

The ACE-specific signals also show a temperature effect (see Figure 5.9). In particular, the 

b2 curve shifts to lower reduced ion mobilities with increasing temperature, and this effect 

decreases with increasing E/N. A strong absolute temperature effect compared to the hu-

midity effect is observed, which is reflected in a large ΔK0 obtained by increasing the tem-

perature (compare b2 curves in Figures 5.6 and 5.9). Surprisingly, there is a small but still 

recognizable temperature effect on b3. The reduced ion mobility at 20 Td decreases with 

decreasing temperature (see Figure 5.9). This could indicate cluster formations of the ACE 

dimer [(ACE)2+H]+ with any species in the drift tube, albeit this is a very weak hypothesis. 

This observation also explains the small shift resulting from the total disappearance of the 

b3 signal by 5 Td (from 85 to 90 Td). Interactions of the protonated ACE dimer 

[(ACE)2+H]+ with polarized nitrogen seem to be possible (compare Chapter 4), but these 

can be neglected at higher temperatures.  

The special character of b1 is observed here again. Based on the nearly non-existent hu-

midity effect on b1 and the knowledge of the other investigated species, no temperature 

effect would be expected. It is therefore surprising that a stronger effect compared to the 
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effect on other species is observed (see Figure 5.9). An almost parallel shift to lower re-

duced ion mobilities results from decreased temperature. This observation indicates an un-

known cluster-like dynamic such as strong interactions with polarized nitrogen. 

 

 
Figure 5.9:  Temperature effect on the reduced ion mobility K0 of the ACE-specific 

signals depending on the reduced field strength E/N (p = 20.3–20.6 mbar; 

DeP = -90.8 °C). 

 

5.4 Chemical modification in HiKE-IMS 

 

The unavoidable chemical modification with water and the effect on the cluster dynamic 

was investigated in Section 5.2. However, water is not one of the most common modifiers 

typically added, for example in DMS, but the observations demonstrated the effect of chem-

ical modification in HiKE-IMS. The unintentional humidity effect is important to under-

standing the chemistry in those systems, but the effect of intentional modification is also of 

great interest. Therefore, ACN and ACE were added as modifiers to the matrix gas of the 

drift tube, and the effects on the cluster dynamics of ACN, ACE and 1,3-diaminopropane 

were examined. The modifier mixing ratios were in similar ranges as the analyte mixing 

ratios (ppbV to ppmV range) and significantly lower than the modifier mixing ratios in 

DMS (% range). The cluster effect on the RIP was measured, but the set modifier mixing 

ratios did not cause any deviations in reduced ion mobility, and the resulting plots were 

identical to the modifier-free one shown in Figure 5.2. Therefore, a more detailed consid-

eration is omitted. 

 

5.4.1 Acetonitrile   

 

Modification with ACN (about 1.6 ppmV) has a massive effect on the HiKE-IM spectra of 

ACN, as shown in Figure 5.10. Compared to the modifier-free spectra (see Figure 5.3A), 
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the ACN-specific signals have a significantly higher maximum intensity. The whole spec-

trometer was pumped at the front end of the reaction tube; the modified matrix gas was also 

pumped through the reaction tube, and the modifier became analyte as well. This increased 

the mixing ration of the analyte and as a result the signal intensity. 

 

 
Figure 5.10:  HiKE-IM spectra of ACN as analyte and as chemical modifier added to 

the matrix gas in the drift tube (about 1.6 ppmV) at selected reduced field 

strengths E/N (T = 318.15 K; p = 20.5 mbar; DeP = -90.8 °C). 

 
In addition to the quantitative increase in the signal intensities, a qualitative effect was also 

obtained by modification with ACN. The chemical connection of a1 and a2 had so far been 

determined primarily by apparent coupled intensities of both signals through increasing 

E/N, but because of a sufficiently large mixing ratio of neutral ACN in the drift tube, a 

dynamic clustering-declustering process becomes observable in Figure 5.10. In the right 

panel (70 Td), a plateau between a1 and a2 is clearly visible. Through modification with 

ACN, the declustering from a2 to a1 becomes smoother and less quantized. Accordingly, 

one ionic species can have different cluster sizes due to the ACN proportion m of the mixed 

cluster [(ACN)m+(H2O)n+H]+ in one measurement cycle (middle reduced ion mobility). If 

the mixing ratio of the modifier is increased further, a stronger equalization of both defined 

signals would be expected through an increase in the plateau level. Thus, signal broadening 

as an indicator of the declustering step would be observed as is known in RIP behavior 

(compare Figure 5.1). This observation proves the dynamic of the clustering-declustering 

process even under constant conditions if a neutral modifier is present in a sufficiently high 

mixing ratio. This conclusion has implications that are also essential for the interpretation 

of other results. Therefore, it must be considered for interpretation of IM spectra and makes 

the chemical processes in DMS even more complex.  

Modification with ACN causes only a small impact on the reduced ion mobility of a1 in a 

small E/N range, while the reduced ion mobility of a2 is almost independent of the added 

modifier (see Figure 5.11). In the E/N range from 45 to 55 Td, a small reduction in reduced 

ion mobility of a1 is observed through the addition of ACN. A low mixing ratio of 39 ppbV 

is sufficient for this purpose. Overall, the effect is significantly weaker than the humidity 

and temperature effects (see Figure 5.11). With an E/N over about 80 Td, the modification 

seems to be insignificant for the reduced ion mobility of a1, while it still increases due to a 



5.4 Chemical modification in HiKE-IMS 

 

65 

 

declustering of the water proportion n of the mixed cluster [(ACN)m+(H2O)n+H]+. Accord-

ingly, the water proportion seems to still be the dominating factor that mainly determines 

the reduced ion mobility of a1 and a2. 

 

 
Figure 5.11:  Effect of gas-phase modification with ACN on the reduced ion mobil-

ity K0 of the ACN-specific signals depending on the reduced field 

strength E/N (T = 318.15 K; p = 20.5–20.6 mbar; DeP = -90.8 °C). 

 
More assumptions regarding the ACN proportion m can be drawn from the occurrence of 

a1 and the disappearance of a2. Since a2 is the main signal in the E/N range from 20 to 

65 Td with a modifier mixing ratio of 1.6 ppmV, the qualitative curve becomes observable, 

and the expected flatting of the curve as a result of the complete declustering of the bare 

ACN dimer [(ACN)+H]+ is indicated (see Figure 5.11). In addition, the complete disap-

pearance of a2 is shifted to higher E/N, and the occurrence of a1 is shifted in the same 

direction. This indicates that the cluster distribution (ACN proportion m) is postponed to 

higher mean cluster sizes by increasing the ACN mixing ratio, although no significant shifts 

in the curves to different reduced ion mobilities are observed in Figure 5.11. This is due to 

the resolution of the different cluster species. The ACN monomer and ACN dimer (poten-

tially clustered with water) are separated in HiKE-IMS, so increasing the ACN mixing ratio 

leads to a relative shift in intensity to the signal of the larger cluster species (increase in 

mean cluster size), but the reduced ion mobilities of the individual species remain almost 

unchanged. If the plateau is high enough to merge the two signals, a significant effect is 

expected through modification with ACN on the reduced ion mobility of the overall signal. 

 

5.4.2 Acetone 

 

A plateau between two chemically connected signals is also observed when ACE is modi-

fied with ACE (2.2 ppmV). Equivalent to the ACN results, the declustering process from 

b3 to b2 is proven in this way (see right panel [85 Td] in Figure 5.12). Accordingly, the 

formation of a plateau can be classified as a common indicator for dynamic chemical con-

nection, as in a cluster system. The signal at a drift time of about 0.8 ms at 65 Td (see left 
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panel in Figure 5.12) arises also without modification in Figure 5.3B, and thus it seems to 

be independent from the cluster system including b2 and b3. The b1 signal behaves quali-

tatively almost independent from the modification, and only a low increase in the baseline 

in its area is recognizable (see Figure 5.12). It should be noted that also for ACE, the inten-

sity of the analyte-specific signals increases absolutely, especially relative to the RIP com-

pared to the modifier-free measurement (see Figure 5.3B). 

 

 
Figure 5.12:  HiKE-IM spectra of ACE as analyte and as chemical modifier added to 

the matrix gas in the drift tube (about 2.2 ppmV) at selected reduced field 

strengths E/N (T = 318.15 K; p = 20.5 mbar; DeP = -90.8 °C). 

 
A cluster effect on the reduced ion mobilities of b1, b2 and b3 is not observable in Fig-

ure 5.13. Independent from the modifier mixing ratio, the curves of reduced ion mobility 

are not shifted. Accordingly, clustering with water seems to be the most critical parameter 

for the reduced ion mobility variation of these chemical systems, except for b3, which is 

still almost independent from E/N. A deviation of b3 at an E/N of 90 Td with 87 ppbV ACE 

in the matrix gas (see Figure 5.13) could be the result of extremely low signal intensity in 

combination with the still present plateau, which makes the accurate determination of the 

drift time difficult. The explanation of low signal intensity also applies to the deviation of 

b1 at 45 Td and the modifier mixing ratio of 2.2 ppmV. As a result of a modifier mixing 

ratio of 2.2 ppmV, the b2 signal is no longer overlaid by the RIP in the E/N range from 25 

to 60 Td, and a small K0-step becomes visible in Figure 5.13. This indicates the presence 

of mixed ACE-water clusters [(ACE)p+(H2O)n+H]+. The b1 signal is also no longer over-

laid by the RIP (+ 2.2 ppmV) and shows a steadily increasing reduced ion mobility with 

increasing E/N up to 120 Td. Even after reviewing all the data, it is still not possible to 

clarify exactly which chemical system is the source of this signal. It must be a clustering 

system, which in the observed range is not based on clustering with water (lack of humidity 

effect). Furthermore, it is not a pure ACE cluster [(ACE)x+H]+ since it has a higher reduced 

ion mobility than b2, the specific signal of the ACE monomer clustered with water 

[(ACE)+(H2O)n+H]+. However, the presence of ACE in the reaction tube is necessary for 

the observation of b1. Therefore, a fragment of ACE or contamination in the liquid ACE 

could be the source of b1. 
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Figure 5.13:  Effect of gas-phase modification with ACE on the reduced ion mobil-

ity K0 of the ACE-specific signals depending on the reduced field 

strength E/N (T = 318.15 K; p = 20.5–20.6 mbar; DeP = -90.8 °C). 

 
The modification of ACE leads to results comparable to the ACN measurements. The 

HiKE-IM spectra can be analyzed to detect the signals of chemically connected species, 

while reduced ion mobility remains almost unchanged for each species. 

 

5.4.3 1,3-Diaminopropane   

 

In a departure from the previous measurements, 1,3-diaminopropane was not modified with 

itself but with ACN and ACE. This allowed readjusting the qualitative conditions that pre-

vailed during the DMS investigations of the diamine series (compare Chapter 4). Since the 

modifier in this setup always acts as an analyte, the main impact on the HiKE-IM spectra 

is the addition of the respective analyte spectra. While the pure 1,3-diaminopropane spec-

trum is characterized by an evaluable number of signals (see Figure 5.3D), the chemical 

modification leads to significantly higher complexity (e.g., mixed cluster systems of up to 

three different molecules). In addition, these experiments were performed at about 297 K, 

which led to broader signals. The analyte-specific signals d1, d2 and d3 have low maxi-

mum intensities even without a modifier (see Figure 5.3D), and the addition of several new 

signals ensures that these are often overlaid. Therefore, there is no assignable signal for a 

large E/N range, as shown in Figure 5.14. Whether this is a resolution problem or the 1,3-di-

aminopropane-specific signals are chemically suppressed cannot be conclusively clarified. 

In addition, no plateau formation can be observed between the d1, d2 and d3. Due to the 

very complex spectra, it is possible that analyte-modifier clusters are generated, but accu-

rate assignment or determination of each signal is not possible with the setup used. By 

separating the gas systems of the drift tube and the reaction tube, the modifier would not 

become an additional analyte, and the spectra should become cleaner. Additionally, a 
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HiKE-IMS-MS coupling could allow an accurate assignment of signals to chemical spe-

cies. The hardware adaption necessary for this would be very complex and not feasible 

within the scope of this work. 

 

   
Figure 5.14:  Effect of gas-phase modification with ACN (1.6 ppmV) and ACE 

(2.2 ppmV) on the reduced ion mobility K0 of the 1,3-diaminopropane-

specific signals depending on the reduced field strength E/N (T ≈ 297 K; 

p = 20.5–20.6 mbar; DeP = -90.8 °C). 

 
However, it can be stated that the calculated reduced ion mobility of each species is inde-

pendent from the presence of a modifier. Figure 5.14 shows no effect of modification with 

ACN or ACE on reduced ion mobility, while clustering (e.g., with water) is proven by the 

steady increase in reduced ion mobility with increasing E/N. Thus, the modifier mixing 

ratio seems to be too low to result in a similar effect, or the analyte-modifier clusters could 

be separated from the analyte-specific signals d1, d2 and d3, as mentioned previously. 

Compared to the DMS conditions discussed in Chapter 4, the modifier mixing ratio is sev-

eral orders of magnitude lower in the HiKE-IMS experiments, which may explain the dis-

crepancy. 

 

5.5 Summary and conclusion  

 

The cluster dynamics of ions and neutral species as well as dependence on the reduced field 

strength were demonstrated and investigated using HiKE-IMS measurements. Experiments 

involving variations in several reaction conditions such as humidity, background tempera-

ture and the presence of a chemical modifier in the drift gas were performed. The reduced 

ion mobility was used as a measurement variable, and the individual HiKE-IM spectra were 

analyzed and compared.  
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Since the water cluster system is always present, the resulting RIP is always part of the 

spectra and was therefore used as a benchmark. It is not possible to resolve the water cluster 

system; therefore, the RIP was acquired as a single signal over the entire E/N range and the 

resulting spectra allow a general study of the cluster dynamics. For the RIP, a steady in-

crease in reduced ion mobility was proven with increasing E/N (see Figure 5.2). The steady 

curve can be explained by a decreasing fractional mean cluster size, which proves a dy-

namic clustering/declustering process even under constant conditions such as in HiKE-IMS 

as well as under an inconstant electric field (e.g., in DMS). Simultaneously, a stepwise 

declustering at specific E/N values explains the detected K0-steps. Numerical results that 

confirm and almost perfectly recreate the cluster dynamic were presented by Erdogdu et al. 

[18]. The water cluster distribution is influenced by the humidity as well as the temperature. 

An increase in humidity leads to an increase in mean cluster size, while an increase in 

temperature decreases that mean cluster size. These cause a variation in reduced ion mo-

bility and a shift in the K0-steps (see Figures 5.4 and 5.7). Therefore, it is shown that the 

higher the humidity and the lower the temperature, the higher is the mean cluster size, and 

both effects decrease with increasing E/N. The addition of ACN or ACE as modifier had 

no qualitative impact on the RIP. 

The addition of a solvent S as analyte into the reaction tube led to the formation of mixed 

clusters [(S)m+(H2O)n+H]+. Thereby, the number of signals appearing in the HiKE-IM 

spectra varied strongly with the analyte (see Figure 5.3). The humidity as well as the tem-

perature effect on the most analyte-specific signals were qualitatively identical to the ef-

fects on the RIP. An increase of the mean water portion n can be forced by increasing the 

water mixing ratio. Furthermore, reversible chemical connections between a1 and a2 

(ACN-specific signals) and b2 and b3 (ACE-specific signals) were proven by the formation 

of a plateau through adding a modifier (see Figures 5.10 and 5.12). Even the plateaus prove 

a dynamic cluster process in the drift tube. Variations in reduced ion mobility could not be 

observed due to the separation of the specific signals. Therefore, the modification leads to 

a shift in maximum intensity as a result of the cluster distribution to higher cluster sizes 

(increasing mean cluster sizes). In addition, the modifier mixing ratios were very low, es-

pecially compared to the modifier mixing ratio in DMS. However, the detected water mix-

ing ratio of about 0.20 ppmV (DeP = -90.8 °C; see Table 5.2) was significantly lower than 

the maximum modifier mixing ratios for most measurements and produced clearly ob-

served effects on reduced ion mobility. Accordingly, water could have a much higher ten-

dency to cluster formation, or the measured DeP was significantly too low. Furthermore, 

separation of the different mixed clusters [(S)m+(H2O)n+H]+ is impossible due to the water 

proportion n. Therefore, the analyte-specific signals are generated by clusters with decreas-

ing n and increasing E/N, which explains the variation in reduced ion mobility. 

A reliable identification of species was only possible in individual cases (such as b3 as the 

protonated ACE dimer). For a reliable identification of all species and, accordingly, the 

chemical reactions in the drift tube, a hardware modification is necessary. First steps have 

been made by Allers et al., who presented a HiKE-IMS-MS coupling to identify chemical 

species as sources of selected signals such as parts of the pre-RIP [83].  
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In summary, it can be stated that even under constant energetic conditions, the presence of 

a chemically active species (e.g., water) leads to a dynamic cluster process. Thus, the de-

tected signals in a HiKE-IM spectrum can only in a few very special cases be assigned to 

one ion or charged cluster. Instead, most signals result from a dynamic chemical system 

and must be interpretated in that context. This chemical dynamic is also expected in other 

analytical methods such as DTIMS and must therefore be considered.  
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6 Enantiomeric separations by stereoselective clustering  

 

 
In many scientific fields such as medicine (pharmacy and diagnosis), chirality is of great 

importance [79, 90]. Thus, reliable analytical methods for a qualitative enantioselective 

determination and for a quantitative determination of the enantiomeric distribution are of 

interest in these areas. As discussed in Section 1.4, chromatographic methods for enantio-

meric separation in the gas phase are typically based on a complex sample preparation (e.g., 

stereoselective derivatization), or on chromatography with a chiral stationary phase [92]. 

Alternatively, enantiomeric separation can be realized by generating achiral complexes 

with defined chiral reference species [93–96]. In this way, compound-specific properties 

such as the CCS or the m/z ratio are varied enantioselectively. However, the method pre-

sented by Dwivedi et al. [79] differs significantly from all others, since it allows an enan-

tiomeric separation without extensive sample preparation or a chiral stationary phase. In-

stead, the method is based on the addition of a chiral modifier (enantiopure 2-BuOH) to the 

drift gas of an IMS system, which leads to enantioselective cluster formation. The clusters 

are characterized by a different ion mobility. As a result, enantiomeric separation could be 

demonstrated for a wide range of chiral analytes (e.g., chiral amino acids) [79]. 

Based on the findings on cluster dynamics in DMS and HiKE-IMS and the work of Dwivedi 

et al. [79], a transmission of the underlying principle on DMS might be possible and would 

offer a new method for enantiomeric separation. This approach is investigated experimen-

tally. Initially, the most promising analytes and the optimal analyte-specific conditions for 

a separation based on clustering with enantiopure 2-BuOH are identified. In addition to the 

DMS parameters, the ionization conditions and method are also in focus. Thereby, bare 

ions entering the DMS cell seem to have the best preconditions for successful enantiomeric 

separation, as these enable optimal interactions with the modifier. Therefore, the presence 

of charged nanodroplets as a result of electrospray ionization, which could disturb the en-

antiomeric separation, is investigated. These have already been documented for the meas-

uring system used [60]. Under the optimized conditions, enantiomeric separation with en-

antiopure 2-BuOH is tested for two analytes (Maruoka catalyst and phenylalanine). Addi-

tionally, a numerical proof of concept is performed and compared with the experimental 

results. 
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6.1 Preliminary measurements 

 

The most appropriate chiral analytes are selected from several candidates based on the re-

sults of preliminary measurements. Accordingly, a group of chiral amino acids (serine, 

threonine, phenylalanine, and tryptophan) are examined as potential analytes, since they 

were also successfully separated in the work of Dwivedi et al. [79]. In addition to the amino 

acids, the Maruoka catalyst is also considered. This catalyst, which was first developed by 

the group of Keiji Maruoka of Kyoto University (Japan), is used in enantioselective syn-

theses as a phase-transfer catalyst [126]. The amino acids and the Maruoka catalyst are 

chiral species; however, there are significant differences in chirality. The amino acids have 

stereocenters at the carbon atom bonded to the amino group, which is the charged position 

after protonation, while the Maruoka catalyst is axially chiral and thus has a chirality axis 

through the charged position. As a result, the chiral information should be stronger at the 

cluster center compared to the amino acids, which could favor enantioselective cluster for-

mation and also enantiomeric separation in DMS. 

Through various adjusted preliminary measurements using racemic (rac.) 2-BuOH as gas-

phase modifier, possible observable stereoselective interactions of the analytes with the 

modifier and the optimized measurement conditions are investigated. In this way, the ana-

lytes with the highest chance of a successful enantiomeric separation are determined and 

selected for the later investigations.  

 

6.1.1 Amino acids  

 

The chiral amino acids L/DAA were selected based on the results of Dwivedi et al. [79]. In 

these experiments, the amino acids were characterized by large absolute reduced ion mo-

bility differences between both enantiomers caused by the addition of (S)-2-BuOH 

(10 ppm) into the gas phase in an IM spectrometer. This stereoselective effect was strong 

enough to cause an observable enantiomeric separation. In addition, α-amino acids belong 

to standard analytes; their behavior, therefore, is well known and their fundamental clus-

tering process is assumed to be given. For each amino acid, two enantiopure solutions 

(L and D enantiomer) were assayed at a concentration of 0.1 mmol/L in a mixture of 

MeOH/water (1:1). Furthermore, an optimized setting designed for a maximum intensity 

of the signal of the protonated analyte [L/DAA+H]+ was established for each amino acid. 

The internal modifier pump was removed and replaced with an external syringe pump that 

allows an infinite variation of modifier mixing ratio and lower mixing ratios than the peri-

staltic pump used as the default. 

 

Optimization of the modifier mixing ratio 
 

The addition of rac. 2-BuOH as gas-phase modifier leads to a strong cluster effect. Even a 

low modifier mixing ratio of 0.15% leads to a significant shift in CV to negative values for 

each protonated amino acid [L/DAA+H]+. As a result, at an SV of 3500 V, CV values in the 

range from -52.35 ± 0.05 V (L-serine) to -31.86 ± 0.14 V (L-tryptophan) were detected. 
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The strong cluster effect should be advantageous for a stereoselective separation, since even 

small relative differences between the behavior of both enantiomers could lead to an ob-

servable absolute difference in the CV.  

Even when the modification was carried out with rac. 2-BuOH, minor differences in CV 

were observed between the two enantiomers of the same amino acids. These are explainable 

with measurement inaccuracies and must also be considered for the addition of enantiopure 

modifier. An enantiomeric-independent cluster effect was expected, since rac. 2-BuOH was 

used as modifier. Thus, stereoselective clustering of one enantiomer of an amino acid with 

one enantiomer of the modifier is balanced by the mirrored analyte-modifier combination. 

A further reduction of the modifier mixing ratio to 0.05% leads to a significant weakening 

of the cluster effect. The influence of ion size—specifically the CCS of the ion on the clus-

ter effect, which was demonstrated in Chapter 4— is also evident for these analyte systems. 

The strength of the cluster effect decreases with increasing relative ion size compared to 

the modifier. 

 

 
Figure 6.1:  Mass spectra of D-serine (a) and D-phenylalanine (b) recorded with 

rac. 2-BuOH (0.15%) added as gas-phase modifier in nitrogen. Blue: pro-

tonated analyte [M+H]+ and analyte-solvent cluster [M+Sy+H]+ (arrows). 

Green arrows: protonated solvent-2-BuOH cluster [(2-BuOH)x+Sy+H]+. 

Yellow: protonated 2-BuOH clusters [(2-BuOH)x+H]+. 

 
The chiral information and the stereoselective activity of an enantiomer should decrease 

with increasing distance from the stereocenter. As a result, an increasing mean cluster size 

leads to a decreasing chance of an enantiomeric separation. Therefore, a low modifier mix-

ing ratio and resulting small mean cluster sizes are to be preferred to preserve the chiral 
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information. Consequently, a balance must be found between the strength of the cluster 

effect and the mean cluster size. To estimate the mean cluster sizes, the mass spectra of 

protonated D-serine and D-phenylalanine (modified with 0.15% rac. 2-BuOH) are repre-

sented in Figure 6.1. The protonated amino acids [L/DAA+H]+ and their modifier clusters 

[L/DAA+(2-BuOH)x+H]+ are marked blue, the protonated modifier clusters 

[(2-BuOH)x+H]+ are marked yellow, and the protonated mixed modifier-solvent clusters 

[(2-BuOH)x+Sy+H]+ are marked green (see Figure 6.1). The mass spectra show qualitative 

parallels. Thus, the main signal is generated by the second modifier cluster 

[(2-BuOH)2+H]+, while the signal of the [M+H]+ species is only a side signal even at a low 

modifier mixing ratio. As shown in Figure 6.1a, protonated serine is nearly completely 

suppressed, but larger amino acids such as phenylalanine lead to a well observable signal 

(see Figure 6.1b). This size dependence of the signal intensity has already been demon-

strated for the diamine series in Chapter 4 (compare Figure 4.2). At a modifier mixing ratio 

of 0.15%, only the first modifier-analyte cluster [L/DAA+2-BuOH+H]+ is clearly observed, 

regardless of the amino acid selected, as demonstrated in Figure 6.1 (see blue arrows). This 

could be due to the ion optic, which potentially leads to a decrease in mean cluster sizes. 

However, due to a low 2-BuOH mixing ratio, it is also likely that only small clusters are 

formed. Accordingly, each amino acid is still suitable as analyte for the enantiomeric sep-

aration, whereby larger amino acids are preferred due to the higher signal intensity. Fur-

thermore, a modifier mixing ratio of 0.15% provides robust results and an observable clus-

ter effect. 

 

Declustering process  
 

A different, enantioselective CCS of the [L/DAA+2-BuOH+H]+ clusters as a result of dif-

ferent cluster structures and/or different cluster distributions as a result of different binding 

energies are necessary for an enantioselective separation with DMS. Consequently, the de-

clustering step from the first protonated cluster [L/DAA+2-BuOH+H]+ to the bare ion 

[L/DAA +H]+ should be gradual if the modifier or the analyte is enantiopure. In this case 

two clusters with different binding energies are expected, which would be destroyed at 

different energetic levels. This approach was tested using the options of the QqQ system, 

which allows a uniform increase of the collision energy CE in q2. First, the 

[LAA+2-BuOH+H]+ clusters were formed by adding 25% rac. 2-BuOH to the analyte so-

lutions of the L-enantiomers of each amino acid LAA. The [LAA+2-BuOH+H]+ clusters 

were isolated in Q1 and a declustering step was performed in q2 by increasing the CE in 

0.2 V steps.  In the following, the fragments were analyzed in Q3. In case of different 

cluster stabilities, a step-like decrease of the [LAA+2-BuOH+H]+ signal with simultaneous 

step-like increasing of the [LAA+H]+ signal is expected.  

The [LAA+2-BuOH+H]+ cluster of L-threonine was not observable with this method; and 

since the signal intensity of the [LAA+H]+ species of L-serine was too low for reliable 

statements, Figure 6.2 shows only the results of L-tryptophan and L-phenylalanine. The 

signal intensity gradients of the first modifier cluster [LAA+2-BuOH+H]+ and the bare ion 

[LAA+H]+ of L-tryptophan (see Figure 6.2a) correspond to the intensity gradients of a fol-

lowing reaction. The total ion chromatogram (TIC) remains constant over the CE range 
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shown after a signal increase in a low CE range, and the cluster signal initially increases in 

parallel. From a CE of about 5 V, the maximum intensity of the [LAA+2-BuOH+H]+ signal 

decreases and the [LAA+H]+ signal increases until an intensity maximum is reached at 

about 11 V and the signal also decreases again. This observation can be explained by the 

expected declustering process, but no abrupt drops in intensity occur (see Figure 6.2a).   

 

 
Figure 6.2:  Declustering process of the first protonated analyte-2-BuOH cluster 

[AA+2-BuOH+H]+ of L-tryptophan (a) and L-phenylalanine (b) depend-

ing on the collision energy CE in q2. 

 
The result of the L-phenylalanine measurement deviates from this (see Figure 6.2b). In 

parallel with a comparable increase in TIC in a low CE range, the signal of the first cluster 

[LAA+2-BuOH+H]+ and of the bare ion [LAA+H]+ also increase relatively uniformly. 

Therefore, the maximum signal intensity of the bare ion [LAA+H]+ is higher. This indicates 

a weak binding energy, which leads to a declustering process even in a low CE range. In 

the range from about 5.5 to 8 V (see gray area in Figure 6.2b), the signal intensity of the 

[LAA+H]+ species increases in a small step at about 7 V, and the intensity of the cluster 

signal drops at a CE of about 6.5 V. This behavior is to be classified as an indication and 

not as reliable proof of stereoselective clustering. The steps in both mass traces are so weak 

that they are almost lost in noise. Due to the proximity of the two steps, a correlation seems 

possible; however, declustering would result in the identical CE value. Moreover, an exact 
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reproduction of the steps was not possible. Overall, there is much to suggest that these steps 

are not due to a physical effect and must be classified as artifacts. Thus, different binding 

energies could not be proven by declustering in MS2 measurements but are also not refuted. 

The differences of the binding energies might be too low to be detected by this method, or 

the weaker clusters might be declustered in the ion optics before entering the q2. In accord-

ance with the experimental results and the literature [79], phenylalanine is considered to 

have the greatest potential of success in enantiomeric separation, which is why the subse-

quent investigations are focused on this amino acid. 

 

Optimization of DMS parameter 
 

The addition of rac. 2-BuOH (0.15%) leads to the same cluster effect for both enantiomers 

of phenylalanine, as already mentioned (see left panel in Figure 6.3). 

 

 
Figure 6.3:  Dispersion plots of both protonated enantiomers of phenylalanine 

[L/DAA+H]+ (left panel) and ionograms of the protonated L-phenylala-

nine [LAA+H]+ at selected DMS resolutions DR (SV = 3500 V; right 

panel) recorded with rac. 2-BuOH (0.15%) added as gas-phase modifier 

in nitrogen (DT = 423.15 K). 

 
Furthermore, at a DT of 423.15 K, the CV values are sufficiently large to detect even small 

absolute deviations due to stereoselective clustering. The peak wide should be minimized 

to detect even a weak ion separation, which is expected for an enantiomeric separation. The 

right panel of Figure 6.3 shows the effect of different DR settings on the peak width, which 

is decreasing by increasing DR. In parallel, the absolute intensity decreases sharply (com-

pare Figure 6.7). For the selected parameters, a DR of 10 (system-intern parameter, no unit 

given) leads to a good compromise between peak width and signal intensity over the entire 

SV range. At an SV of 3500 V, the DR can also be increased significantly without the in-

tensity dropping to a value that can no longer be evaluated. 
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6.1.2 Maruoka catalyst 

 

The Maruoka catalyst (C42H36BrF6N) differs from amino acids in several structural charac-

teristics as shown in Figure 6.4 for the ion [M-Br]+. The catalyst is characterized by a chi-

rality axis through the charged nitrogen atom, which should be the center of modifier clus-

ters. This could maximize the expected enantioselective interactions with a chiral modifier. 

In addition, the steric complexity of the uncharged part of the molecule is significantly 

higher than for all previous analytes. This structure results in the high quality as stereose-

lective catalyst with a product enantiomeric excess ee of up to 99% (depending on the re-

action and the reaction conditions) [126]. Accordingly, the enantiomeric information, 

which is transported to the reactants, is strong, and the same qualitative features are neces-

sary for an enantioselective cluster formation in the gas phase. 

 

 
Figure 6.4:  Structure of the Maruoka catalyst ion (left: S-enantiomer; right: R-enan-

tiomer). 

 
On the other hand, however, weak binding energies between analyte and modifier are ex-

pected due to the strong shielding of the charge. The resulting bond length between both 

could be so long that the chiral information of the catalyst is too weak to lead to observable 

differences in the cluster structures. As a result, the absolute cluster effects, and the differ-

ence between the two enantiomers might be very weak, which complicates stereoselective 

separation.  

It should be noted that some of the preliminary measurements for the Maruoka catalyst 

were carried out in parallel by the Hopkins group of the University of Waterloo (Canada) 

with an identical instrument. This allows a comparison of results to exclude systematic 

errors and hardware problems as much as possible. 

 

Cluster effect on the Maruoka catalyst 
 

Due to the complex structure of the Maruoka catalyst ion (see Figure 6.4), the addition of 

a modifier (1.5%) results in a cluster effect which is not strong enough to compensate for 

the hard-sphere effect (leading to type-C behavior at DT = 423.15 K, see Figure 6.5a). The 
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cluster effect can be further weakened by increasing DT, as shown in Figure 6.5b for several 

typical modifiers.  

It should be noted that the DMS conditions used for the Maruoka catalyst measurements 

lead to CV values deviating from 0 V even at an SV of 0 V, which does not make sense. 

This effect shows a strong dependence on the DMS parameters, such as the modifier used 

or the DT, and has already been observed in previous measurements (see Figure 4.9). Since 

only very small differences in CV are expected for an enantiomeric separation and the clus-

ter effect is also weak, these CV shifts become significant in these investigations and could 

overlay both effects. Therefore, all dispersion plots in this chapter are calibrated to a CV of 

0 V at an SV of 0 V (parallel shift along the y-axis). This method of evaluation leads to 

reproducible and, according to all experience, trustworthy results. However, the ionograms 

presented are not calibrated in this way, which must be considered in the interpretation. 

Furthermore, some measurements were carried out in MRM mode (m/zQ1 668; m/zQ3 541; 

CE = 42 V). The decisive factor here is whether unknown mass spectra (Q1 mode) or a 

defined species (MRM mode) are to be examined and analyzed. 

 

 
Figure 6.5:  Calibrated dispersion plots of the (S)-Maruoka catalyst ion at selected 

DMS temperatures DT recorded with and without gas-phase modifier 

(1.5%) present in nitrogen: (a) 423.15 K; (b) 573.15 K. 
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The strength of the cluster effect decreases with the increasing size of the modifier at a DT 

of 423.15 K, as shown for a series of alcohols in Figure 6.5a, which is already known from 

previous work [23, 25]. However, as mentioned above, the absolute cluster effect is ex-

tremely weak, resulting in a dominant hard-sphere effect (type-C behavior). The cluster 

effect due to the modification with MeOH is so small that only minimal deviations occur 

compared to the modifier-free measurement. This indicates that the large MeOH cluster 

structures, which are known from the literature [13] and Chapter 4, cannot be formed in 

this case (see Figure 6.5a). An increase in the modifier size (EtOH) hardly strengthens the 

cluster effect. The addition of larger modifiers such as IPA or 2-BuOH leads to a more 

pronounced cluster effect, but it is still too weak to compensate for the hard-sphere effect. 

Thus, low mean cluster sizes in combination with a large ion led to a weak cluster effect. 

This observation is enhanced for each modifier by an increase in DT to 573.15 K (see Fig-

ure 6.5b). As a result, the addition of a modifier becomes increasingly insignificant and the 

behaviors with added modifier and in pure nitrogen converge. Accordingly, the low binding 

energy between modifier and analyte leads to low mean cluster sizes or even to bare ions 

already in low SV ranges. These qualitative observations were also confirmed by the Hop-

kins group; however, higher CV values were measured in Waterloo without a modifier. The 

quantitative difference can be explained by a lower background water mixing ratio com-

pared to the measurements presented here, which causes a weak cluster effect. Since the 

quantitative differences are minimized by the addition of a modifier, this was not investi-

gated further. Consequently, the chemical modification of the Maruoka catalyst ion to ef-

fect a significant change in behavior in DMS is more complicated than for other ions. The 

high steric hindrance at the charged position is preferred to maximize the stereoselectivity 

of cluster formation; however, simultaneously, it almost completely prevents cluster for-

mation and thus the cluster effect. This would be a criterion for exclusion if the cluster 

effect cannot be enhanced. 

 

Optimization of DMS temperature  
 

Since the cluster effect on the Maruoka catalyst ion is negatively influenced by an increase 

in DT, the DMS cell is cooled down to achieve the opposite effect. By decreasing the DT 

to 398.15 K and adding rac. 2-BuOH (1.5%) as modifier, a type-B behavior occurs, even 

though the cluster effect is still relatively weak (see Figure 6.6). This trend continues with 

decreasing DT and is in line with previous experience (compare Temperature effect in 

DMS). The decrease in DT enables an increased mean cluster size in the low field and thus 

a stronger cluster effect. Accordingly, the strongest cluster effect occurs at lowest DT 

(348.15 K, see yellow curve in Figure 6.6). Further decrease in DT is difficult with the 

setup used, as there is no thermal shielding to hotter components and areas. Furthermore, 

undesirable side effects occur and are amplified with decreasing DT. At 348.15 K, the iono-

grams of the Maruoka catalyst ion show a shoulder at the negative side of the signal up to 

an SV of 3000 V, which must be taken into account during plotting. The two overlapping 

signals converge at an SV of 3000 V, causing a prominent bend in the dispersion plot (see 

yellow curve in Figure 6.6). Increasing the DR value causes the shoulder to disappear. 
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These measurements were performed in the MRM mode, whereby both signals can be as-

signed to the Maruoka catalyst ion with high probability. Accordingly, the double signal 

indicates an initial separation in the DMS cell, which seems to be physically illogical since 

in a low SV range the CV of each species should be 0 V. The precise source of this effect 

cannot be conclusively clarified at this point. Nevertheless, it can be avoided (DR > 0), and 

there is evidence of a type-A behavior, suggesting a significant cluster effect (see Fig-

ure 6.6). 

 

 
Figure 6.6:  DMS temperature effect on the calibrated dispersion plots of the 

(S)-Maruoka catalyst ion recorded with rac. 2-BuOH (1.5%) added as 

gas-phase modifier in nitrogen (DR = 0; MRM mode: 668/541, 

CE = 42 V). 

 
There are also large qualitive agreements in the DT-dependent results of the Hopkins group. 

One decisive difference is a type-B behavior that was detected at a DT of 333 K in Water-

loo. However, this may be due to a different analyte concentration in the liquid phase and 

different DR values preventing the effect of a double signal. Thus, the type-A behavior at 

a DT of 348.15 K in Figure 6.6 could be an artifact, but the shift to negative CV values can 

be detected in both results and indicates a sufficient cluster effect at a DT of 348.15 K and 

an SV of 3500 V. 

 

Optimization of DMS resolution 
 

In addition to avoiding a second signal, the DR value is of great importance in increasing 

the resolving power of the DMS system. The effect of different DR settings on the signal 

of the Maruoka catalyst ion (MRM mode) with various modifier mixing ratios (rac. 

2-BuOH) is shown in Figure 6.7. It becomes apparent that the basic DR dependence of the 

signal intensity and width presented in the right panel of Figure 6.3 for protonated phenyl-

alanine can also be demonstrated for the Maruoka catalyst ion. Deviating from this, the 

double signal effect causes a variation of the peak shape. Thus, the combination of a mod-

ifier mixing ratio of 1.5% and a DT of 348.15 K leads to fronting as shown in the top panel 
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in Figure 6.7 (see green ionogram). An increase in DR results in an increasing Gaussian 

approximation (see bottom panels in Figure 6.7).  

 

 
Figure 6.7:  Ionograms of the (S)-Maruoka catalyst ion at selected DMS resolutions 

DR and with different mixing ratios of rac. 2-BuOH added as gas-phase 

modifier in nitrogen (SV = 4000 V; DT = 348.15 K; MRM mode: 

668/541, CE = 42 V). 

 
Accordingly, a compromise must be found among the signal intensity, peak width, and 

peak shape. A DR of 10 seems to fulfill the criteria as much as possible. 

 

6.1.3 Optimized measurement parameters  

 

An evaluation of all preliminary measurements shows that phenylalanine and the Maruoka 

catalyst have proven to be promising analytes, and they were therefore selected for further 
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investigations with enantiopure 2-BuOH. The measurement parameters adapted to each 

analyte are listed in Table 6.1. The analyte concentrations and the ion source parameters 

were individually optimized. 

 
Table 6.1:  Analytes and measurement parameter for studies with enantiopure 2-BuOH. 

Analyte  Modifier MDC SV DT DR 

(R/S)-Maruoka    

catalyst 

(0.2 µmol/L) 

(R)-2-butanol 1.5% 0 to 4000 V 348.15 K 10 

(R/S)-2-butanol 0.5%; 1.0%; 

1.5% 

3500 V 348.15 K 10 

L/D-phenylala-

nine 

(0.01 µmol/L) 

(R/S)-2-butanol 0.15% 0 to 4000 V 423.15 K 10 

3500 V 423.15 K 10  

(22; 26) 

 
During the preliminary measurements and parallel studies, a potential systematic error due 

to the ionization with ESI became apparent. Thus, it is likely that charged nanodroplets 

exist in the DMS cell that could influence the cluster dynamics. The existence of this kind 

of nanodroplets is known from MS experiments and is described in the literature [59, 60]. 

 

6.2 Charged nanodroplets from ESI 

 

As already mentioned in Electrospray ionization, there are many indications that the ideal 

ESI mechanism does not occur when using common ESI sources. There are increasing ev-

idence that larger droplets than previously expected are formed in the ESI source and that 

highly charged nanodroplets occur in the high vacuum area [59, 60]. These highly charged 

nanodroplets are normally not directly observable by conventional analytical methods such 

as mass spectrometry. In this work, an adjustment of the Q1 of the QqQ system is necessary 

as mentioned in Section 3.1. When the product ion scan mode is used and the Q1 is switched 

to RF-only (droplet measurement), the Q1 filters out all species with a lower m/z ratio than 

the set cut-off value, while species with a higher m/z ratio should pass through. Thus, 

charged nanodroplets can pass through the Q1 and can be fragmented in the q2. In the 

following, the fragments are analyzed in the Q3. The cut-off value is set by the m/z ratio of 

the product ion (“product of”). The actual value, therefore, is slightly lower than the target 

value and can be determined at a sharp edge without fragmentation in q2 (CE = 0 V). Thus, 

the actual cut-off value for the product of 1100 is about 855. 

The Maruoka catalyst and a series of thermometer ions are used as analytes for investiga-

tion of nanodroplets. Thermometer ions are characterized by a fixed fragmentation site with 

a highly reproducible fragmentation energy. The fragmentation ratio can be used to calcu-

late the maximum effective temperature Teff in a process such as an ion transfer [53]. In this 

work, five para-substituted benzylpyridine ions with different substituents R 
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(R = NO2, Cl, CN, F, Me), which determine the fragmentation energy, are used. The cleav-

age of pyridine is the typical fragmentation reaction, as shown in Figure 6.8. 

 

 
Figure 6.8:  Structure of thermometer ions and the typical fragmentation reaction. 

 
The droplet measurements are performed partly with and partly without a coupled DMS 

stage. The influence of the DMS parameters is of great interest, since the use of a DMS 

stage as a prefilter to prevent the MS system from contamination is known from the litera-

ture [59], and thus a dependence is likely. If complete evaporation occurs within the DMS 

cell, this could have a decisive impact on the chemical composition of the gas phase in this 

area and the ion separation. Otherwise, the effect of possible interactions between charged 

nanodroplets with gas-phase modifiers are also unpredictable at this point. 

 

6.2.1 Charged nanodroplets 

 

Even without the DMS cell installed, the curtain gas should defend the vacuum area against 

contaminations such as uncharged nanodroplets. However, this principle reaches its limits 

when the contaminations are charged like the highly charged nanodroplets in this theory. 

These can be electrically transported into the high vacuum area like bare ions or charged 

clusters. The preliminary droplet measurements of the thermometer ion series (dissolved in 

ACN/water, 1:1) with an added collision gas in q2 (CAD = 6; system-intern parameter, no 

unit given) leads to CE-dependent and qualitative reproducible mass spectra (see Figure 

6.9). The source and MS parameters were set to common working ranges. It can therefore 

be assumed that the findings should be qualitatively transferable to standard measurements 

with the used MS system. 

Since the thermometer ions are cut off by the Q1 in Rf-only mode, the bare ions should not 

be observable. However, already from a small CE of 10 V, the signals of the thermometer 

ions are detected (see blue area in Figure 6.9) as well as the typical fragment species (see 

red area in Figure 6.9). By increasing the CE, the intensities of the analyte signals are also 

increased, until the fragmentation reaction (see Figure 6.8) proceeds sufficiently quickly 

and the fragments become the main species of the thermometer ion series. This behavior 

cannot be explained with the textbook ESI mechanism and indicates the existence of larger 

species with a m/z ratio over the cut-off containing the thermometer ions (charged 

nanodroplets). Accordingly, by increasing the CE, the thermometer ions are first released 

from the nanodroplet and then fragmented.  
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Apart from the thermometer ion and fragment signals, an increased baseline can also be 

detected in the m/z range above the actual cut-off value (see top panel in Figure 6.9), but 

even under the cut-off, the intensity of the baseline differs from 0. Increasing the CE to 

60 V shifts a kind of baseline wave into the m/z range from 300 to 800 (see middle panel 

in Figure 6.9), and no distinct signals are detected in it. Further increase of the CE to 150 V 

leads to a flattening of the baseline over the entire m/z range (see bottom panel in Fig-

ure 6.9). This observations also indicates a fragmented initial species such as nanodroplets. 

In the first step, smaller nanodroplets are split off with a preferred m/z ratio in the range 

from 300 to 800. However, this is not a defined number of fragment species, but a distri-

bution due to the large number of variables such as the number and type of solvent species 

or the charge number. At a sufficiently high CE value (150 V), the nanodroplets are almost 

completely fragmentated and the wave disappears. It should be noted that for all three CE 

settings, a weak but distinct signal could be detected at an m/z ratio of about 337. A possible 

explanation for this is a contamination in the analyte solution. However, since this species 

does not appear to belong to either the baseline or the basic thermometer-ion system, it was 

not investigated further. 

 

 
Figure 6.9:  Droplet mass spectra of thermometer ions at selected collision energies 

CE recorded in pure nitrogen (Tsource = 303.15 K; IS = 5500 V). Green 

line: Product of: 1100. Blue area: thermometer ion signals. Red area: 

fragment signals. 

 
The release and subsequent fragmentation of the thermometer ions is a continuous process, 

as shown in Figure 6.10. At a CE of 0 V, only the primary nanodroplets are present, and 
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since the measured m/z range is set to a maximum of 1250 (low-mass mode of the mass 

spectrometer), the TIC is close to 0 (left scale in Figure 6.10). By increasing the CE, the 

fragmentation results a steep increase of the TIC and the signal of the CN-derivate (right 

scale in Figure 6.10). The TIC reaches its maximum at a CE of about 60 V and decreases 

with further increasing CE (see blue curve in Figure 6.10). This can be attributed to the 

nearly complete fragmentation of the initial nanodroplets. The signal of the CN-derivate 

reaches a sloping intensity plateau at a CE range from about 20 V to about 110 V with only 

a slight increase, which is also followed by a decrease in intensity (see red curve in Fig-

ure 6.10). The fragment signal increases weakly before increasing sharply with decreasing 

CN-derivate (see green curve in Figure 6.10). 

 

 
Figure 6.10:  TIC (left scale) and chromatograms of the CN-derivate and fragment of 

the thermometer ions (right scale) depending on the collision energy CE 

recorded in pure nitrogen (droplet experiment; Tsource = 303.15 K; 

IS = 5500 V; product of: 1100). 

 
Overall, a behavior known from classic kinetics can be recognized. The increasing intensity 

of the signal of the CN-derivate and the following drop by fragmentation suggest the text-

book behavior of consecutive reactions from the type shown in reaction 6.1 [127]. 

 

A → B → C      (R 6.1) 

 

In this case, a charged nanodroplet species is the A species, the CN-derivate is the B spe-

cies, and the fragment is the C species. It should be noted that the TIC does not correspond 

to the A species in this case, but to the sum of several of B-like and C-like species arising 

from the charged nanodroplet (A species). The fragmentation of each species of the com-

plex nanodroplet distribution represents a separate consecutive reaction system, which 

combines to form an extremely complex reaction system. The thermometer ions are only a 

small part of this system, but they can be used as a very simplified model of the whole 

system. The other thermometer ion derivates exhibit similar behaviors. The determination 

of kinetic values such as the reaction rate constants is only possible to a limited extent due 
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to the high signal fluctuations. Furthermore, these values are not of great interest at this 

point, which is why they were not determined. 

The nanodroplet distribution can potentially be influenced by varying parameters such as 

the source temperature Tsource or the CAD. To illustrate this phenomenon, Figure 6.11 shows 

the influence of Tsource on the TIC as an example. An increase from 303.15 K to 473.15 K 

leads to a quantitative increase in TIC, while the qualitative behavior remains almost un-

changed. Accordingly, this variation supports the detection of nanodroplets, but does not 

qualitatively change the spray behavior.  

 

 
Figure 6.11:  Effect of a variation of the source temperature Tsource on the TIC (analyte: 

thermometer-ion series) depending on the collision energy CE recorded 

in pure nitrogen (droplet experiment; IS = 5500 V; product of: 1100). 

 
Further increase in Tsource leads to a decrease in maximum intensity (see Figure 6.11). In 

addition, a qualitative deviation occurs, since two maxima of the TIC are formed at differ-

ent CE values. Both the qualitative and quantitative observations are amplified by a further 

increase in Tsource. One possible explanation involves the overlay of different nanodroplet 

species, which react differently to a variation of Tsource. This means that each species should 

be a kind of subdistribution. An increase in Tsource could suppress or strongly influence one 

nanodroplet species, while another is hardly influenced. As a result, a second maximum is 

formed as the formation of individual nanodroplets species is significantly suppressed. The 

critical nanodroplet parameters should be a combination of the charge level, the composi-

tion, and the absolute size. Accordingly, this results in a multiple dimensional distribution 

that could include more than just two distinguishable species. The increase in Tsource to 

1023.15 K supports this assumption, as the second maximum appears to split further (see 

purple curve in the CE range from 40 to 100 V in Figure 6.11).  

The nanodroplets are not an instrument-specific effect, as similar effects are also observa-

ble in MS systems with other inlets and from other manufacturers with common ESI 

sources. Thus, observations indicative of charged nanodroplet distributions have been doc-

umented for a quadrupole ion trap (Bruker amaZon QIT) and a time-of-flight instrument 
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(Agilent Q-ToF), both characterized by different designs of the ion optic [60]. Conse-

quently, the formation of nanodroplets seems to be inevitable when using common ESI 

sources. However, Kang et al. demonstrated that the MS system can be protected from 

nanodroplet contaminations by using a DMS stage [59]. Therefore, the influence of the 

DMS stage and the DMS parameters on the nanodroplet distribution is investigated in what 

follows. 

 

6.2.2 Differential mobility of nanodroplets  

 

First, a DMS measurement was performed in the Q1 mode for the thermometer-ion series 

to obtain comparative values. In pure nitrogen, no strong cluster effect was observed, and 

a type-C behavior was obtained for each thermometer ion. Although the ion structures are 

similar (see Figure 6.8), a clear splitting of the different analytes is observable at a DT of 

423.15 K and an SV of 4000 V, even though no baseline separation is achieved (see Fig-

ure 6.12). The ionograms of the thermometer ions can be recognized as Gaussian distribu-

tions with a typical half width at half maximum (HWHM) in the range from 1.08 ± 0.01 V 

to 1.12 ± 0.01 V. 

 

 
Figure 6.12:  Ionograms of the TIC (left scale) and the thermometer ions (right scale) 

recorded in pure nitrogen (SV = 4000 V; DT = 423.15 K; DR = 0). 

 
The TIC indicates at least one other species with a CV of about 8.5 V (see Figure 6.12) and 

the corresponding mass spectrum shows a signal at a m/z of 279. This appears to be a by-

product from the synthesis or some other type of contamination that behaves differently 

compared to the thermometer ions. Moreover, a formation in the gas phase cannot be ex-

cluded. The different ions have various differential mobilities, which leads to a non-Gauss-

ian distribution of the TIC. This observation is well known and was to be expected for the 

bare ions or at least small clusters, which are detected in Q1 mode. 

A droplet measurement with a CE of 30 V with the same analyte solution and the same 

source parameters leads to a completely different result, as shown in Figure 6.13. The TIC 
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indicates a Gaussian distribution with a HWHM of 3.10 ± 0.09 V. Moreover, the thermom-

eter ions behave qualitatively similar (see Figure 6.13): Gaussian-like distributions are de-

tected with HWHM (determined from Gaussian distributions) in the range from 

2.13 ± 0.17 V to 2.82 ± 0.10 V. In addition, only a weak ion splitting can be detected 

(ΔCVmax = 1.23 ± 0.37 V), implying that the nanodroplets as source of all thermometer ions 

are identical or at least similar. Nevertheless, the combination of the deviation from a per-

fect Gaussian distribution and the comparatively high HWHMs of the TIC and the ther-

mometer ions suggest similar but slightly different nanodroplet species, which would also 

explain the small but present ΔCVmax. These observations indicate a complex nanodroplet 

distribution with possibly multiple subdistributions, which is consistent with the results of 

the droplet experiments without of the DMS stage (see Figure 6.11). Consequently, the 

thermometer-ion distribution in a nanodroplet seems to influence the behavior of the com-

plete nanodroplet and is thus a parameter for the subdistributions. 

 

 

Figure 6.13:  Ionograms of the TIC (left scale) and the thermometer ions (right scale) 

recorded in pure nitrogen (droplet experiment; SV = 4000 V; 

DT = 423.15 K; DR = 0; product of: 1100; CE = 30 V). 

 
Furthermore, these results demonstrate a high stability of the nanodroplets, which not only 

passed through the ion optic of MS systems, but also through the DMS stage at an SV of 

4000 V. A differential mobility of the nanodroplets could be proven, which could not be 

assumed in advance. Due to a complex and presumably dynamic structure as well as a 

comparably high inertia of the nanodroplets, a straight flight through the DMS cell would 

also have been possible and explainable. However, the high charge density, which can be 

assumed since a state close to the Rayleigh stability limit is expected, leads to a sufficiently 

large impact of the SV on the trajectory of the nanodroplet in the DMS cell. Consequently, 

the nanodroplets can be described as an almost classic ionic species. Accordingly, the filter 

effect of the DMS stage described by Kang et al. [59] is based on a different differential 

mobility and not on destruction of the nanodroplets. The quantitative comparation of Fig-

ures 6.12 and 6.13 indicates that such a filtering effect would not be expected in this case, 

since a superposition of both TICs can be observed. Thus, the differences in CV between 
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the nanodroplet distribution and the pure ions are too small to filter out only one of them, 

which is why the presence of nanodroplets must be considered by interpreting the DMS 

results. The influence of nanodroplets on the chemical environment in the DMS cell 

(e.g., through evaporation of solvent molecules) cannot be estimated. The intensity differ-

ences between both measurements are significant; but since the whole setup is not opti-

mized for droplet experiments, which is evident from the strong noise in Figure 6.13, no 

conclusions can be drawn about the possible ratio of nanodroplets and bare ions. However, 

it is noticeable that the intensity ratios of the thermometer ions are different in the droplet 

measurement than in Q1 mode (compare Figures 6.12 and 6.13). This also indicates a dif-

ferent source of the ions in both measurements. The undefined species (m/z 279) could not 

be detected in the droplet measurements, which suggest that it is formed in the gas phase 

or the DMS cell after the ion spray. As a result, it is not part of a nanodroplet passing 

through the high-pass filter. Alternatively, all nanodroplets including this ion could be un-

stable, what seems to be rather unlikely. 

 

 
Figure 6.14:  Ionograms (top panel) of the TIC (left scale), the Maruoka catalyst ion 

(m/z 668; right scale) and the second main signal (m/z 365; right scale) 

and the mass spectra at maximum compensation voltages CV (bottom 

panels) recorded in pure nitrogen (droplet experiment; SV = 4000 V; 

DT = 423.15 K; DR = 0; product of: 1100; CE = 30 V). 

 
Replacing the thermometer-ion solution to the Maruoka catalyst in MeOH/water does not 

prevent the formation of nanodroplets. However, in this case, more clearly distinguishable 



6 Enantiomeric separations by stereoselective clustering 

 

90 

 

subdistributions appear to be formed, so that a double peak can be detected for the TIC, as 

shown in Figure 6.14 (top panel). The mass spectra at the maximum of the TIC (CV ≈ 6.0 V 

and 10.5 V) are shown in the bottom panels and reveal significant differences. At a CV of 

6 V (see bottom, left panel in Figure 6.14), the signal of the Maruoka catalyst ion (m/z 668) 

stands out as the distinct signal from the baseline, while at 10.5 V (see bottom, right panel 

in Figure 6.14) the only distinct signal is found at m/z 365. This m/z ratio cannot be assigned 

to any typical fragment of the Maruoka catalyst and was not detected at any primary meas-

urement. Thus, this should not indicate a classic contamination of the analyte solution. In-

stead, it seems to be either the product of a side reaction in the nanodroplet, which does not 

run in the gas phase, or it is a kind of contamination, which is discharged. In this case, it 

could not be detected in Q1 mode, but in droplet measurements, since the nanodroplets 

could prevent charge depletion. The ionograms of the distinct signals also indicate Gauss-

ian distributions; however, the noise is so large that a plotting would no longer be justifia-

ble. Comparison with the ionograms shows that the double peak of the TIC can effectively 

be explained by subdistributions of the nanodroplets (see top panel in Figure 6.14), which 

is likely due to the different main analytes. The mass spectra also show significant differ-

ences in the baseline structures. It cannot be definitively clarified whether more separatable 

subdistributions are the result of the varied analyte ions or the varied solvent compared to 

Figure 6.13. A combination of both is also possible. The absolute CV values of nanodroplets 

with the Maruoka catalyst ion are in a similar range as the CV values without modifier in 

Q1 mode (see Figure 6.5), which makes a separation of bare ions and nanodroplets impos-

sible. 

A similar differential mobility for all charged nanodroplets from an ESI process could be 

demonstrated, but these nanodroplets can only be completely separated from the bare ions 

in special cases. However, this would be necessary for a properly defined chemical envi-

ronment in the DMS cell. Whether this can be achieved by the variation of the DMS pa-

rameters or by the addition of a gas-phase modifier would be decisive for the further pro-

cedure of enantiomeric separation. 

 

Impact of DMS parameters 
 

Increase in DT or DR, and thus in the residence time of the nanodroplets in the DMS cell, 

could potentially support the fragmentation into smaller nanodroplets or, ideally, into bare 

ions. In this manner, the filtering effect would become independent from different differ-

ential mobilities of the bare ions and the charged nanodroplets. Since it has already been 

demonstrated that a large proportion of the nanodroplet distribution is not completely frag-

mentated at high E/N (e.g., in the DMS process or ion optics), this is also not expected to 

be the case by increasing the DMS parameters. The effects of both DMS parameters on 

droplet measurements of the thermometer-ion series are shown in Figure 6.15.  

Even with the maximum DT and DR values set (see right, bottom panel in Figure 6.15), the 

nanodroplets still pass through the DMS cell in observable numbers. An increase in DT 

from 423.15 K (see left panels in Figure 6.15) to 573.15 K (see right panels in Figure 6.15) 

does not ensure a significant drop in intensity, as would be expected in case of a strong 

fragmentation effect. Only a small loss of intensity can be observed for all signals of the 
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thermometer-ion series; however, the strong noises make an accurate intensity comparison 

inaccurate. 

 

 
Figure 6.15:  Ionograms of the TIC and the thermometer ions at selected DMS resolu-

tions DR and DMS temperatures DT recorded in pure nitrogen (droplet 

experiment; SV = 4000 V; product of: 1100; CE = 30 V). 

 

The situation is different with the TICs (see top panels in Figure 6.15), which are charac-

terized by lower noise. The maximum of the TIC at a DT of 423.15 K is observable higher 

than at 573.15 K, and the total area under the curves also drops from about 3.51 ∙ 108 counts 

to 2.60 ∙ 108 counts. Since the source parameters were identical for both measurements, the 

same number of nanodroplets should have reached the DMS cell, provided that the impact 

of DT on Tsource can be neglected in these ranges. Accordingly, an effect on the droplet 

distribution can be proven as well as an effect on the differential mobility, which can be 

seen in a CV shift (see top panels in Figure 6.15). This could be the effect of an unequal 

destruction of different nanodroplet species due to an increase in DT. However, a similar 
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shift of the thermometer-ion signals to higher CV values can also be detected (see bottom 

panels in Figure 6.15). This suggests that it is an actual CV shift—as known from bare 

ions—rather than a partial fragmentation of the nanodroplet distribution. An increase in DR 

leads to a narrowing of all signals as well as a loss of intensity, which is the typical effect. 

Thus, DMS parameters have typical effects on the differential mobility of nanodroplets, as 

it is also known from bare ions. Accordingly, the nanodroplets can still pass through the 

DMS cell due to a high stability, and they have an ion-like behavior in this process.  

As shown in Figure 6.14, the nanodroplet subdistributions in droplet measurements of the 

Maruoka catalyst solution can be visualized through a double peak of the TIC. This effect 

is influenced by an increase in DT, as shown in Figure 6.16. A DT of 373.15 K leads to a 

significantly higher intensity of the analyte signal than higher DT settings. In parallel, the 

maximum of the TIC increases, and the second peak (located in the right flank of the main 

signal) decreases in maximum intensity with increasing DT, with only slight variation of 

the total peak area (373.15 K: 3.26 ∙ 108 counts; 423.15 K: 3.23 ∙ 108 counts; 

573.15 K: 3.51 ∙ 108 counts). This could be due to a shift of the nanodroplet distribution to 

smaller sizes, comparable to the shift of the cluster distribution in HiKE-IMS by increasing 

E/N (see Chapter 5). The smaller nanodroplets seem to be almost pure solvent nanodroplets, 

which is why the distinct signals disappear. Consequently, a chemical interaction of the 

different nanodroplet species, as well as a kind of fragmentation to smaller nanodroplets, 

could be observed. However, the appearance of nanodroplets in the MS system could not 

be prevented here either. The differential mobility is also influenced by the DT. Both the 

TIC and the analyte signal are shifted to a higher CV (see Figure 6.16) as known from the 

thermometer-ion series and bare ions. Thus, under constant DMS conditions and without a 

modifier, this nanodroplet distribution also behaves in a simplified manner like bare ions 

in DMS, whereby a fragmentation seems to appear. 

 

 
Figure 6.16:  Ionograms of the TIC (left scale) and the (S)-Maruoka catalyst ion 

(m/z 668; right scale) at selected DMS temperatures DT recorded in pure 

nitrogen (droplet experiment; SV = 4000 V; product of: 1100; 

CE = 30 V). 
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In summary, the DMS parameter influences the charged nanodroplets, but the effect is quite 

similar to the effect on bare ions. Complete destruction of the nanodroplets cannot be real-

ized in the ranges of the system used, although fragmentation to smaller nanodroplets seems 

to be possible under certain circumstances. Accordingly, the filtering effect reported by 

Kang et al. [59] must be the result of separation of the bare ions and the nanodroplets. The 

complete destruction of all nanodroplets by extreme increase in the DMS parameters seems 

possible, but not applicable, in the system used. Moreover, this would also lead to a frag-

mentation of the bare ions, which should make a useful application as a nanodroplet filter 

impossible. Therefore, the charged nanodroplets exhibit an almost ion-like behavior in all 

experiments presented so far. However, the addition of a gas-phase modifier could have an 

enormous influence on the nanodroplet compositions and thus on the chemistry and the 

behavior in DMS, which could be different from the behavior of bare ions. 

 

Effect of modification on nanodroplets 
 

The addition of a chemical modifier such as ACN or 2-BuOH to the curtain gas causes a 

cluster formation at bare ions. In nanodroplet analysis, clustering should be equivalent to a 

droplet growth, and a shift of the nanodroplet distribution to higher nanodroplet sizes would 

be imaginable. The crucial issue is whether the modifier becomes part of the nanodroplet 

and is directly equal to the solvent molecules or whether an independent layer is formed, 

which should lead to a cluster effect that is comparable to the effect known from bare ions. 

In order to clarify this question experimentally, the effect of the addition of 1.5% ACN to 

the curtain gas on the nanodroplet distribution formed when spraying the thermometer-ion 

solution is shown in Figure 6.17.  

 

 
Figure 6.17:  Cluster-like effect on ionograms of the TIC and the thermometer ions 

recorded with ACN (1.5%) added as gas-phase modifier in nitrogen 

(droplet experiment; SV = 4000 V; DT = 423.15 K; DR = 0; product 

of: 1100; CE = 30 V). 
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It must be noted that an effect is present, which is qualitatively similar to the cluster effect 

on bare ions (CV shift in a negative direction). Since it cannot be verified that the underlying 

mechanism is identical to the effect on a bare ion (cluster effect), this is declared as cluster-

like effect in the discussion that follows. With otherwise unchanged measurement condi-

tions, the addition of ACN leads to a decrease in the intensity of all distinct signals as well 

as the TIC (see Figure 6.17), compared to the droplet measurement without modifier (see 

Figure 6.13). However, since the intensity ratios of the thermometer-ion signals remain 

almost unchanged, the modifier seems to have no significant impact on the relative 

nanodroplet distribution. This observation could indicate modifier layers that are separated 

from the central nanodroplet and do not change the composition of the nanodroplets. The 

peak widths are increased by the addition of ACN, indicating a further splitting of the 

nanodroplet distribution (see Figure 6.17). Accordingly, the cluster-like effect is not iden-

tical on each nanodroplet. Based in the findings of Chapter 4, this indicates either a different 

absolute CCS variation associated with a different modifier layer thickness in this case, or 

a different relative CCS variation due to a different size of the central nanodroplet. The fact 

that only a splitting and not a complete separation of different nanodroplet species could 

be detected indicates a similar absolute growth of the nanodroplets. This could indicate 

incomplete layers, which have similar weak effects on different nanodroplets. 

 
Table 6.2:  Cluster-like effect on the TIC and the thermometer ions recorded with ACN 

(1.5%) added as gas-phase modifier in nitrogen at an SV of 4000 V (droplet 

experiment). 

Species CV [V] 

without modifier 

CV [V]  

+ 1.5% ACN 

ΔCV [V] 

cluster effect 

TIC 7.03 ± 0.11 2.96 ± 0.13 - 4.07 ± 0.17 

R = NO2 7.69 ± 0.24 1.78 ± 0.23 - 5.91 ± 0.33 

R = Cl 6.96 ± 0.15 2.65 ± 0.31 - 4.31 ± 0.35 

R = CN 7.65 ± 0.27 1.73 ± 0.33 - 5.92 ± 0.43 

R = F 7.02 ± 0.33 3.00 ± 0.25 - 4.02 ± 0.41 

R = Me 6.46 ± 0.28 3.52 ± 0.27 - 2.94 ± 0.39 

 
The absolute CVs with and without modifier and the CV shifts (ΔCV) as a result of the 

cluster-like effect are listed in Table 6.2. While the dispersion of the thermometer-ion sig-

nals without modifier is 1.23 ± 0.37 V, it is 1.79 ± 0.43 V with the addition of ACN. Ac-

cordingly, the dispersions are identical within the error limits. The lack of an increase in 

dispersion can be explained by the CV steps of 0.5 V, which prevent smaller errors. There-

fore, the increase which should be detected is in the range of the expected errors of this 

method. The ΔCVs of the individual thermometer ions show significant differences (see 

Figures 6.17 and 6.13 and Table 6.2). Although, the cluster-like effect on the nanodroplet 

subdistributions, which behave similarly without a modifier, is also very similar (identical 
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ΔCVs within the error limits, see Table 6.2). Thus, the nanodroplets of the NO2 and the CN 

derivate show similar behavior and similar is observed for the nanodroplets of the Cl and 

the F derivate. The identical qualitative analyte pairing is also evident for the bare ther-

mometer ions in pure nitrogen (see Figure 6.12). Accordingly, the included ion influences 

the behavior of a charged nanodroplet in DMS, which could suggest a size effect (CCS) 

but also a chemical effect (interactions with nitrogen and/or the modifier). 

The addition of 1.5% rac. 2-BuOH as gas-phase modifier to the nanodroplet distribution of 

the Maruoka catalyst measurement leads to a significantly different cluster-like effect. The 

TIC undergoes a qualitative and quantitative change as shown in Figure 6.18. In addition 

to a strong CV shift in negative direction and a further broadening of the signal, the quali-

tative signal is switched from a double peak (see Figure 6.16) to a tailing peak (see Figure 

6.18). The investigation of the Maruoka catalyst ion (m/z 668) shows that the shoulder in-

cludes the nanodroplets, which primarily include this species. Thus, the strength of the 

cluster-like effect on the nanodroplet species, which includes the Maruoka catalyst ion, is 

below average in this case. Overall, an enormous intensity loss of all species is observable 

due to the addition of rac. 2-BuOH. This could be the result of a charge depletion as it is 

known from supercharging [13, 37]. 

 

 
Figure 6.18:  Cluster-like effect on ionograms of the TIC and the (S)-Maruoka catalyst 

ion recorded with rac. 2-BuOH (1.5%) added as gas-phase modifier in 

nitrogen (droplet experiment; SV = 4000 V; DT = 423.15 K; DR = 0; 

product of: 1100; CE = 30 V). 

 
Furthermore, a DT dependence is also observable. As in pure nitrogen (see Figure 6.16), a 

decrease in intensity of the Maruoka catalyst signal can be observed in Figure 6.18. In 

addition, a DT of 573.15 K strongly supports the splitting of the droplet distribution, as 

shown by a broadened TIC. The CV of the TIC is also shifted in positive direction at 

573.15 K (see green curve in Figure 6.18). This attenuation of the cluster-like effect is con-

sistent with the experiences of bare ions.  
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The cluster-like effect leads to a DT-independent decrease in CV for the Maruoka catalyst 

ion of slightly more than 1 V, as shown in Table 6.3. 

 
Table 6.3:  Cluster-like effect on the Maruoka catalyst ion depending on the DMS tem-

perature DT recorded with rac. 2-BuOH (1.5%) added as gas-phase modifier 

in nitrogen at an SV of 4000 V (droplet experiment). 

DT CV [V] 

without modifier 

CV [V] 

with modifier 

ΔCV [V] 

Cluster effect 

373.15 K 4.75 ± 0.11 3.68 ± 0.43 - 1.07 ± 0.45 

423.15 K 5.08 ± 0.12 3.38 ± 0.52 - 1.70 ± 0.53 

573.15 K 6.26 ± 0.28 4.78 ± 0.56 - 1.48 ± 0.62 

 
This argues against modifier layers, since otherwise an influence of the DT would be ex-

pected. It is possible that 2-BuOH as modifier and MeOH as solvent lead to different inter-

actions than ACN. The different cluster structures of MeOH compared to ACN, as de-

scribed by Haack et al. [13], could support diffusion into the droplet instead of the for-

mation of a modifier layer. In this case, a transfer to other alcohols as modifiers would be 

conceivable. An influence of the compositions of the nanodroplet could also explain the 

qualitative variation of the TIC by adding 2-BuOH (see Figure 6.18). Nevertheless, this 

model cannot be conclusively confirmed or refuted with the present data. A weak influence 

of the DT is also possible, which is lost in the noise. 

In summary, the nanodroplet distributions and subdistributions depend mainly on the 

sprayed solution and both the solvent and the ion seem to be the critical parameters. The 

nanodroplets from spraying the Maruoka catalyst solution showing a higher dependence on 

changes in the DMS parameters, which indicates a deviating chemical behavior. The clus-

ter-like effect occurs with different basic mechanisms, depending on the chemical system. 

These could be modifier layer formations or a diffusion of the modifier into the 

nanodroplets. However, whether the modifier mixing ratio was high enough to lead to ob-

servable modifier layers could be questioned and should be investigated further. For this 

work, the only significant point is that all nanodroplets in DMS appear to behave like bare 

ions within certain limits and are therefore unlikely to be completely removed. 

 

Droplet discrimination above of the actual cut-off value 
 

As a side effect, the influence on the cut-off value was observed. Therefore, a hardware 

profile in high-mass mode was used and the target value was varied by a stepwise increas-

ing of the “product of” value from 1000 to 2000. The resulting actual values were deter-

mined visually and are listed in Table 6.4. 
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Table 6.4:  Actual value of the cut-off depending on the target value (“product of”) for 

droplet experiments in high-mass mode.  

target value  actual value 

1000  777 

1250 970 

1500 1177 

1750 1360 

2000 1555 

 
This method leads to a different influence of the CE on the TIC compared to the previous 

measurement (see Figure 6.11), as shown in Figure 6.19. In addition to the known qualita-

tive curves at higher CE (> 20 V), the TIC increases to a first maximum at a CE of 5 V. 

The reason for this rash is not immediately clear. It could be a real chemical effect or even 

an electric artifact, which seems more likely since a chemical effect should be observable 

even in low-mass mode.  

 

 
Figure 6.19:  Effect of the target cut-off value (“product of”) on the TIC (analyte: 

(S)-Maruoka catalyst) recorded in pure nitrogen (droplet experiment; 

SV = 0 V, DT = 423.15 K; DR = 0; IS = 5000 V; CAD = 6).  

 
An increase of the target value leads to a great intensity loss (see Figure 6.19). In parallel, 

the maximum of the broad peak, which is known from Figure 6.11, is shifted to higher CEs. 

Consequently, a selective nanodroplet discrimination of less stabile nanodroplets, which 

would be fragmentated at lower CEs, is detected here. There are different explanations for 

this effect. On the one hand, it is possible that less stable nanodroplets are discriminated by 

the shift of the cut-off value. Therefore, the stability of the nanodroplets would be coupled 

to the m/z ratio, and the main nanodroplet distribution would have to start in the m/z range 

from about 777 (see Table 6.4), since even the first step leads to a significant CE shift and 
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intensity loss (see Figure 6.19). In this case, the nanodroplet distribution would be observ-

able in Q1 mode, which does not happen. On the other hand, the increased cut-off value 

has an impact on the conditions in the Q1, which could lead to a fragmentation of less stable 

nanodroplets even with a higher m/z ratio. In this way, the lighter fragments would be fil-

tered out by the high-pass filter function of the adjusted Q1. Thus, the Q1 would not repre-

sent a pure m/z-based filter as previously assumed but would additionally filter according 

to the stability of the nanodroplets. Accordingly, additional undetected nanodroplets could 

be part of the chemical system in the DMS cell, which are fragmented in the ion transfer 

before they can reach the q2 necessary for a detection.  

Instead of the assumed nanodroplet discrimination, the CE shift of the second maximum of 

the TIC (see Figure 6.19) could also be explainable by an increased stability of the identical 

nanodroplets. Accordingly, the fragmentation would occur at higher CEs; however, no 

chemical explanations are known for these. Additionally, this theory is excluded by the 

findings in Figure 6.20. 

 

 
Figure 6.20:  Effect of the target cut-off value (“product of”) on the ionograms of the 

TIC (a) and the (S)-Maruoka catalyst ion (b) recorded with rac. 2-BuOH 

(1.5%) added as gas-phase modifier in nitrogen (droplet experiment, 

SV = 4000 V; DT = 423.15 K; DR = 0; IS = 5000 V; CAD = 6). 

 
At an SV of 4000 V, the TIC (see Figure 6.20a) is shifted to higher CVs with increasing 

target value of the cut-off in combination with a significant intensity loss. The Maruoka 

catalyst ion (see Figure 6.20b, m/z 668) only reflects the intensity loss. Therefore, the 

nanodroplets, which mainly include the Maruoka catalyst ion, are partially destroyed but 
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not changed in their chemical behavior, which is why the CV shift of the maximum of the 

TIC should be the result of a different nanodroplet distribution. Thus, selective fragmenta-

tion in Q1 seems to be likely. 

In conclusion, all results of the nanodroplet investigations indicate that it is impossible to 

avoid charged nanodroplets or to separate them completely from the bare ions when using 

a common ESI source, although not even all nanodroplet species appear to be observable. 

Therefore, it is useful to determine if another ionization method could solve the nanodroplet 

problem before testing an enantiomeric separation with an enantiopure modifier.  

 

6.3 Alternative ionization methods 

 

The usually distributed ESI sources are designed for a reproducible and reliable ionization. 

The textbook spray behavior is often lost in the process, which can lead, for example, to a 

mixed ionization mechanism (e.g., additional corona discharge at the tip of the ESI needle) 

or in a non-optimal Taylor cone. Both effects were detected at common ESI needles running 

under standard conditions. As a result, effects like the previously proven nanodroplets dis-

tribution can be formed, which should not happen by a textbook spray. Since the source 

design often prevents an ionization with a textbook spray, another ionization method might 

be more suitable. 

 

6.3.1 Common APCI source 

 

The used ion source makes it possible to switch the ionization method from ESI to APCI 

by changing the probe and using the integrated corona discharge needle (compare Turbo 

VTM Ion Source). For the formation of highly charged nanodroplets, ionization in the liquid 

phase and subsequent spraying should be necessary. Thus, the transfer of the uncharged 

analyte into the gas phase and the following ionization as in APCI should prevent the for-

mation of highly charged nanodroplets.  

The initial measurements of the Maruoka catalyst with the APCI probe indicate a different 

problem. The structure (compare Figure 6.4) and the molecular mass of the Maruoka cata-

lyst (748.64 g/mol) suggest a rather low vapor pressure under standard conditions. Thus, 

the mixing ratio in the gas phase is negligible. Evaporation can be supported by increasing 

the source temperature Tsource and a Tsource of about 573.15 K was necessary to achieve a 

sufficiently high gas-phase mixing ratio for an observable mass signal. At 723.15 K the 

intensity was highest, but even under these conditions no comparable high intensity was 

achieved as with the ESI probe. The addition of rac. 2-BuOH as a gas-phase modifier leads 

to a further loss of intensity, as shown in Figure 6.21. Already, a comparatively low modi-

fier mixing ratio of 0.5% (see Figure 6.21b2) reduces the signal intensity of the Maruoka 

catalyst ion (m/z 668) to less than half of what it is without a modifier (see yellow curve in 

Figure 6.21). Simultaneously, the TIC increases can be attributed to protonated 2-BuOH 

clusters [(2-BuOH)x+H]+ (see green and red curves in Figure 6.21). An additional increase 

in the modifier mixing ratio to 1.0% (see Figure 6.21c) or 1.5% (see Figure 6.21d) has a 
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slightly opposite effect on the TIC and the intensities of the protonated 2-BuOH clusters 

[(2-BuOH)x+H]+ (m/z 129 and m/z  223), while the analyte signal (m/z 668) decreases only 

slightly in intensity. Because of the low intensity, even small absolute deviations cause 

strong relative noise, as shown by the signal of the Maruoka catalyst ion (see yellow curve 

in Figure 6.21). 

 

 
Figure 6.21:  TIC (m/z 10 – 900, left scale) and chromatograms of protonated 2-BuOH 

clusters [(2-BuOH)x+H]+ (x = 2: m/z 149; x = 3: m/z 223, left scale) and 

the (S)-Maruoka catalyst ion (m/z 668; right scale) recorded with differ-

ent mixing ratios of rac. 2-BuOH as gas-phase modifier added in nitrogen 

(APCI, Tsource = 723.15 K; Q1 mode): (a) pure nitrogen; (b1) 0.5% (mod-

ifier line not filled); (b2) 0.5%; (c) 1.0%; (d) 1.5%. 

 
Nevertheless, the signal stability in MRM mode at 723.15 K is high enough to perform 

evaluable DMS measurements as compared to the ESI results (see Figure 6.22). The results 

of these measurements demonstrate a thermal connection between the ion source and the 

DMS cell, which was expected due to the missing thermodynamic separation of the two 

areas. While the source temperature for the ESI experiments TESI was set to 273.15 K (since 

no cooling unit is part of the ion source, the real temperature was about 300 K) and thus 

below the set DT, the source temperature for the APCI experiments TAPCI was significantly 

higher with a value of 723.15 K. As a result, the actual temperature in the DMS cell is 

increased due to TAPCI, and the strength of cluster effect is further reduced, as shown in 

Figure 6.22. Even at the lowest DT of 373.15 K, the cluster effect is reduced due to TAPCI 

to such an extent that the Maruoka catalyst ion almost exhibits a type-C behavior. 

The increase in DT and the resulting decrease in the strength of the cluster effect would 

reduce the small chance of enantiomeric separation with enantiopure 2-BuOH. If a thermo-

dynamic separation of the ion source and the DMS cell is not possible, APCI is unsuitable 

for the planed investigations of the Maruoka catalyst. Such an adjustment would only be 
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possible with a complex structural adjustment of the hardware, which could not be realized 

in this work. 

 

 
Figure 6.22:  Calibrated dispersion plots of the (S)-Maruoka catalyst ion at selected 

DMS temperatures DT, ionization methods (ESI or APCI) and source 

temperatures (TESI = 273.15 K, TAPCI = 723.15 K) recorded with rac. 

2-BuOH (1.5%) added as gas-phase modifier in nitrogen (DR = 0; MRM 

mode: 668/541, CE = 42 V). 

 
6.3.2 Custom APLI source 

 

The APLI enables a spatially punctual and chemical selective ionization through targeted 

focusing on a position. By strongly focusing the laser beam, scanning an ion source be-

comes possible, as shown by Lorenz [46]. Furthermore, a substance-specific ionization can 

be targeted by the used wavelength λ, whereby the absorption range of the analyte is crucial. 

A common laser system for APLI is a pulsed KrF* exciplex laser emitting a λ of 248 nm 

(about 5.00 eV), because aromatic species such as pyrene typically adsorb well in this area. 

Pyrene is also a standard analyte for APLI and is therefore frequently used to characterize 

APLI sources [46, 128]. The structure of the Maruoka catalyst also exhibits an aromatic 

system (compare Figure 6.4), which is why an ionization with APLI might be possible. In 

addition, no nanodroplet formation is to be expected in APLI. 

The custom APLI source (see APLI source) can be operated theoretically with any laser 

system. For the first results presented in the following, the NT340 UV/VIS/IR OPO (EK-

SPLA) was applied. This laser system is based on an optical parametric oscillator (OPO) 

and can be tuned to λ from 192 to 4400 nm [101]. For these experiments, it was set to 

266 nm (about 4.66 eV) and pulsed with 10 Hz. The pulse energy for these settings is re-

ported with over 10 mJ [101]. In the absence of experience concerning the behavior of the 

Maruoka catalyst as an analyte in APLI, the operation of the custom APLI source was 

initially tested and verified using pyrene. A pyrene solution of 10 µmol/L in MeOH/water 

(1:1) was sprayed using the standard probes (ESI and APCI) of the Turbo VTM Ion Source, 
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with the spray positioned centrally in front of the DMS entrance. The laser beam was repo-

sitioned for each measurement to optimize the number of ions detected. The ESI probe 

protruding into the source area makes it possible to direct the laser beam through the spray 

cone. In addition, the IS can be set to support the spray conditions and to increase the signal 

intensity, as shown in Figure 6.23. By increasing the IS, the TIC also increases; however, 

since the ion source is still an adapted ESI source, increasing the IS over a critical level 

leads to a second ionization mechanism, which is running parallel to the laser ionization. 

In the IS range from 0 to 2000 V, the TIC is almost completely dominated by the pyrene 

cation [M]+ (m/z 202), which is generated by APLI, which is why a deactivation of the laser 

(see white areas in Figure 6.23) leads to an intensity drop to almost zero. At an IS of 2500 

V, the protonated pyrene cation [M+H]+ (m/z 203) is significantly observable both with an 

activated and deactivated laser. The proportion of the [M+H]+ signal increases with increas-

ing IS regardless of whether the laser is activated or not (compare green curve in Fig-

ure 6.23). This indicates a parallel ionization with APLI (main ion species: [M]+) and ESI 

(main ion species: [M+H]+). Moreover, the intensity of the [M]+ signal increases, but it 

does so less than the intensity of the [M+H]+ signal. Furthermore, the laser induced ioniza-

tion leads to a significantly lower signal stability than the ESI mechanism (see Figure 6.23).  

The first DMS tests with the APLI source also indicate problems with the laser positioning. 

Thus, an increased baseline could be detected, which was independent of the CV, when the 

laser beam is directed straight through the laser window and the spray cone into the ion 

source (see Figure 3.1). With this laser position, the laser beam passes through the DMS 

cell, so that laser-induced reactions occur even after the ionization area. The position of the 

laser window and the structure of the ion source prevents an orthogonal laser beam, such 

that an axis-shifted positioning is the best solution in this case.  

 

 
Figure 6.23:  Effect of ion spray voltage IS on the TIC (m/z 201-204), the pyrene cation 

[M]+ (m/z 202), and the protonated pyrene cation [M+H]+ (m/z 203) rec-

orded in pure nitrogen (APLI). Gray area: laser activated; laser system: 

NT340 UV/VIS/IR OPO, 10 Hz, 266 nm; ESI probe. 
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Switching to the APCI probe allows ionization of pyrene with APLI and provides evaluable 

DMS results, since a sufficiently high mixing ratio of uncharged analyte can be achieved 

in the gas phase. However, the vapor pressure of the Maruoka catalyst is too low to achieve 

a mixing ratio high enough for an effective ionization in the gas phase at room temperature. 

The still existing thermal connection between the ion source and the DMS cell again pre-

vents the use of an APCI probe for the enantiomeric separation (compare Section 6.3.1). 

Instead, the optimized setup with the ESI probe allows laser-induced ionization of the 

Maruoka catalyst (10 µmol/L in MeOH/water) and DMS measurements in MRM mode. 

Based on the experience from the pyrene experiments, the IS was set to zero to avoid the 

ESI mechanism (compare white areas in Figure 6.23), which could lead to charged 

nanodroplets. The resulting ionograms with and without a modifier (1.5% of rac. 2-BuOH) 

at different SV values and a DT of 423.15 K are shown in Figure 6.24. These ionograms are 

characterized by a great peak width, low intensity, and strong noise. The experience related 

in Section 6.1.2 suggests that the necessary reduction in DT would further broaden the sig-

nals, which can be prevented by increasing DR, but this would lead to a decrease in inten-

sity. If the peak shape results from already known effects—such as laser-induced reactions 

in the DMS cell or whether it is, for example, an artifact due to the very low intensity—

cannot be conclusively determined.  

 

 
Figure 6.24:  Ionograms of the (S)-Maruoka catalyst ion depending on the separation 

voltage SV recorded without and with rac. 2-BuOH (1.5 %) added as gas-

phase modifier in nitrogen (APLI: DT = 423.15 K; DR = 0; MRM mode: 

668/541, CE = 42 V). Laser system: NT340 UV/VIS/IR OPO, 10 Hz, 

266 nm; ESI probe.  

 
The instability of the signal coincides with the observations to the pyrene cation [M]+ 

(m/z 202) with an activated laser system (see gray area in Figure 6.23). Thus, this observa-

tion seems to be based on the laser system and not only on the low signal intensity. The 

NT340 UV/VIS/IR OPO is a pulsed laser and so the ionization is also pulsed, which should 
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be averaged out by a sufficiently high number of summed mass spectra. In fact, a pulsed 

intensity fluctuation shown in Figure 6.25 could be observed, and a similar observation was 

also found for the pyrene experiments. It becomes clear that the TIC does not only follow 

one pulsed function; the sequence of the peak forms and intensities (compare the signals at 

about 1.2 and 3.7 min in Figure 6.25) indicates at least two overlaying functions, which 

might be the result of the uncoordinated interaction of the laser system and the MS system. 

It should be noted that the signal of the Maruoka catalyst ion occurs simultaneously with 

the increase of the TIC. That demonstrates the laser-induced ionization of the analyte.  

 

 
Figure 6.25:  Signal stability of the TIC (m/z 10–800, left scale) and the (S)-Maruoka 

catalyst ion (m/z 668, right scale) using the custom APLI source. Laser 

system: NT340 UV/VIS/IR OPO, 10 Hz, 266 nm; ESI probe. 

 
A significantly increased laser frequency could counteract the inconsistency of the ioniza-

tion. Since this is not possible with the OPO laser, it was replaced by the FQSS 266-200 

laser system (CryLas). This system is a solid-state laser, also has a λ of 266 nm, and allows 

a frequency of up to 60 Hz [102]. The pulse energy was set to 200 µJ, however, a strong 

noise leads to actual values of about 160 to 200 µJ. The axis-shifted positioning of the laser 

beam and simultaneous focusing on the spray cone for an optimal ionization was not pos-

sible due to poor focusing. Nevertheless, ionization of pyrene was detected, but the laser-

induced ionization of the Maruoka catalyst was not possible by using this laser system due 

to the lack of focusing, which is increased by an increase in temperature during operation. 

The pulse energy also showed a strong dependency on the working temperature and 

dropped significantly after a relatively short operation time of the laser system. Therefore, 

this laser system seems to be unsuitable for a long-term measurement.  

In summary, the simple APLI setup does not allow a reproducible and stable ionization, 

because both laser systems, the position of the laser window, and the source design make 

continuous or quasi-continuous ionization limited to the source area impossible. For this 

work, APLI could only become an alternative to ESI with a completely redesigned ion 
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source and an alternative laser system. The necessary effort, in terms of time and experi-

mentation, would be far beyond the scope of this work. In addition, compared to pyridine, 

the Maruoka catalyst does not prove itself to be an optimal analyte for APLI. 

 

6.3.3 Common nanoESI source 

 

In contrast to an ESI source, which commonly operates at high IS and solvent flow, a 

nanoESI source operates at lower values. This should lead to more of a textbook ESI mech-

anism and could prevent the formation of charged nanodroplets. This theory was tested by 

spraying and ionizing the Maruoka catalyst with the NanoSpray® III Ion Source (Sciex), 

which is installed directly in front of the DMS cell (see nanoESI source). In this way, the 

IS and the solvent flow were set as low as possible to achieve the greatest possible contrast 

to the common ESI source. Since the nanoESI emitter has a tapered and significantly 

smaller inner diameter than the emitters of the ESI or APCI probe, clogging occurs more 

frequently than with the other emitters. This occurred often between two measurement ses-

sions, which is why the emitter was switched at the beginning of almost every measurement 

day; as a result, the position of the emitter, the solvent flow rate, and the source parameters 

had to be reoptimized. Therefore, only a qualitative comparison of the results from different 

days could be made in terms of intensity. After confirming general functionality of the 

source, droplet experiments were performed. These clearly demonstrate the presence of 

charged nanodroplets, as shown in Figure 6.26. The TIC qualitatively corresponds to the 

observations of the droplet measurements with an ESI source in high-mass mode (see Fig-

ure 6.19). An increase in CE causes a release of the Maruoka catalyst ion (m/z 668; see red 

curve in Figure 6.26), which is subsequently fragmented into the first typical fragment 

(m/z 541; see green curve in Figure 6.26). An undefined species (m/z 365; see yellow curve 

in Figure 6.26) can be observed, which also appears in Figure 6.14. 

 

 
Figure 6.26:  TIC (left scale) and chromatograms (right sale) of the (S)-Maruoka cata-

lyst ion (m/z 668), the first main fragment (m/z 541) and an undefined 

signal (m/z 365) depending on the collision energy CE (nanoESI; droplet 

experiment; product of: 1100; IS = 2500 V). 
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Further characteristics of the charged nanodroplet distributions could also be reproduced 

with the nanoESI source, such that the wave of the baseline (compare Figure 6.9) also ap-

pears qualitative. The charged nanodroplets cannot be prevented due to increasing the DT, 

a variation in the IS, or any other source parameter such as the nebulizer gas (GS1). These 

results suggest that even with nanoESI, a nanodroplet distribution comparable to the ESI 

results cannot be avoided. Thus, there is no advantage to switching to the nanoESI source.  

Moreover, the signal reproducibility and stability of the ESI source is significantly higher, 

which is mainly due to an open design of the nanoESI source. As a result of the open design, 

the nanoESI source is susceptible to external influences, as shown in Figure 6.27. At irreg-

ular times (red arrows in Figure 6.27), an air vortex was actively created outside the ion 

source. For this purpose, a simple sheet of paper was waved in front of the MS system to 

simulate unavoidable air turbulences from normal laboratory work. Even slight air turbu-

lences in front of or beside the ion source led to massive drops in performance. This effect, 

which was actively generated here, could also be detected as a result of open doors or even 

through air conditioners. 

 

 
Figure 6.27:  Signal dropouts of the TIC due to active air turbulences generated outside 

the nanoESI source (red arrows, analyte: Maruoka catalyst). 

 
It is likely that extra shielding of the nanoESI source could lead to a less vulnerable source. 

Nevertheless, the emitters susceptible to clogging prevent high reproducibility over several 

measurement days. The presence of a nanodroplet distribution could possibly be preventa-

ble by further optimizations of the source parameter, but all data indicate that the source 

design does not allow a nanodroplet-free ionization.  

 

6.3.4 Comparison and conclusion 

 

In summary, the ionization with any ion source leads to several positive as well as negative 

properties for the enantiomeric separation, which are summarized in Table 6.5. The perfect 

ionization method cannot be determined, and a compromise must be found. In this context, 
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a distinction must be established between undesirable effects that can be balanced and ex-

clusion criteria that preclude the use of the ion source in the form presented here or even 

the entire method.  

The APCI mode of the Turbo VTM Ion Source can be clearly excluded for the ionization of 

the Maruoka catalyst since evaporation is not realizable with this source design in combi-

nation with a sufficiently low source temperature (see Figure 6.22). The custom APLI 

source fulfills the identical exclusion criteria when it is operated with the APCI probe. On 

the other hand, the ESI probe also does not result in a stable signal (see Figure 6.25). Ad-

ditionally, the laser beam is parallel to the ion stream, which easily leads to an uncontrolled 

ionization in the DMS cell and thus distorts the results. In sum, these points preclude the 

APLI source in the presented design. The results of the ESI source and the nanoESI source 

differ only slightly in the relevant areas, as a charged nanodroplet distribution was proven 

for both methods (see Figures 6.19 and 6.26). A quantitative difference of the distribution 

is likely and expected, but with the available data it is not possible to make a meaningful 

comparison. Therefore, the lack of signal stability and reproducibility of the nanoESI 

source are the decisive criteria. 

 
Table 6.5:  Main pros/expectations and cons/problems of the different ion sources re-

spectively ionization methods investigated (ESI, APCI, APLI and nanoESI) 

in terms of potential application for enantiomeric separation in DMS. 

Ion source/  

ionization method 

Pros/ expectations Cons/ problems 

ESI Good reproducibility and 

great constancy  

Unavoidable charged 

nanodroplets in the DMS 

and MS stages 

APCI Good reproducibility and 

great constancy 

No nanodroplets are ex-

pected  

High Tsource needed for 

evaporation of the analyte 

→ weakening of the cluster 

effect 

APLI Selective ionization  

No nanodroplets are ex-

pected 

No stable signal realizable 

Ionization in the DMS cell 

nanoESI In theory: textbook ESI 

mechanism → No 

nanodroplets are expected 

Similar problems with 

charged nanodroplets 

High susceptibility to exter-

nal influences  

 
In conclusion, the ESI source is the most promising ion source for the enantiomeric sepa-

ration despite the nanodroplets distribution. The interpretation of results must always con-

sider the undefinable chemical environment in the DMS cell and possible interactions of 
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the bare ions with the nanodroplets. It must be mentioned that this choice of ionization 

method is based on the Maruoka catalyst as analyte. Thus, the exclusion criteria of the 

APCI probe are not valid for every analyte, as demonstrated with pyrene in the APLI 

source. Through an adapted source design, the excluded ionization methods could also be-

come realistic alternatives for analytes with a low vapor pressure at room temperature. For 

this purpose, a large technical and temporal development effort would be. 

 

6.4 Modification with enantiopure modifier 

 

The interactions of a particular enantiomer of a chiral ion with a chiral modifier molecule 

lead, in a highly simplified manner, to one of two possible stereoselective cluster structures, 

depending on the stereoselectivity of the modifier: a matching combination leading in an 

optimal assembly, or a non-matching combination leading in a less fitting assembling. The 

structural difference between the two formations, and thus the difference in CCS, should 

be reinforced by increasing the steric hindrance of the modifier or analyte. As a result, the 

addition of a rac. modifier to a rac. mixture of ions leads to four combinations of one ion 

with one modifier molecule, which can be divided into two pairs of clusters structures (the 

matching and the non-matching combinations). Accordingly, each pair should have the 

same CCS, since they are mirrored structures. If in a DMS measurement the proportions of 

matching and non-matching combinations are different for both enantiomers of an analyte, 

enantiomeric separation is theoretically possible. This assumption is critical for enantio-

meric separation and is investigated in the following way. The charged enantiopure Maru-

oka catalyst and phenylalanine are modified with enantiopure 2-BuOH. Based on the ex-

perience of the previous experiments, the common ESI source and the settings shown in 

Table 6.1 were used. Additionally, the MRM method was used for both analytes (Maruoka 

catalyst: 668/541 and CE = 43 V; phenylalanine: 166/120 and CE = 20 V). The CV was 

increased in 0.1 V steps for the dispersion plots and in 0.05 V steps for the ionograms. It 

should be noted that only a limited amount of enantiopure 2-BuOH was available and there-

fore, not every measurement was repeated with both enantiomers of the modifier, but with 

both enantiomers of the ion. To avoid performance fluctuations as much as possible, all 

measurements with the enantiopure modifier were performed on the same day and with as 

few parameter changes as possible (e.g., with as few DT conversions as possible). Both 

analytes are first considered independently and then the results are combined and evaluated. 

 

6.4.1 Maruoka catalyst 

 

First, an enantiomeric separation of the Maruoka catalyst was experimentally investigated 

with the resulting calibrated dispersion plots shown in Figure 6.28. As gas-phase modifiers, 

rac. 2-BuOH (see Figure 6.28a) and enantiopure (R)-2-BuOH (see Figure 6.28b) in a mix-

ing ratio of 1.5% were used. The rac. 2-BuOH does not lead to enantiomeric separation 

within the error limits up to an SV of 3000 V. This observation was expected, since the 

stereoselective cluster structures occur in equal proportions for both enantiomers. Only 
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with an enantiomeric excess can the cluster structure distribution become unbalanced, and 

an enantiomeric separation can be possible. A slight deviation at higher SV can be explained 

by signal noise and non-perfect Gaussian curves as the consequence of a low DT and the 

presence of a modifier (compare Figures 6.7 and 6.29). The absolute deviation at an SV of 

4000 V is extremely small (|∆𝐶𝑉| < 0.3 V) and just visible in Figure 6.28a due to low CV 

range plotted (-4 to 1 V). Similar deviations must also be expected for the addition of en-

antiopure modifiers, which is why an actual separation must significantly exceed this to be 

recognized. The addition of an enantiopure modifier (see Figure 6.28b) also does not lead 

to an enantiomeric separation at an SV in the range from 0 to 3500 V. At an SV of 4000 V, 

a ΔCV of 0.251 ± 0.121 V can be observed, which is in the range of the deviation with rac. 

2-BuOH and therefore cannot be reliably attributed to a stereoselective cluster formation. 

Accordingly, there are either no different matching and non-matching combinations with 

different cluster structures or the possible effect of stereoselective cluster formation is too 

weak to be detected by the system used. Therefore, the resolution would be too low. 

 

 
Figure 6.28:  Calibrated dispersion plots of the (R/S)-Maruoka catalyst ion recorded 

with gas-phase modifier (1.5%) present in nitrogen: (a) rac. 2-BuOH, 

(b) (R)-2-BuOH. 

 
Another explanation would be that the chiral information is lost by a too high mean cluster 

size because of a high modifier mixing ratio. In this case, the cluster structure would be-

come independent of the central ion to some extent when there is a sufficiently high number 

of clustered modifier molecules. Such behavior could be supported by delocalized charge, 
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as shown by Haack et al. for the protonated MeOH cluster systems [13]. Thus, in Fig-

ure 6.29, the ionograms of the Maruoka catalyst ion at an SV of 3500 V with added enanti-

opure 2-BuOH in different mixing ratios are shown and the CV values are summarized in 

Table 6.6. The reduced step size when increasing the CV should also increase the resolu-

tion. The ionograms show more Gaussian shapes with decreasing modifier mixing ratio, 

which is consistent with the observations from Figure 6.7. This visual effect is confirmed 

by the mathematical errors, which decrease with decreasing modifier mixing ratio (see Ta-

ble 6.6). The actual measurement errors are likely to be significantly higher but can only 

be determined to a limited extent since no reliable conclusions can be made about the per-

formance of the DMS system under the non-typical conditions used for these experiments.  

 

 
Figure 6.29:  Ionograms of the (R/S)-Maruoka catalyst ion recorded with 

rac./(R/S)-2-BuOH (different mixing ratios)  added as gas-phase modifier 

in nitrogen (SV = 3500 V). 

 
As shown in Figure 6.28 and Table 6.6, a slightly different CV can be detected for both 

enantiomers of the Maruoka catalyst ion with 1.5% rac. 2-BuOH, which is slightly higher 

than the calculated error range. Again, this should not be the result of a different cluster 

structure and can therefore be attributed to inaccuracies based on the signal shape, which 

decrease with decreasing modifier mixing ratio. The difference in CV is small enough that 

no real ion separation can be mentioned. In contrast, the addition of enantiopure 2-BuOH 

could lead to a different cluster effect on the enantiomers of the Maruoka catalyst ion and 
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thus to a different CV, but these are almost identical within the error limits in every meas-

urement (compare the results in each row in Table 6.6). Thus, enantiomeric separation can-

not be observed for a particular enantiomer of the modifier. However, it is notable that the 

addition of (S)-2-BuOH leads to a slightly weaker cluster effect than the addition of 

(R)-2-BuOH. The addition of 1.5% (R)-2-BuOH leads to a CV increased by 0.447 ± 0.063 V 

compared to the modification with (S)-2-BuOH for the (R)-Maruoka catalyst ion (see bold 

values in Table 6.6). The (S)-Maruoka catalyst ion behaves in a comparable way, both qual-

itatively and quantitatively. Consequently, there is much to suggest that this is not the result 

of a stereoselective cluster formation, as this would lead to a reversed sequence with the 

(S)-Maruoka catalyst ion. Instead, this could be the result of a different actual purity of the 

modifier. 

 
Table 6.6:  Compensation voltages of the (R/S)-Maruoka catalyst ion recorded with 

rac./(R/S)-2-BuOH (different mixing ratios)  added as gas-phase modifier in 

nitrogen at an SV of 3500 V. 

Modifier Modifier mixing 

ratio 

CV [V] 

(R)-Maruoka 

catalyst 

CV [V] 

(S)-Maruoka 

catalyst 

 

racemic 

2-butanol 

0.5% 0.889 ± 0.026 0.850 ± 0.019 

1.0% -0.980 ± 0.038 -1.097 ± 0.027 

1.5% -2.478 ± 0.039 -2.690 ± 0.047 

 

(S)-2-butanol 

0.5% 1.200 ± 0.024 1.249 ± 0.024 

1.0% -0.537 ± 0.037 -0.465 ± 0.032 

1.5% -1.984 ± 0.046 -1.894 ± 0.046 

 

(R)-2-butanol 

0.5% 0.996 ± 0.019 0.934 ± 0.021 

1.0% -0.998 ± 0.039 -1.036 ± 0.041 

1.5% -2.431 ± 0.043 -2.326 ± 0.045 

 
In summary, no signs of an enantiomeric separation could be established. The few CV shifts 

are weak, independent of the stereoselectivities of modifier and ion, and can be adequately 

explained independently of stereoselective cluster formation. 

 

6.4.2 Phenylalanine 

 

The experiences of the previous section suggest that a possible enantiomeric influence on 

the cluster effect through chemical modification with enantiopure 2-BuOH is likely to be 

rather weak. Therefore, phenylalanine with a stronger absolute cluster effect could lead to 

an observable absolute effect even with a small relative stereoselective impact. However, 

the dispersion plots do not show an enantiomeric separation for any stereoselective combi-

nation of protonated phenylalanine and 2-BuOH (0.15%), as shown in Figure 6.30. It 
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should be noted that the deviations in CV as known from Figure 6.28, also partly occurs, 

but due to the greater CV range plotted (-70 to 10 V) they are not observed in Figure 6.30. 

 

 
Figure 6.30:  Calibrated dispersion plots of the protonated D/L-phenylalanine recorded 

with rac./(R/S)-2-BuOH (0.15%) added as gas-phase modifier in nitro-

gen. 

 
Thus, the CV range of the dispersion plots in Figure 6.30 could lead to a distorted conclu-

sion, suggesting a lack of stereoselective clustering. To avoid this, the cluster effect at an 

SV of 3500 V is examined in more detail. In addition, the limit of narrowing due to increas-

ing the DR should also be tested for enantiopure modifier (compare Table 6.1). Therefore, 

the ionograms of phenylalanine with (R)-2-BuOH added as gas-phase modifier and differ-

ent DR settings are shown in Figure 6.31 (a: L-enantiomer; b: D-enantiomer).  

 

 
Figure 6.31:  Ionograms of the protonated phenylalanine (a: L-enantiomer; b: D-enan-

tiomer) at selected DMS resolutions DR recorded with (R)-2-BuOH 

(0.15%) added as gas-phase modifier in nitrogen (SV = 3500 V). 
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The common DMS settings lead to almost Gaussian distribution with a low level of noise 

(see Figure 6.31), which is confirmed by small mathematical errors, as shown in Table 6.7. 

One consequence of this is a high reproducibility, which is also clearly shown in Fig-

ure 6.30. The increase of the residence time in the DMS cell provides the expected sink of 

the HWHM: For L-phenylalanine (see Figure 6.31a), the HWHM decreases from 

0.804 ± 0.003 V at a DR of 10, over 0.706 ± 0.006 V (DR = 22) to 0.643 ± 0.005 V (DR = 

26). Simultaneously, by increasing the DR from 10 to 26, a drop in intensity—of about 

99.51% in maximum height and 99.61% in area—takes place. In addition to these expected 

effects, the increase in DR leads to an increase in CV. Similar effects are observable for 

D-phenylalanine (see Figure 6.31b) and by modifying with (S)-2-BuOH. Thus, the quali-

tative effects of the DR variation on the CV are not based on stereoselective interactions in 

the gas phase. 

 
Table 6.7:  Compensation voltages of the protonated L/D-phenylalanine at selected 

DMS resolutions DR recorded with rac./(R/S)-2-BuOH (0.15%) added as 

gas-phase modifier in nitrogen at an SV of 3500 V. 

Modifier DR CV [V] 

L-phenylalanine 

CV [V] 

D-phenylalanine 

rac. 2-butanol 10 -39.137 ± 0.008 -39.196 ± 0.008 

 

(S)-2-butanol 
10 -39.372 ± 0.007 -39.158 ± 0.004 

26 -38.717 ± 0.008 -38.750 ± 0.010 

 

(R)-2-butanol 

10 -39.197 ± 0.008 -38.954 ± 0.007 

22 -38.623 ± 0.008 -38.829 ± 0.004 

26 -38.650 ± 0.006 -38.600 ± 0.009 

 
Stereoselective interactions should be detected in a different strength of the cluster effect 

and thus in the CV values. In this context, the increasing resolution by increasing DR is not 

rated higher than the intensity loss and the shifting in CV, which is why a DR of 10 was 

used for the following experiments. The ionograms of both phenylalanine enantiomers 

modified with rac. 2-BuOH, (R)-2-BuOH, and (S)-2-BuOH are shown in Figure 6.32, and 

the corresponding CVs are marked bold in Table 6.7. Similar to the results shown in Fig-

ure 6.30, the cluster effect and thus the CV is visually independent of the stereoselective 

information. Only two ionograms deviate marginally from the others in Figure 6.32. The 

combination of L-phenylalanine with (S)-2-BuOH indicates a slight CV shift in negative 

direction, while the ionogram of D-phenylalanine with (R)-2-BuOH is slightly shifted in 

the opposite direction, which is confirmed by the CV values (see Table 6.7). However, the 

stereoselective combinations with deviated ionograms should lead to mirrored cluster struc-

tures from each other and thus the identical behavior in DMS is expected. Therefore, the 

difference in CV cannot be attributed to stereoselective interactions.  



6 Enantiomeric separations by stereoselective clustering 

 

114 

 

 
Figure 6.32:  Ionograms of the protonated D/L-phenylalanine recorded with 

rac./(R/S)-2-BuOH (0.15%) added as gas-phase modifier in nitrogen 

(SV = 3500 V). 

 
It should be noted that the low error limits due to the low noise led to different CV within 

the error limits in several cases. Once again, however, no stereoselective effect can be de-

tected here. 

 

6.4.3 Interpretation 

 

All in all, no experimental enantiomeric separation can be proven. Although the investiga-

tions of both the Maruoka catalyst and phenylalanine indicates small deviations in individ-

ual stereoselective ion-modifier combinations, but no underlying systematic is recogniza-

ble. Instead, these artifacts can be explained with measurement inaccuracies, since most of 

the deviating measurement points show displacements in the order of magnitude of the 

measurement steps by increasing the CV. Nevertheless, these results do not disprove be-

yond doubt the enantiomeric separation due to the gas phase modification with a chiral 

modifier in DMS. There are different explanations for the absence of observable stereose-

lective interactions. First, the charged nanodroplet distribution discussed in Section 6.2 

could cause the expected effect and create an undefined chemical environment in the DMS 

cell. Thus, for example, achiral solvent species can reach the DMS cell and become a sec-

ond modifier, which forms clusters with the bare ions. This would shield the chiral infor-

mation. Moreover, the interactions with nitrogen or with contaminations such as water 

could lead to similar effects. Another explanation is that the resolution of the DMS system 

is too low. According to this explanation, the stereoselective effect would be so weak that 

it might lead to a minimal enantiomeric separation. Both possibilities could potentially be 

verified by elaborate hardware adaptions.  
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Another possibility that could prevent an enantiomeric separation would be if the steric 

hindrances of both analyte enantiomers and the modifier are too low to result in different 

cluster structures with different CCS. In this case, no basis for an enantiomeric separation 

exists. 

Finally, the model of matching and non-matching interactions might be too simple to rep-

resent the complex and dynamic reaction system. Through a large number of possible clus-

tering positions, there is a broad cluster distribution with different CCSs. The dynamic 

clustering-declustering process leads to a statistically medium differential mobility over the 

entire DMS process. Consequently, two different stereoselective combinations of an ion 

and a modifier can lead to cluster distributions, which are significantly different but almost 

identical in the medium CCS and the bonding energies in the cluster structures. Accord-

ingly, the differential mobility and the behavior in DMS is almost identical. 

 

6.5 Numerical studies on stereoselective clustering 

 

Because of the lack of an experimental enantiomeric separation in DMS, numerical studies 

are used to determine stereoselective clustering. The complex structure of the Maruoka 

catalyst with many degrees of freedom (compare Figure 6.4) makes a numerical study 

costly and time consuming. Therefore, only protonated chiral amino acids (alanine and 

phenylalanine) are simulated as ions for simplicity, which are clustered with 2-BuOH in 

the next step. These chemical systems allow a more detailed examination with significantly 

less computational effort. Nevertheless, the cluster structures are still complex; therefore, 

approximations and further simplifications are necessary. 

In the first step, the geometries of bare reactants (protonated amino acids and 2-BuOH) 

were optimized on the B3LYP/6-31++G(d,p) level of theory (compare Section 3.5). The 

stability was determined by the sums of the electronic energy Ε0 and the Gibbs free energy 

corrections Gcorr, which is calculated for each conformer n (in the following: Gn). The min-

imum value Gmin for each species defines the most stable conformer, which was used as 

input for the geometry optimizations of the first cluster [L/DAA+(R/S)-2-BuOH+H]+. Only 

the L-enantiomer of the amino acid LAA was clustered with a 2-BuOH molecule. This 

method was carried out with both enantiomers of 2-uOH. Already at this point, it should 

lead to different stable clusters and different main cluster species, if stereoselective cluster-

ing proceeds. In the next step, the CCSs of the main reactants and cluster species were 

calculated using the MobCal-MPI code (compare Section 3.5) [111]. Based on the calcu-

lated CCS, it can be estimated whether different cluster structures also lead to differences 

in the differential mobility. However, it should be noted that this method examines only a 

fragmentary part of reality. Thus, only the first cluster [LAA+(R/S)-2-BuOH+H]+ is inves-

tigated while larger clusters are ignored. Moreover, the dynamic of the cluster system is 

ignored, which cannot be ignored in reality even under constant conditions (compare Chap-

ter 5). Accordingly, the following calculations should be understood as numerically proof-

of-concept and not as definitive proof. Nevertheless, it can be assumed that if stereoselec-

tive clustering is not evident, then the theoretical basis for enantiomeric separation is lack-

ing.  
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6.5.1 Reactant optimization 

 

The geometrical optimization and the following CCS calculation for 2-BuOH (both enan-

tiomers) leads to the results shown in Figure 6.33. 

 

 
Figure 6.33:  Optimized geometries of 2-BuOH (R-enantiomer: left; S-enantiomer: 

right) calculated at the B3LYP/6-31++G(d,p) level of theory and the 

CCSs calculated with the MobCal-MPI code. 

 
The optimized structures are mirror images within the error limits, which is not surprising, 

since the behavior of both enantiomers should be identical in an achiral environment. En-

ergetically, both enantiomers differ by only 2.72 ∙ 10-5 eV, which corresponds to about 

4.28 ∙ 10-7% and can be considered almost identical. The CCSs are also identical within the 

error limits. Although other conformers are possible in addition to the geometries shown in 

Figure 6.33 due to marginal differences in Gn. The mirror image pair formation can be 

verified for the entire geometrical distributions. In a further simplification and to keep the 

number of calculated cluster structures within feasible limits, only the three most stable 

geometries of each 2-BuOH enantiomer were used, which differ mainly by a rotation of the 

hydroxy group around the C-O bond.  

In Figure 6.34, the optimized geometries of the protonated L-amino acids [LAA+H]+ are 

presented. In addition to protonated L-phenylalanine (LPhe), which was experimentally in-

vestigated in the previous sections, protonated L-alanine (LAla) was also calculated as ionic 

species. As the structurally least complex chiral amino acid, alanine is the ideal choice for 

targeted pretesting. Only one clear main species emerges for the protonated L-alanine (see 

left structure in Figure 6.34), while the protonated L-phenylalanine has several similar sta-

ble conformers (see right structures in Figure 6.34). These can differ noticeably in geometry 

and CCS. 
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Figure 6.34:  Optimized geometries of protonated L-alanine (left) and L-phenylalanine 

(right) calculated at the B3LYP/6-31++G(d,p) level of theory and the 

CCSs calculated with the MobCal-MPI code. 

 
In this case, the relative probability of a conformer n, which is defined as pn, becomes 

important. For a distribution of x conformers, it can be calculated with Equation 6.1 based 

on the Boltzmann distribution [110, 127]: 

 

 𝑝𝑛 =
1

𝑍
∙ 𝑒

𝐺𝑛−𝐺𝑚𝑖𝑛
𝑘𝑏 𝑇   (6.1) 

 

Here, the Boltzmann constant is defined as kb and the sum of the probabilities of all con-

formers x is defined as Z (see Equation 6.2). 

 

 𝑍 = ∑ 𝑒
𝐺𝑛−𝐺𝑚𝑖𝑛

𝑘𝑏 𝑇𝑥
𝑛    (6.2) 

 

Based on pn, a statement can be made about the importance of a conformer for the entire 

distribution. For the protonated L-phenylalanine, two main species can be detected, which 

together account more than 99% of the distribution (see right structures in Figure 6.34). 

 

6.5.2 Numeric investigations of cluster structures 

 

The Gibbs free energy of a clustering reaction ΔRG can be calculated using the energetic 

information of the thermodynamic calculation (compare Equation 3.1), from which the sta-

bility of a cluster can be derived. However, a simplification is conducted since it is not the 

exact cluster stability that is of interest in this study but rather the question of a relatively 

different cluster structure and stability in dependence of the stereoselectivity of the modi-

fier. If ΔRG were significantly different for the formation of the main cluster species with 

each enantiomer of the modifier, a different cluster strength would be evident. However, 
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only 2-BuOH and one amino acid were used as reactants, and these are energetically iden-

tical within the limits of simplifications for all cluster reactions of the same distribution 

considered. This should make it possible to formulate qualitative statements about the rel-

ative cluster stability based on the thermodynamic information of the optimized cluster 

structures. This approach can be applied under the condition that only the first cluster of a 

single cluster distribution [LAA+(R/S)-2-BuOH+H]+ is studied. The cluster structures were 

optimized using the main conformers of the reactants for the input files (see Figures 6.33 

and 6.34). 

 

Alanine 
 

In this way, the optimized cluster structures of the protonated LAla and 2-BuOH 

[LAla+(R/S)-2-BuOH+H]+ were determined, which are shown in Figure 6.35. 

 

 
Figure 6.35:  Optimized geometries of L-alanine clustered with (R)-2-BuOH (left) and 

(S)-2-BuOH (right) calculated at the B3LYP/6-31++G(d,p) level of the-

ory and the CCSs calculated with the MobCal-MPI code. 

 
Both cluster structures share some visual similarities in geometry, such as the intermolec-

ular orientation of the hydroxy group of the modifier to a hydrogen atom of the NH3
+ group. 

However, the hydrogen atom to which the hydroxy group is orientated depends on the ste-

reoselectivity of the modifier ((R)-2-BuOH: H11; (S)-2-BuOH: H12; see Figure 6.35). De-

spite this noticeable structural difference and a small difference in the calculated Gn values 

(ΔGn = 0.0234 eV), the calculated CCS of both clusters are identical within the error limits. 

In addition, it should be noted that the cluster distribution for each modifier is flat, and so 

a high number of different conformers is possible. In Table 6.8, the four most stable of each 

distribution are listed.  
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Table 6.8:  Relative stability of the four main [LAla+(R/S)-2-BuOH+H]+ species of each 

stereoselective cluster distribution calculated at the B3LYP/6-31++G(d,p) 

level of theory and the CCSs calculated with the MobCal-MPI code. 

Cluster species  

 

Gn  

[eV] 

Gn - Gmin  

[eV] 

CCS 

[Å2] 

 

[LAla+(R)-2-BuOH+H]+ 

((R)-cluster) 

-15175.1220 0.0000 137.10 ± 1.39 

-15175.1150 0.0071 140.83 ± 1.01 

-15175.0999 0.0222 138.91 ± 0.97 

-15175.0939 0.0281 137.70 ± 1.20 

 

[LAla+(S)-2-BuOH+H]+ 

((S)-cluster) 

-15175.0985 0.0000 138.54 ± 0.83 

-15175.0946 0.0039 135.32 ± 1.25 

-15175.0941 0.0044 137.11 ± 1.19 

-15175.0900 0.0085 137.71 ± 1.38 

 
These parts of the cluster distributions show for the [LAla+(S)-2-BuOH+H]+ clusters  (in 

the following (S)-cluster) a flat distribution, while the [LAla+(R)-2-BuOH+H]+ (in the fol-

lowing (R)-cluster) distribution has two main conformers (see bold values in Table 6.8), 

which differs from the rest of the distribution. However, the main conformers cover only 

about a quarter of the invested cluster distribution (according to Equation 6.1) due to a still 

relatively small Gn gap, which is why the entire cluster distribution must be considered. 

The further distribution also shows a flat trend in a similar Gn range such as the (S)-cluster 

distribution (see Table 6.8). The CCSs does not show a direct connection to thermodynamic 

values and both distributions do not show a clear trend.  

The different cluster structures and distributions suggest that enantiomeric separation could 

be theoretically possible, although the numeric results suggest a weak effect. One explana-

tion is that the steric hindrances of the carbon structures of the modifier and the ion are too 

small to cause more intense stereoselective clustering. Accordingly, alanine does not ap-

pear to be optimal for this kind of enantiomeric separation. However, there are also no 

experimental results to the contrary. Therefore, another numeric study is performed with 

phenylalanine. The more sterically demanding carbon structure should increase the previ-

ously indicated effects. Furthermore, enantiomeric separation in IMS was experimentally 

shown by Dwivedi et al. [79], although this could not be confirmed by DMS experiments 

in the present work (see Section 6.4).   

 

Phenylalanine 
 

As shown in Figure 6.34, the protonated LPhe has two main conformers, but all main cluster 

conformers [LPhe+(R/S)-2-BuOH+H]+ are based on the more stable LPhe conformer (see 

right bottom in Figure 6.34), which was checked by using Equation 6.1. In Figure 6.36 the 
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most stable cluster conformers [LPhe+(R/S)-2-BuOH+H]+ and the calculated Gn and CCS 

values are presented. 

 

 
Figure 6.36:  Optimized geometries of L-phenylalanine clustered with (R)-2-BuOH 

(left) and (S)-2-BuOH (right) calculated at the B3LYP/6-31++G(d,p) 

level of theory and the CCSs calculated with the MobCal-MPI code. 

 
Equivalent to the results of clustered LAla, the LPhe clusters [LPhe+(R/S)-2-BuOH+H]+ ex-

hibit different main conformers depending on the enantiomer of the modifier (see Fig-

ure 6.36). However, the energetic difference is significantly smaller (ΔGn = 0.0106 eV) and 

the CCSs are also identical in the error limits. Once again, however, cluster distributions 

must be considered. For a better overview of the cluster distributions, the four main species 

of both distributions are listed in Table 6.9.  

As in the previous section, the (R)-clusters [LPhe+(R)-2-BuOH+H]+ are more stable com-

pared to the (S)-clusters [LPhe+(S)-2-BuOH+H]+ (compare Gn in Tables 6.8 and 6.9). One 

difference is that this effect can be detected for LPhe not only for the main cluster structures 

but also for the next stable conformers. Accordingly, the stronger steric hindrance of LPhe 

does not cause a stronger absolute effect on the cluster stability, but the effect seems to be 

observable over a larger range of the cluster distributions. It should be noted that the dif-

ference in the cluster stability is extremely small. Once again, the CCSs show no clear 

modifier-dependent trend. Whether a mean difference can be observed in the average of 

the entire cluster distribution is estimated using the mean CCS. Therefore, the weighted 

average of the CCS was calculated for the most stable about 80% of each distribution. In 

this way, a difference of only 0.30 Å2 could be identified (CCS(S)-cluster= 157.03 Å2; 

CCS(R)-cluster= 157.33 Å2), which is clearly smaller than the typical error limits of the 

method used. Accordingly, both the cluster stability and the CCS do not exhibit a strong 

stereoselective effect, which would be necessary for an enantiomeric separation in DMS. 
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Table 6.9:  Relative stability of the four main [LPhe+(R/S)-2-BuOH+H]+ species of each 

stereoselective cluster distribution calculated at the B3LYP/6-31++G(d,p) 

level of theory and the CCSs calculated with the MobCal-MPI code. 

Cluster species  

 

Gn  

[eV] 

Gn - Gmin  

[eV] 

CCS 

[Å2] 

 

[LPhe+(R)-2-BuOH+H]+ 

((R)-cluster) 

-21461.1901 0.0000 157.25 ± 1.54 

-21461.1727 0.0174 156.03 ± 1.33 

-21461.1725 0.0175 159.19 ± 1.77 

-21461.1709 0.0192 155.63 ± 1.47 

 

[LPhe +(S)-2-BuOH+H]+ 

((S)-cluster) 

-21461.1795 0.0000 155.88 ± 1.00 

-21461.1667 0.0128 159.87 ± 1.35 

-21461.1653 0.0142 153.87 ± 1.04 

-21461.1634 0.0161 160.36 ± 1.63 

 
In summary, it can be stated that both amino acids create different stereoselective cluster 

distributions. Accordingly, it comes down to low but observable differences in Gn, while 

the calculated CCSs show hardly any stereoselective dependence in the averages of the 

entire cluster distributions. It should be noted that the differences in Gn are in the order of 

10-2 eV at most. To classify this value, the geometry distribution of [Me4N+(ACN)2]
+ cal-

culated by Haack [110] at the B3LYP-GD3/6-31++G(d-p) level of theory is used. Depend-

ing on the position of the modifier molecules in the cluster structure, energetic differences 

in the order 10-1 eV could be shown (determined via the differences of the zero-point cor-

rected binding energies) [110]. Therefore, the stereoselective differences in Gn are in a 

range that appears to be quantitatively negligible. Nevertheless, the systematically higher 

cluster stability of the (R)-clusters indicates stereoselective clustering in the gas phase, but 

the steric hindrance of the modifier is too small to lead to significantly different cluster 

distributions in CCS. Thus, increasing the steric hindrance of the modifier is necessary. 

This is a rather theoretical approach since a higher steric hindrance of the modifier would 

be associated with lower vapor pressure. For this reason, the use of such sterically more 

demanding modifier as gas-phase modifier becomes increasingly unrealistic. 

Again, it should be noted that the calculations are only a rough approximation of reality. 

For simplicity, parts of the cluster distribution were neglected (i.e., only the most stable 

conformers were investigated) and larger cluster sizes were not calculated at all. Further-

more, the cluster process in DMS is characterized by large dynamics, which is not recreated 

by these calculations. Moreover, the inconstant conditions in the DMS cell, such as the SV 

or the temperature gradient, are not represented. Therefore, the numerical results should be 

understood as an indication of a maximally weak stereoselective effect and not as a definite 

result that can be directly applied to reality. 
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6.6 Summary and conclusion 

 

The theory of an enantiomeric separation in DMS using a chiral, enantiopure gas-phase 

modifier is based on the work of Dwivedi et al. [79], which reported such a separation in 

IMS. Therefore, an enantiomeric separation in DMS could be possible, and the experience 

from the previous chapters on clustering in the gas phase also does not argue against this 

idea. Since this approach has not yet been established, the ideal experimental conditions 

were determined first (see Table 6.1) and, in a series of preliminary measurements, the 

Maruoka catalyst and phenylalanine were selected as promising analytes. While phenylal-

anine was already enantiomerically separated in IMS [79], the Maruoka catalyst is a rather 

unknown analyte for this kind of application. It is characterized by a more complex struc-

ture at the chiral position compared to phenylalanine (see Figure 6.4), and a stereoselective 

clustering could be amplified. At the same time, the absolute cluster effect is relatively 

weak, making a low DT necessary, while the absolute effect on phenylalanine is signifi-

cantly stronger (compare Figures 6.3 and 6.5). The study of both chiral analytes—which 

differ significantly in the behavior in DMS, the type of chirality, and the stereoselective 

structure—should cover a wide range of chiral ions to maximize the chances of successful 

enantiomeric separation. 

In addition to the investigated ions and DMS conditions, the impact of the ionization 

method is of great importance. The common ionization with an ESI source indicates a cru-

cial problem in the formation of highly charged nanodroplets. Unlike the textbook ESI 

mechanism, these charged nanodroplets can pass the ion inlet of common MS systems as 

demonstrated by Markert et al. [60], which was also demonstrated in this work (see Fig-

ure 6.9). The behavior of charged nanodroplets in DMS was experimentally studied. A 

nanodroplet behavior similar to bare ions is established at an SV of 4000 V (see Fig-

ures 6.13 and 6.14), and the addition of a gas-phase modifier also led to a cluster-like effect. 

Furthermore, the wide nanodroplet distributions are composed of many undefined subdis-

tributions. Depending on the sprayed solution and the DMS conditions, the subdistributions 

of one main distribution behave similarly (see Figure 6.17) or show noticeable differences 

(see Figure 6.18). It could be demonstrated that the main share of charged nanodroplets 

also pass the DMS cell. A total separation of bare ions and nanodroplets is not possible 

with the given system, which is problematic for enantiomeric separation since interactions 

of nanodroplets and bare ions, which could disturb stereoselective clustering, cannot be 

excluded. In addition, other modifiers can enter the DMS cell as part of a nanodroplet, 

resulting in an undefined gas-phase composition. Consequently, a variation of the ioniza-

tion method offers itself to prevent the formation of a nanodroplet distribution. However, 

it became apparent that the low vapor pressure of the Maruoka catalyst excludes a suffi-

ciently high ion yield by ionization in the gas phase, which includes both APCI and APLI. 

The commercial nanoESI source also does not lead to a textbook ESI mechanism, and the 

formation of highly charged nanodroplets could not be prevented (see Figure 6.26). There-

fore, a change of the ion source was not carried out due to the lack of promising alternatives 

(see Table 6.5). 
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Even with the optimized measurement conditions, an enantiomeric separation was not ob-

servable experimentally for both analytes. The smallest differences in the CV due to the 

addition of stereoselective modifiers under otherwise identical conditions can be attributed 

to measurement inaccuracies. Furthermore, these can usually only be determined mathe-

matically (see Figure 6.29 and Table 6.6), and the slight fluctuations cannot be identified 

as stereoselective effect (see Figure 6.32). A numerical study of alanine and phenylalanine 

reaches a quantitatively similar result. The CCS of the first protonated clusters of the 

L amino acids with both enantiomers of 2-BuOH [LAA+(R/S)-2-BuOH+H]+ were identical 

within the error limits and only minimal differences in the cluster stability were observed 

(see Figures 6.35 and 6.36). However, it could be demonstrated that for both amino acids 

many similar stable cluster structures must be considered (see Tables 6.8 and 6.9). On av-

erage, no quantitively different CCS could be demonstrated for the distributions either, but 

a systematically smaller cluster stability by using (S)-2-BuOH could be demonstrated. This 

systematics indicates stereoselective clustering. 

In summary, the stereoselective clustering of a chiral ion with enantiopure 2-BuOH did not 

lead to an enantiomeric separation either in experimental or in numerical studies. In partic-

ular, the numerical results indicate a steric hindrance of both the ions and the modifier that 

is too low to lead to a significantly different cluster structure. A theoretical solution would 

be the addition of a sterically more complex modifier; however, the increasing vapor pres-

sure could become a problem since mixing ratios in percentage range are necessary in 

DMS. Furthermore, the experimental approach also led to problems, such as the 

nanodroplet distribution or the thermodynamic connection of the ion source and the DMS 

cell. These have effects on ion-modifier interactions that cannot yet be estimated. The 

chemical composition of the gas phase in the DMS cell also cannot be prevented from 

contaminations such as water. Accordingly, the results of the underlying work of Dwivedi 

et al. [79] could not be reproduced and confirmed. The experimental and especially the 

numerical findings rather point away from the enantiomeric separation by adding enanti-

opure 2-BuOH to the gas phase. Nevertheless, the experimental results are not absolutely 

comparable because the instrument design and analytical methods differ greatly.  
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7 Overall summary, conclusion, and outlook 

 

 
The interaction of ions and neutral species in the gas phase and, in particular, the cluster 

chemistry is of great importance for several analytical methods such as mass spectrometry, 

ion mobility spectrometry, and differential mobility spectrometry (see Chapter 1). For this 

reason, the aim of this work was the mainly experimental investigation of such interactions. 

Since this is an extremely broad topic, the focus was on individual subtopics, and the results 

should be combined to fundamental findings, which can be transferred to different analyt-

ical methods and chemical systems. These provide a reliable interpretation of the resulting 

spectra. Based on previous and parallel experimental and numerical studies, the following 

subtopics were examined: 

 
▪ The effect of the ion structure on cluster formation (Chapter 4). 

 

▪ Actual clustering and declustering process under constant conditions, depending on 

the reduced field strength (Chapter 5). 

 

▪ Enantiomeric separation as a result of stereoselective cluster formation, using an 

enantiopure gas-phase modifier (Chapter 6). 

 
Since the experimental approaches used to investigate the individual subtopics have already 

been summarized in the corresponding chapters, these will not be repeated in detail. In-

stead, the general findings, the thematic connection of the individual subtopics, and the 

resulting conclusions will be highlighted. Furthermore, the outlook for further studies will 

be given. 

First, the cluster effect as a function of the ion structure was investigated at amines and 

diamines using a commercial DMS-MS coupling and a common ESI source for ionization. 

The relative CCS ratio between ion and modifier strongly influences the differential mo-

bility, whereby an increase in CCS of the ion leads to a decreasing cluster effect. Even in 

pure nitrogen, the equivalent dependence of the interaction with polarized nitrogen on the 

ion structure could be shown. A quantitative comparison of different ions is only legitimate 

if the increasing ion structure does not lead to other effects such as shielding of the charged 
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position. However, structural variations at or close to the charged position influence the 

structure of the cluster due to a steric and chemical adaption of the ion. The modifier also 

influences the impact of the ion structure. In an MeOH cluster, the charge is delocalized, 

while it is centered in an ACN cluster. As a result, for individual combinations of ions and 

modifiers, the expected CCS-dependent decreasing of the cluster effect can be reversed or 

completely changed. In the event of multiple charging, a further effect could be shown. If 

there is a large distance between charged positions, largely independent cluster systems 

occur, while a short distance leads to a combined cluster system. This results in either nearly 

doubling the cluster effect or a reduction of the increasing.  

The actual clustering process was investigated using HiKE-IMS. Ionization in the gas phase 

using a corona discharge prevents the investigation of analytes with a low vapor pressure 

and consequently mainly solvent clusters were investigated. The permanent presence of 

water in non-ignorable mixing ratios provided the opportunity to investigate mixed clusters, 

which should also have been present in the previous DMS-MS measurements. The perma-

nent accumulation of water to nearly all ionic species is shown by a steady increase of the 

reduced ion mobility with increased reduced field strength. Such individual species did not 

exhibit this behavior. An increase in the humidity and a decrease in temperature both sup-

port higher mean cluster sizes and a decreased ion mobility. In this context, it is not relevant 

if a mixed cluster or a pure water cluster was observed. Only at high reduced field strengths, 

a constant reduced ion mobility hinted at nearly bare ions. Similar effects by the addition 

of modifier into the gas phase were expected but could hardly or not at all be detected due 

to an insufficient mixing ratio of the modifier. In addition, the actual declustering process 

can be investigated with HiKE-IMS. Species which are connected in a chemical system, 

could be identified through a shift in intensity by increasing the reduced field strength. 

These chemical systems are very likely to be cluster systems. Furthermore, a dynamic 

switch between connected species was demonstrated due to a plateau between the signals 

in a HiKE-IM spectrum. Accordingly, a dynamic clustering-declustering process even un-

der constant energetic conditions was established. The combination of these dynamic clus-

tering processes and other reactions lead to a complex chemical systems which produces 

more than just one defined ionic species. 

The findings of the two subtopics were used to investigate stereoselective clustering in the 

gas phase. The addition of enantiopure 2-BuOH as modifier in the common DMS by in-

vestigating the Maruoka catalyst or phenylalanine should lead to an enantiomeric separa-

tion. This work neither experimentally nor numerically enabled an observable enantiomeric 

separation. The numerical results indicate a qualitative effect in the cluster stability of the 

first cluster, which is unlikely to be quantitatively measurable. According to the findings 

from Chapter 4, increasing the relative CCS of the modifier could increase these effects; 

however, the vapor pressure of an increasing modifier seems to make this impossible. 

In addition, a modification of the mass spectrometer makes it possible to perform droplet 

experiments, and the presence of highly charged nanodroplets in the high vacuum area was 

demonstrated. These nanodroplets are formed in the ESI process, which must therefore 

differ from the textbook mechanism. A nanodroplet distribution is formed, which can be 

further divided into subdistributions. The chemical composition (solvents as well as ionic 
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species) defines the subdistributions and within the DMS process, a behavior known from 

bare ions was demonstrated. These nanodroplets have a differential mobility and a cluster-

like effect by adding a modifier, as shown in the research. A separation of bare ions and 

highly charged nanodroplets was not possible. Consequently, contaminations in the DMS 

cell cannot be prevented, and these can interact with the bare ions. A change of the ioniza-

tion method to prevent the generation of highly charged nanodroplets was excluded due to 

the lack of a suitable alternative. 

Overall, the findings of the three subtopics can be combined to form generally valid results 

on cluster chemistry in the gas phase. A dynamic clustering-declustering process also oc-

curs under constant chemical conditions and at reduced pressure and leads to a complex 

chemical system. As a result, the assignment of individual signals (e.g., in IMS) to one 

ionic species must be questioned as this would imply a nearly constant species in the entire 

analytical process. Instead, each signal represents a part of a dynamic chemical system. 

Furthermore, the effect of the ion structure on cluster formation is attributed to steric and 

chemical effects, and further charges can lead to single or multiple cluster centers depend-

ing on the ion structure and the added modifier. Moreover, a deviation of the textbook 

mechanism for the ionization with ESI was shown and further investigated. The stability 

of the charged nanodroplets is high enough to pass the DMS process and the ion inlet of 

common mass spectrometers. Accordingly, the presence of these species must be consid-

ered in any gas-phase process after ionization with an ESI source. A precise classification 

as liquid phase or as cluster is complicated and not finally feasible. 

All data indicate that these are universally valid findings, which can be transferred to com-

parable systems. Nevertheless, only small ions were used in this work. In the case of larger 

ionic species such as oligopeptides or even peptides, further effects are expected.  

This work clearly shows the complexity of the gas-phase chemistry of ions. The findings 

fit into the whole picture but also represent only a fragment. For a more accurate and resil-

ient interpretation of analytical spectra, a deeper understanding of such effects is necessary, 

which is why further investigations must follow. In particular, the processes in HiKE-IMS 

and the highly charged nanodroplets require a more in-depth numerical and experimental 

investigation. 
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ΔCVX→Y   difference in the compensation voltage between X and Y 

ΔRG   Gibbs free energy of reaction 

λ   wavelength 

µD   electrical dipole moment 

2-BuOH   2-butanol 

ACE   acetone 

ACN   acetonitrile 

APCI   atmospheric pressure chemical ionization 

AP   atmospheric pressure 

API   atmospheric pressure ionization  

APLI   atmospheric pressure laser ionization 

CCS   collision cross section  

CI   chemical ionization 

CID   collision-induced dissociation  

CRM   charge residue model 

CV/ CoV   compensation voltage 

DC   direct current 

DeP   dew point  

DFT   density functional theory 

DMMP    dimethyl-phosphonate   

DMO   DMS offset  

DMS   differential mobility spectrometry 

DP   declustering potential 

DR   DMS resolution 

DT   DMS temperature  

DTIMS   drift tube IMS 

E   electric field strength 

E/N   reduced field strength 

E0   electronic energy  

ee   enantiomeric excess 

Ehigh   electric field strength of high field 

EI   electron ionization 

Elow   electric field strength of low-field  

ESI   electrospray ionization  
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FAIMS   field asymmetric waveform ion mobility spectrometry 

Gcorr   Gibbs free energy correction 

Gmin   minimum sum of electonic energy and Gibbs free energy 

Gn   sum of electonic energy and Gibbs free energy of species n 

GS1   nebulizer gas 

GS2   heater gas 

HiKE-IMS   high kinetic energy - ion mobility spectrometry 

HiKE-IMS-MS   high kinetic energy - ion mobility - mass spectrometry coupling 

HWHM   half width at half maximum 

IMS   ion mobility spectrometry 

IMS-MS   ion mobility - mass spectrometry coupling  

IP   impact partner (inert) 

IPA   2-propanol 

IS   ion spray voltage 

K   absolute ion mobility 

K0   reduced ion mobility  

KED   kinetic energy distribution 
L/DAA   L/D-enantiomer of an amino acid 
L/DAla   L/D-enantiomer of alanine 
L/DPhe   L/D-enantiomer of phenylalanine 

LC   liquid chromatography 

ld   length of the drift tube 

LMCO   low mass cut-off  

m   mass  

m/z   mass-to-charge ratio 

M   neutral analyte species  

M+   analyte cation 

MDC   modifier compositions  

MeOH   methanol 

MII   metal with oxidation state +II 

MRM   multiple reaction monitoring  

MS    mass spectrometry 

N   gas number density  

N0   gas number density under standard conditions  

nanoESI/ nESI   nano electrospray ionization 

OPO   optical parametric oscillator 

p   pressure 

p0   standard pressure 

pre-RIP    pre-reactant ion peak 

PTR   proton transfer reaction 

Q1   first quadrupole of a QqQ 

q2   second quadrupole (collision cell) of a QqQ 

Q3   third quadrupole of a QqQ 

QIT   quadrupole ion trap 

QqQ   triple quadrupole system 

rac.   racemic 

ref   reference amino acid 
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REMPI   resonance enhanced multi photon ionization 

RF   radio frequency 

RIP    reactant ion peak 

RP   resolution power 

SEM   secondary electron multiplier 

SRM   selective reaction monitoring  

SV   separation voltage 

T    (background) temperature 

T0   standard temperature 

tandem MS/ MSn   tandem mass spectrometry 

TAPCI   source temperature (APCI) 

td   drift time 

Teff   effective temperature 

TESI   source temperature (ESI)  

Th   temperature by electric heating 

thigh    high-field time 

TIC   total ion chromatogram 

tlow   low-field time 

Tof-MS   time-of-flight mass spectrometry 

Tsource   source temperature  

vd    drift velocity 
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