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Abstract 

This work consists of two parts that are concerned with different aspects of the ion 

dynamics in quadrupole ion trap (QIT) mass spectrometers. 

The first part describes the development and application of a method for de-

tecting changes of ion kinetic energy distributions (KED), based on the interaction 

of ions with a variable potential barrier in the ion transfer stage. The potential bar-

rier is introduced by applying a deceleration potential at the transfer stage exit. 

Deceleration potential response (DPR) curves are measured with a Faraday cup 

electrode and an ion trap. The Faraday cup measurements allow direct evaluation 

of the KED, because the data reflect the direct interaction of the ion charge with 

the potential barrier. In contrast, the DPR curves measured with the ion trap ex-

hibit complex shapes. Modeling of the ion injection process confirmed that this is 

the result of the energy-dependent ion acceptance function of the ion trap which 

is superimposed on the DPR. The fringe field between the transfer stage exit and 

ion trap entrance electrodes introduces an RF-phase-dependent modulation of the 

ion kinetic energy. As conclusion, the absolute KED cannot be precisely deter-

mined from the ion trap data; however, the method is sensitive to changes of the 

KED. Further characterization of the method demonstrated that changes of the 

transfer voltages are conserved in the kinetic energy distribution only down-

stream of the second vacuum stage in Bruker HCT and amaZon mass spectrome-

ters. Collisional re-equilibration of the kinetic energy occurs in the first and second 

vacuum stages. The RF voltage, or more generally, the stability parameter qz, was 

found to have a systematic impact on the shape of the DPR curves. The effect of 

different incident KEDs was studied in simulations to support interpretation of ex-

perimentally observed shifts of the DPR. It was demonstrated that the method sup-

ports the investigation of the ion evolution with electrospray ionization (ESI). The 

combination with survival yield experiments revealed that ion activation in the ion 

transfer stage impacts on the observed ion distribution due to changes of the KED. 

Finally, the method was applied to study the impact of experimental parameters 

on the KED of ions generated with ESI. It was found that the ESI tip voltage as well 

as the addition of chemical modifiers to the background gas strongly impacts on 

the ion formation process, likely due to a change of the droplet formation and evo-

lution dynamics. The results support the hypothesis that gas phase ion formation 

with ESI is not completed within the ion source but occurs downstream within the 

ion transfer stage.  

In the second part, the formation and storage of ions in a Fourier transform 

(FT) QIT with in-trap electron ionization (EI) is described. Ionization is carried out 
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in a transient gas pulse within the quadrupolar field, which introduces nonlinear 

dependencies of the ionization rate on controllable ionization parameters. Model-

ing of the gas pulse suggests that chemical ionization (CI) conditions can easily be 

attained during ionization, i.e., ion-molecule chemistry is invoked. In combination 

with the RF-modulated electron beam energy, this renders the interpretation of 

mass spectra difficult and thus compromises compound identification with EI da-

tabases. Ionization rates, as determined from electron beam simulations, suggest 

that the trap is easily overloaded with ions. The controlled ejection of matrix ions, 

e.g., by instability ejection or selective excitation techniques, is thus a prerequisite 

for detection of compounds present at low mixing ratios. Collisions of ions with the 

background gas during the sample gas pulse adversely affect the ion lifetime in the 

ion trap. Collision-induced ion loss was found to significantly contribute to sup-

pression of low-mass ions. This effect distorts the observed ion population signifi-

cantly and leads to pronounced loss of spectral information.  

The simulation framework IDSimF, concurrently developed in a separate major 

research effort, was successfully applied in this work. The simulation results were 

in very good agreement with literature data. The capability of simulating realistic 

ion numbers, i.e., on the order of several ten thousand ions, in ion trap applications 

with consideration of space charge effects renders IDSimF a valuable tool for fu-

ture complex ion dynamics studies. 
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1 Scope of this work 

The scope of the present work is - in the widest sense - the investigation of the ion 

dynamics in two quadrupole ion trap (QIT) mass spectrometers, namely an atmos-

pheric pressure ionization (API) scanning ion trap and an electron ionization (EI) 

Fourier transform (FT) ion trap. The term ion dynamics refers to the motion of 

ions in electric fields in combination with ion-neutral and ion-ion interactions, re-

spectively. 

One challenge in API mass spectrometry (MS) is the comprehensive under-

standing of the ion transfer process from the ion source into the high vacuum re-

gion of the mass analyzer. During this transfer, ions experience often rapidly 

changing conditions and can undergo chemical reactions and fragmentation. In 

combination with electrospray ionization (ESI), another level of complexity is in-

troduced because ions are initially transported within charged droplets from 

which they are eventually released at some point in the instrument. This process 

is still not entirely understood. The first part of this work describes the develop-

ment, characterization, and application of a method for detecting changes in the 

ion formation pathway based on changes of the ion kinetic energy distribution 

(KED) in an API ion trap equipped with an ESI source. The experimental procedure 

relies on the interactions of ions with a potential barrier and can in principle be 

implemented in every type of mass spectrometer. Interpretation of experimental 

results is supported by comprehensive modeling of the ion transfer stage and ion 

trap injection process, leading to a deeper understanding of the fundamental pro-

cesses that impact the kinetic energy response. The development of the method 

aims at providing an additional tool for studying aspects of the droplet evolution 

and ion formation pathway occurring with ESI. 

The second part addresses the investigation of ion formation and storage in an 

FT-QIT. Ions are generated in a transient gas pulse with electron ionization in a 

quadrupolar field. This results in varying ionization conditions that impact on ion-

ization rates and storage of ions in the QIT. The different stages of a measurement 

cycle are studied with numerical models, which are successively combined to ob-

tain a comprehensive description of the entire process. Thus, underlying funda-

mental processes that impact the stored ion population can be studied individu-

ally. The results are put into context with experimental observations, which exhibit 



Scope of this work 

2 

 

 

 

only the final outcome of the convoluted effects. Furthermore, the application of 

the simulation program IDSimF (Ion Dynamics Simulation Framework) for ion tra-

jectory simulations with consideration of space charge with realistic particle num-

bers is demonstrated. 
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2 Software packages 

This chapter gives a brief overview of the simulation programs used in this work. 

2.1 IDSimF 

Development of the Ion Dynamics Simulation Framework (IDSimF) was started by 

Walter Wissdorf in the department for physical and theoretical chemistry (PTC) 

and the Institute for Pure and Applied Mass Spectrometry (ipaMS) at the Univer-

sity of Wuppertal. The code was published in 2020 under the GNU General Public 

License v3.0 and is available on GitHub [1]. The main motivation for this develop-

ment was the necessity for a tool that allows ion trajectory simulations in electric 

fields with consideration of ion-ion interactions within large particle ensembles. 

Numerical trajectory integration is done with the Verlet algorithm [2]. The elec-

tric particle-particle interactions are calculated with the Barnes-Hut algorithm [3]. 

With this approach, long range inter-particle forces are not calculated separately 

but are approximated by the summed force of a pseudo particle representing a 

group of individual particles. In addition, the charge of each particle can be scaled 

with a space charge factor (scf), which can be used for artificially increasing the 

total charge density without adding additional particles. IDSimF includes a hard-

sphere collision model, a chemistry model, and an image-current-induction model 

based on the Shockley-Ramo theorem [4, 5]. The different program parts are de-

veloped as individual modules, which can be combined as required for different 

simulation applications. Currently, IDSimF does not contain an electric field solver. 

Fields can either be defined with analytical functions or imported from other pro-

grams, e.g., SIMION (Scientific Instrument Services, Inc., Ringoes, NJ) or COMSOL 

Multiphysics (COMSOL AB, Stockholm, Sweden). 

IDSimF has already been used in different projects for the study of MS-related 

topics, e.g., cluster dynamics in ion mobility devices [6–8], and space charge effects 

in quadrupoles [9] and ion traps [10, 11]. 

IDSimPy is a Python [12] library for pre- and post-processing of IDSimF simu-

lation results and was developed by PTC/ipaMS in parallel with IDSimF; it is also 

available on GitHub [1].  

https://github.com/IPAMS/IDSimF
https://simion.com/
http://www.comsol.com/
http://www.comsol.com/
https://github.com/IPAMS/IDSimPy
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2.2 SIMION 

SIMION 8.1 (Scientific Instrument Services, Inc., Ringoes, NJ, www.simion.com) is 

one of the most commonly used electromagnetic field solvers and ion trajectory 

simulation packages in the MS community. The field solver uses the finite differ-

ences method. Electrode geometries and potentials are defined in a potential array. 

The solution for each electrode is calculated and stored separately. The total field 

in the simulation is the linear combination of all electrode solutions. The potentials 

applied to the individual electrodes are scaling factors in the linear combination, 

which allows for rescaling of electrode potentials “on the fly”, without the neces-

sity for recalculating the entire field. This allows the implementation of dynamic 

fields with a static field solver, by applying time-dependent scaling factors. Elec-

trode geometries can be imported from computer-aided design (CAD) models or 

created with geometry files, in which geometries are defined with a scripting lan-

guage. The latter allows for automated geometry modifications during a simula-

tion. 

Trajectory integration is done in SIMION with a Runge-Kutta method [13]. The 

accuracy of the integrator can be adjusted with the quality parameter T.Qual, 

which adapts the timestep length relative to the grid resolution of potential array. 

Generally, larger positive or negative values for T.Qual increase the accuracy. For 

T.Qual > 0 the time step size is additionally adapted dynamically in certain cases 

to improve accuracy, e.g., when particles approach electrode surfaces. For 

T.Qual ≤ 0 the timestep size is static. [13]  

SIMION provides a programming interface based on Lua [14] that allows users 

to control simulation parameters and create customized simulation procedures. 

External libraries written in Lua can be easily imported and are used also for ex-

tensions that are already provided by SIMION, e.g., the hard sphere collision model 

HS1 and the reaction simulation model RS [15]. The latter was also developed by 

Walter Wissdorf and has become a part of the SIMION program package. 

2.3 SPARTA 

The Stochastic Parallel Rarefied-gas Time-accurate Analyzer (SPARTA) [16, 17] is 

a program for the simulation of rarefied gas flows based on the Direct Simulation 

Monte Carlo (DSMC) [18] method. DSMC was initially developed by Graeme Bird 

[18] and is nowadays widely applied for the study of large scale rarefied gas flows, 

e.g., the gas flow around spacecraft during atmospheric reentry [19], as well as in 

microstructures [20]. Modeling of gas flows in the transition regime between con-

tinuum and free-molecular flow conditions requires the treatment of individual 

http://www.simion.com/
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particles because the continuum assumption of fluid dynamics is no longer valid 

and inter-particle interactions cannot be neglected as in the case of free-molecular 

flows. The particles in a DSMC simulation are characterized by their spatial coor-

dinates, velocity, and potentially internal energy. The latter is important for proper 

modeling of energy transfer and chemical reactions. The translational motion of 

particles is determined by their velocity in a given timestep. Particle-particle colli-

sions and reactions are modeled statistically with appropriate distribution func-

tions. The simulation domain is overlaid with a grid to accelerate the calculation of 

particle collisions. Collisions are calculated per cell, i.e., only for particles in the 

same cell, so that only particles are considered that can potentially interact with 

each other during a timestep. Typically used collision models are the variable hard 

sphere (VHS) [21] and variable soft sphere (VSS) models [22], which consider en-

ergy-dependent collision cross sections and are significantly more accurate than 

simple hard sphere models. The VSS model also accounts for variable diffusion 

cross sections and is thus more accurate than the VHS model [23]. For accurate 

modeling of gas flows, a proper statistic representation of collisions is necessary. 

This requires careful settings of the timesteps and grid cell sizes in relation to the 

particle density as well as a sufficiently large number of simulated particles. 

SPARTA is optimized for performance and parallel computation and targets 

topics that require simulation of large particle numbers. Simulations can be per-

formed in two and three dimensions and geometries can be manually created by 

defining the coordinates of the geometry boundaries in a text file or can be im-

ported from CAD models. The grid in the simulation domain can be static or dy-

namically adjusted during the simulation based on local grid cell properties, which 

allows optimization of accuracy and computation time. The boundaries of the sim-

ulation can be set to different interaction models for different boundary condi-

tions, e.g., in- and outflow of particles, or reflective or periodic behavior. Surfaces 

allow the application of different surface collision and reaction models for particle-

surface interactions. The VHS and VSS collision models are both available in 

SPARTA. Time-averaged cell data can be selected as simulation output when time 

resolution of the time step length is not required, which reduces the total size of 

the result files. The result files contain selected parameters for each grid cell, e.g., 

particle density or temperature. A comprehensive manual for SPARTA is available 

online and as a PDF file [24]. The SPARTA developers also provide a set of Python 

scripts called Pizza.py for pre- and postprocessing, e.g., conversion of STL files into 

SPARTA-readable format for geometry definition or conversion of SPARTA result 

files into different formats for further analysis.  

https://pizza.sandia.gov/
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2.4 Data processing 

The simulation results presented in this work are processed with custom Python 

scripts, depending mainly on NumPy [25] for data handling, SciPy [26] for pro-

cessing, e.g., data fitting, and Matplotlib [27] for plotting. Functions that are used 

for specific tasks are referenced in the corresponding sections. The handling of raw 

output is different for the three programs: 

IDSimF stores the trajectory results in the HDF5 [28] format. IDSimPy provides 

functions for parsing the data and converting them into basic Python objects or 

NumPy arrays.  

SIMION results are stored as delimited text files. These are easily readable with 

Python/NumPy. 

SPARTA result files are converted into the PVD file format of Paraview [29] 

with the Pizza.py toolkit. The PyVista [30] library is used for reading of PVD files 

in Python. 
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3 Kinetic energy measurements for ion 
dynamics studies in API-MS 

In this chapter, a complementary approach to the established survival yield 

method for characterizing ion dynamics and formation pathways in API-MS is pre-

sented, which is based on the determination of kinetic energy distributions (KED) 

in the analyzer region of API instruments. A direct evaluation of the kinetic energy 

response can potentially reveal similar dependencies as the fragmentation re-

sponse, since changes of the internal energy of ions in a mass spectrometer are 

mostly induced by changes of their kinetic energy. In contrast to the survival yield 

method, the KED approach does not require additional information, such as the 

fragmentation energy, and is applicable to every single observed ion species, and 

not only to a set of ions with characteristic properties. The experimental procedure 

is implemented and characterized in Bruker ion trap mass spectrometers. The in-

terpretation of the experimental data is supported by computational modeling of 

the ion transfer stage and the ion trap injection process. Finally, the application of 

this method for studying ion dynamics during ESI is demonstrated.  

3.1 Introduction 

Mass spectrometry dates back to the experiments on ‘rays of positive electricity’ 

by J. J. Thomson in the early 20th century [31]. After more than 100 years, the un-

derstanding of fundamental processes in mass spectrometry is yet incomplete. 

This is on the one hand caused by the complexity of some processes occurring dur-

ing a mass spectrometric experiment, but also the sheer amount of available mass 

spectrometric methods and combinations thereof. One of the main challenges in 

API-MS is to understand ion transformation processes occurring during a meas-

urement, as they determine the observed ion population. Chemical reactions, e.g., 

radical chemistry and oxidation of the analyte in the discharge region of plasma-

based ion sources [32], can lead to more complex mass spectra (additional peaks, 

e.g., M•+, [M+16]+, [M+32]+) and, thus, masking of the identity of molecular ions. 

Corona discharges can also readily occur at the liquid surface of the Taylor cone in 

ESI sources, even when moderate spray voltages are applied, resulting in compa-

rable chemical transformations [33]. In thermodynamically controlled ion sources, 

charge transfer between different analyte ions can lead to complete depletion of 
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ion signals. In this case, the observed ion population does not reflect the neutral 

composition of the sample anymore [34]. Additional ion transformations can occur 

within the ion transfer stage. Strong electric fields, that are usually applied for ion 

sampling and focusing, can not only induce fragmentation (collision induced disso-

ciation, CID) [35] but can also shift reactivities of reagent cluster ions [36]. These 

processes depend on the physical and chemical interactions during the lifetime of 

an ion, which are in turn depending on the instrument geometry (e.g., ion source 

and vacuum interface design, mass analyzer type) as well as operational parame-

ters (e.g., ionization parameters, acceleration voltages) during a measurement. 

3.1.1 Ion kinetic energy in mass spectrometry 

The ion kinetic energy is a critical parameter for the operation of all mass spec-

trometers, as it affects the performance of ion optics, RF-driven ion guides, and 

mass analyzers. For example, the axial ion energy determines the residence time 

in a quadrupole mass filter and, thus, the number of secular oscillations, which im-

pacts on the mass resolution of the filter [37, 38]. Ions with a large radial kinetic 

energy are more likely to be lost from multipole ion guides. Ions that are injected 

into RF multipoles with insufficient axial kinetic energy have a longer interaction 

time with the fringe field at the entrance, which adversely affects the acceptance 

of the multipole [39, 40]. In TOF analyzers the kinetic energy spread before accel-

eration into the flight tube greatly affects the attainable mass resolution. The suc-

cess of TOF instruments was enabled by development of space and energy focusing 

techniques [41, 42].  

Under collision-free conditions, the change of ion kinetic energy ΔEkin is directly 

controllable by electric fields, as it scales linearly with the change of the electric 

potential ΔU that ions experience [43]: 

 Δ𝐸kin = 𝑧𝑒Δ𝑈, (3-1) 

where e is the elementary charge in atomic units and z is the charge number of the 

considered ion. With the introduction of API, ions need to be guided through colli-

sion-dominated regions, i.e., the ion source and vacuum interface, before entering 

the mass analyzer. DC voltages are thus applied for axial transport, while radial 

confinement is usually achieved with RF-voltage-driven multipole ion guides or 

ion funnels. A fraction of the kinetic energy gained upon acceleration in an electric 

field is lost due to collisions with the background gas. When the electric accelera-

tion is constant over a time period exceeding the ion velocity relaxation time τ, i.e., 

the time it takes for the accelerating and damping forces to equilibrate, the motion 

of ions is characterized by their drift velocity vd. It is determined by the ion mobility 

K and the electric field strength E [44]: 
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𝑣𝑑 =

𝐾

𝐸
 . 

(3-2) 

The ion mobility scales inversely with the gas number density N and the colli-

sion cross section Ω, according to the Mason-Schamp equation [44]: 

 
𝐾 =

3

16
(

2𝜋

𝜇𝑘𝐵𝑇
)

1/2 𝑒

𝑁Ω
 ,  

(3-3) 

where µ is the reduced mass of the ion and gas, kB is the Boltzmann constant, T is 

the absolute gas temperature and e is the ion charge. As a result, ions may exhibit 

different velocities not only due to their m/z but also their size.  

Axial acceleration voltages are scaled according to the respective pressure 

ranges in different compartments of the MS, e.g., higher pressures require higher 

voltages to compensate for the collisional damping of the ion motion. RF voltages 

are usually set to fit the m/z range of interest, as the transmission properties of ion 

guides are m/z-dependent [45]. It becomes apparent that the ion velocity or kinetic 

energy may change significantly in an ion transfer stage, as both the pressure and 

electric field strength are variable. Therefore, the kinetic energy of ions arriving at 

the mass analyzer is not easily inferred from the total potential gradient in the 

transfer stage and can also not be considered as a drift motion along the total 

length of the ion optics. Ultimately, the ion kinetic energy defines directly the phy-

sical interactions inside a mass spectrometer under collision-free conditions and, 

hence, its physical characteristics, e.g., ion transmission or mass resolution, and 

thus needs to be carefully controlled.  

3.1.2 Internal energy deposition and ion transformation pro-
cesses 

Vacuum ionization techniques were utilized at large until the development of at-

mospheric pressure ionization and corresponding vacuum interfaces in the 1960s 

[35, 46]. The internal energy uptake of ions during the ionization process is char-

acteristic for different ionization techniques, which has led to categorizing into soft 

(no or little fragmentation, e.g., field ionization (FI)) and hard ionization (strong 

fragmentation, e.g., electron ionization (EI)) [47]. With vacuum ionization tech-

niques, the energy transfer onto the ionized molecule does manifest itself directly 

(excluding the kinetic shift1) in the degree of fragmentation observed in a mass 

spectrum. The internal energy dictates the chemical transformations an ion can po-

tentially undergo.  

                                                        

1 A kinetic shift is observed when the dissociation rate of an activated ion is small compared 
to the temporal delay between the activation event and detection. This leads to a lower 
observed fragmentation yield or a higher apparent activation energy [48, 49]. 
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Figure 1: Comprehensive API cluster chemistry mechanism. Reprinted with permission 

from [36]. Copyright 2014 John Wiley & Sons, Ltd. 

Under atmospheric pressure conditions, excess internal energy transferred to 

a molecule during the ionization process is quickly dissipated into the background 

gas, due to the high collision frequency. Also, the primary ionization event pro-

duces predominantly matrix ions, which are normally present in great excess, and 
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analyte ions are subsequently generated via secondary ion-molecule reac-

tions. [34] Because of that, the ionization processes that yield the typically ob-

served protonated molecules [M+H]+ with API methods, is per se “soft”2. Figure 1 

summarizes the processes that lead to formation of observed analyte ions for dif-

ferent API methods operating in the gas phase. The displayed mechanism focusses 

on the formation of protonated water clusters as the common reagent ion popula-

tion of different primary ionization techniques. Neutral analyte molecules interact 

with these clusters, e.g., leading to ligand-switch or association reactions. Subse-

quent CID in the transfer stage can then yield the protonated analyte [50]. 

The harshness of the interaction of ions with electric fields can be characterized 

by the reduced field strength E0, which is defined as the ratio of the electric field 

strength E and the particle density N: 

 
𝐸0 =

𝐸

𝑁
. 

(3-4) 

E0 provides a measure of the deviation of the ion kinetic energy from thermal 

energy, induced by electric acceleration [51]. Ion-neutral collisions will not result 

in a significant increase of the ion internal energy (low-field conditions), when the 

acceleration distance between collisions is too short at the prevailing electric field 

strength for ions to attain sufficiently large kinetic energies. This is generally the 

case in atmospheric pressure ion sources. Ion activation thus occurs mostly in in-

termediate pressure regions, where a significant increase of the mean collision en-

ergy is attained via electric acceleration (high-field conditions), due to the in-

creased mean free path. High-field conditions are easily obtained in API transfer 

stages. It is noted that for ion activation to take place, a high reduced field strength 

is only one prerequisite; of course, collisions still need to occur. 

The water cluster system is highly dynamic and responds almost instantane-

ously to changes of the reduced field strength. Under thermal conditions and typi-

cal ambient water mixing ratios in the range of 1%, the most abundant cluster sizes 

of the type [H+(H2O)n]+ are n = 4…8 [52]. In regions of high reduced field strengths, 

the mean cluster size decreases. The proton affinity also decreases with the cluster 

size [53] and as small clusters ([H+(H2O)n]+, n < 3) are generated direct proton 

transfer reactions can occur [32, 54]. This is utilized in proton transfer reaction 

mass spectrometry (PTR-MS), where [H3O]+ is predominantly produced for direct 

                                                        

2 It should be noted that ionization of an analyte molecule may not only occur in the ion 
source but also in the vacuum interface region, where the collision rate is significantly re-
duced and ions are experiencing strong electric fields. Dissociative ionization processes 
may become more prominent under such conditions, resulting in overall harder ionization 
[36]. 



Kinetic energy measurements for ion dynamics studies in API-MS 

12 

 

 

 

protonation of analytes [54]. With protonated water clusters as the dominant ion-

ization reagent, the typical occurrence of protonated molecules in API is readily 

rationalized, even when the primary ionization process produces radical cations 

as primary reagent ions, which is the case for virtually every API method operating 

in the gas phase [34]. Since API sources are usually not sealed against the environ-

ment, water from the surrounding air can easily penetrate into the system and thus 

becomes one of the most abundant matrix components inside the ion source. Ad-

ditionally, analytes are often introduced into the ion source in aqueous solutions, 

which elevates the water content in the ion source background gas. Naturally, all 

compounds present in the ion source can participate in the ionization mechanism, 

which may open additional reaction pathways and explains, e.g., the occurrence of 

adduct ions [55]. In collision-dominated regions, ions will always be solvated by 

polar molecules present in the matrix gas [56]. It is thus highly unlikely that bare 

gas phase ions but rather solvated ions (clusters) are entering the mass spectro-

meter inlet. The adiabatic expansion of the ion source effluent into the vacuum sys-

tem may even promote cluster growth.3 Therefore, gas-phase-based API is gener-

ally characterized by cluster chemistry. “Desolvation” of these clusters is sup-

ported by heating and auxiliary gas streams (“drying gas”) in the ion source region, 

but is often only achieved by CID in the ion transfer stage [35]. The products of the 

desolvation process, i.e., the observed ion population, are eventually determined 

by the proton affinities or gas phase basicities/acidities of the cluster constituents. 

It is generally assumed that accumulation of internal energy in analyte ions occurs 

only after complete desolvation [57]. This implies, that the occurrence of fragment 

ions requires desolvation of precursor ions and subsequent activation via ener-

getic collisions, i.e., CID.  

While the cluster-chemistry nature of API is generally acknowledged, cluster-

chemistry itself is often left out in the discussions of the ESI process. This is due to 

the fact that the primary ionization of analyte ions with ESI occurs within the liquid 

phase, within charged droplets or at droplet-gas interfaces, which is also the only 

feasible explanation for the occurrence of multiply charged ions [58]. The ions are 

at some point transferred into the gas phase, depending on the droplet composi-

tion, analyte properties, and instrument operational parameters. However, when 

ions have already been transferred into the gas phase in a collision-dominated 

 

                                                        

3 This is a well-known issue of API interfaces and is counteracted by applying suitable ac-
celeration voltages in the first differential vacuum stage, resulting in CID of solvent clusters 
[35]. 
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Figure 2: Charge retention/charge depletion mechanism scheme. SCA stands for super-

charging reagent. Reprinted with permission from [59]. Copyright 2020 American Chemi-

cal Society. 

environment, they cannot evade cluster chemistry. It was demonstrated that the 

gas composition can significantly affect the observed ion population in ESI experi-

ments [57, 59–61]. Figure 2 depicts a mechanism that combines the ion release 

from charged droplets with subsequent cluster chemistry. As shown in the API 

cluster chemistry mechanism (Figure 1), it is proposed that bare gas phase ions 

will be only produced after desolvation in the ion transfer stage. Observing frag-

ments, i.e. CID of ions generated with ESI in any part of the ion transfer stage, im-

plies that the ion release from charged droplets and complete desolvation oc-

curred before CID processes operated on the ion. 
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Both gas-phase-based API and ESI yield solvated ions and the desolvation pro-

cess requires activation of these ion-solvent aggregates. This is the step in which 

significant internal energy deposition does occur in API-MS. Inattentive settings of 

“declustering potentials”, which are applied to dissociate ion-solvent clusters, can 

promote CID of ions. Modern mass spectrometers are usually tuned for sensitivity, 

which also requires strong electric fields for ion transport and focusing in collision-

dominated regions, such as the ion source and the vacuum interface. This does in 

turn promote energetic collisions with neutrals and the extent of fragmentation 

scales with the collision energy [62]. The internal energy uptake of ions is thus 

directly coupled to their transport in the ion transfer stage and therefore not char-

acteristic for different ionization techniques, but rather for entire instrumental 

setups, i.e., combinations of ion source, vacuum interface, ion optics, mass ana-

lyzer, and applied voltages. 

3.1.3 Fragmentation response as a diagnostic tool 

Even though fragmentation of analyte ions in API is usually no direct result of the 

primary ionization step, subsequent fragmentation can be utilized for studying the 

internal energy deposition in different API systems. The extent of fragmentation is 

linked to the ion evolution from its point of creation to the point of activation. 

Therefore, differences in the fragmentation response between instrument settings 

can give insights into this process. The survival yield method is widely applied for 

determination of internal energy distributions under various experimental condi-

tions. The method relies on the fragmentation of so-called thermometer ions with 

known fragmentation energies [63]. From the survival yield of multiple ions with 

different fragmentation energies, the internal energy distribution can be inferred. 

The relative dependence of the internal energy deposition during ionization on 

ionization parameters is observable as shifts of the fragmentation response in re-

gions downstream of the ion source. Since the kinetic shift is difficult to assess 

within API mass spectrometers, the absolute position of the energy distribution 

can usually not be evaluated from a survival yield experiment [64], but relative 

shifts of the energy distribution are still observable. The impact of different ioni-

zation methods [65–68] and ion source parameters [64, 69–72] on the observed 

energy deposition in the ion transfer stage was extensively studied and linked to 

ion formation and desolvation pathways.  

Prior to fragmentation of covalent bonds, dissociation of loosely bound clusters 

is frequently induced by activation. This was very clearly demonstrated in experi-

ments in which polar solvent vapor was abundantly added to the matrix gas in 

nano-electrospray experiments, which completely suppressed fragmentation of 
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molecular ions [59] or even labile noncovalent complexes [57]. Ion solvation de-

pends also on ion source parameters, such as gas flows, which was observed in 

survival yield experiments [73]. Thus, the fragmentation response, i.e., the internal 

energy deposition, is predominantly linked to the mechanism that leads to desolv-

ated gas phase ions, rather than to the primary ionization step. While the latter is 

well understood, e.g. protonation, the formation of bare gas phase ions with ESI is 

still under discussion. Especially the release of ions from charged droplets remains 

unresolved and is subject of recent research [74, 75]. 

3.1.4 Kinetic energy response as a diagnostic tool 

The kinetic energy of ions can reveal fundamental insights into their formation 

process. In 1928, Condon and Smyth [76] predicted the formation of H+ ions with 

excess kinetic energies from different excited states of molecular ions during elec-

tron ionization of H2, based on quantum mechanics regarding the hydrogen atom. 

The H+ ions should exhibit different kinetic energies, depending on the state from 

which they are formed. The abundance of these ions should depend on the energy 

of the incident electron beam, as the formation of the states requires different en-

ergies. This effect is termed kinetic energy release (KER) [77] and was experimen-

tally confirmed by Bleakney [78] and Lozier [79] in 1930, who determined ion ve-

locity distributions of the H+ ions in dependence of the incident electron energy by 

utilizing a retarding potential between the point of ion creation and the detector. 

The method was used for further studies on dissociation of diatomic molecules and 

determination of their heats of dissociation, see for example [80, 81]. In 1941, Hag-

strum and Tate proposed an alternative experiment for studying the dissociation 

of diatomic molecules with a magnetic sector field mass spectrometer, which al-

lows simultaneous ion kinetic energy and mass analysis. The analysis was based 

on the distortion of peaks of ions that are formed with different kinetic energies in 

the ion source and are, thus, focused non-uniformly in the instrument.[82] Similar 

observations were later linked to metastable ions that fragment in field-free re-

gions in the mass spectrometer [83], which extended the applicability of the 

method to polyatomic ions and became known as ion kinetic energy spectrometry 

(IKES) [84]. The development of double-focusing sector field instruments enabled 

mass-analyzed ion kinetic energy spectrometry (MIKES) [85], which allows for the 

analysis of isolated ions.4 These techniques are used to study the KER in unimolec-

ular fragmentations of ions in the field-free region of sector field instruments. The 

                                                        

4 McLafferty and coworkers identified isomers by analyzing metastable ions and the re-
spective fragments [86]. Cooks and coworkers used a MIKE spectrometer specifically for 
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electric sector downstream of the fragmentation region is used for the kinetic en-

ergy analysis. MIKES experiments were utilized to gather information on ionic 

structures, e.g., protonation sites in peptides [89], reaction energetics, e.g., gas 

phase basicities [89] and proton affinities [90], and reaction dynamics, e.g., transi-

tion states in fragmentation [91] and ion-molecule reactions [92]. The evaluation 

of such fundamental atomic or molecular properties requires a well-prepared ion 

ensemble, i.e., the availability of precise control of ionization and fragmentation 

parameters. When ions are formed in an environment where they cannot be ana-

lyzed undisturbedly, the sensitivity of a kinetic energy analysis is shifted from the 

ionization process itself towards the ion evolution after the ion has been created, 

which is determined by collisions and chemical transformations under the given 

conditions. Analysis of the “bulk” kinetic energy distribution of ion ensembles is 

commonly done with retarding potential analyzers (RPA) [93] and is of interest for 

characterizing plasmas [94, 95]. RPAs were also coupled with mass spectrometers 

for evaluation of mass-resolved energy distributions [96]. The principle of apply-

ing a retarding potential for measuring the kinetic energy dependent integral ion 

current was also used inside the ion optics of mass spectrometers. Instead of grids, 

neighboring ion optical elements were utilized to implement a potential barrier. 

This was done, e.g., for characterizing kinetic energy distributions of ions formed 

in an inductively coupled plasma (ICP) mass spectrometer [97] and for selectively 

blocking secondarily formed ions inside the ion optics, depending on their kinetic 

energy [98]. In principle, this method can be implemented in every mass spectrom-

eter. Since ion optics voltages do also impact strongly on the transfer properties, 

the change of the transfer efficiency has to be evaluated and included in the inter-

pretation of the kinetic energy analysis. 

3.1.5 Ion dynamics in a quadrupole ion trap 

A quadrupole ion trap consists of three electrodes with hyperbolically shaped sur-

faces. The central ring electrode is positioned between the two cap electrodes. 

Storage of ions in a QIT is based on their interactions with a dynamic electric field 

that is applied between the ring and cap electrodes. During an acquisition cycle in 

a QIT mass spectrometer, ions are injected and stored inside the trap and are sub-

sequently mass-selectively ejected. In addition, ion isolation and excitation steps 

                                                        

selecting precursor ions in the magnetic sector, subsequent fragmentation and mass anal-
ysis of the fragment ions in the electric sector [87], laying the foundation for tandem mass 
spectrometry [88]. 



3.1 Introduction 

17 

 

 

 

can be performed prior to mass analysis. Therefore, ions can undergo various lev-

els of kinetic and internal excitation during a QIT experiment. 

The mass-selective operation of a QIT depends on the characteristic ion motion 

in a quadrupolar field, which is described by solutions to the Mathieu equation 

[99]. A brief overview of the fundamentals is given in the following. For a detailed 

treatment of the theory the reader is referred to [100]. The stability of an ion is 

expressed in terms of two stability parameters au and qu, where u represents the 

spatial coordinates x, y and z. Due to the symmetry of the quadrupolar field the 

stability parameters for the x and y coordinate are identical and the ion motion can 

thus be separated into a radial and axial component. Stability parameters for the 

radial (ar and qr) and axial coordinate (az and qz) are given: 

 
𝑎𝑧 = −2𝑎𝑟 = −

16𝑒𝑈

𝑚(𝑟0
2 + 2𝑧0

2)Ω2
 

(3-5) 

and 

 
𝑞𝑧 = −2𝑞𝑟 =

8𝑒𝑉

𝑚(𝑟0
2 + 2𝑧0

2)Ω2
 , 

(3-6) 

where e is the elementary charge, U is a DC voltage, V is an RF voltage, m is the ion 

mass, r0 and z0 are the trap electrode dimensions in radial and axial direction, re-

spectively, and Ω is the radial frequency of the RF voltage. In the context of QIT-

MS, the axial ion motion is usually of predominant importance, because the ion 

trajectory manipulation inside a QIT is achieved by dipolar excitation between the 

cap electrodes, i.e., along the axial coordinate. Therefore, in the following section 

all expressions are written with regard to the axial coordinate (index z), if not 

 
Figure 3: Excerpt of the stability diagram in (az, qz) phase space. The space between the 

red (βr) and black lines (βz) are r- and z-stable regions, respectively. QITs are usually oper-

ated in the space of overlapping r and z stability (grey area). 
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stated otherwise. Conversion between the axial and radial terms is possible via 

eqs. (3-5) and (3-6). The stability diagram in (az, qz) phase space reveals regions of 

ion stability in both r and z direction. QIT mass spectrometers are operated in the 

region of overlapping r and z stability which extends around the qz axis of the sta-

bility diagram, as shown in Figure 3.  

QIT mass analyzers are usually operated without a DC voltage, so that az is zero 

and the ion stability can be characterized by only one parameter qz. The stability 

region intersects the qz axis at 0 and 0.908, which defines the mass range that can 

be stored in a QIT at given dimensions and field parameters. A qz value of 0.908 

defines the low mass cut-off (LMCO), i.e., the lowest m/z ratio5 that is stable in the 

quadrupolar field: 

 
LMCO = (

𝑚

𝑒
)

min
=

8𝑉

0.908(𝑟0
2 + 2𝑧0

2)Ω2
 . 

(3-7) 

There is no fundamental high mass limit for the stability of ions, as qz = 0 cor-

responds to an ion with infinite m/z (cf. eq. (3-6)).6  

The motion of a charged particle in a quadrupolar field is periodic and is char-

acterized by two fundamental secular oscillations with the axial and radial fre-

quencies ωz and ωr, respectively: 

 
𝜔𝑧 = −2𝜔𝑟 =

𝛽𝑧Ω

2
 . 

(3-8) 

The dimensionless parameter βz is a function of az and qz. An approximation for 

βz ≪ 1 was found by Major and Dehmelt [101]: 

 

𝛽𝑧 ≈ √𝑎𝑧 +
𝑞𝑧

2

2
 . 

(3-9) 

The exact value of βz is defined by a continued fraction expression. Integer val-

ues of βz describe the boundaries of regions of stability in the stability diagram, as 

depicted in Figure 3. The region of operation for QITs is between βz = 0 and βz = 1. 

According to eq. (3-8), the axial secular frequency of an ion at the stability limit 

βz = 1 is half the RF frequency. From eqs. (3-6), (3-8) and (3-9) the axial secular 

frequency in an ion trap (az = 0) can be calculated for any qz: 

 
𝜔𝑧 =

2√2𝑒𝑉

𝑚(𝑟0
2 + 2𝑧0

2)Ω
 . 

(3-10) 

                                                        

5 It is noted that eq. (3-7) yields the LMCO in [kg/C], while in mass spectrometry m/z is 
usually given in [Da/e], where e is the elementary charge in atomic units. 
6 The required voltages for mass selective ejection limit the upper mass limit of QIT mass 
spectrometers. 
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A second oscillating motion, the so-called micromotion, is superimposed on the 

secular oscillation. Its frequency equals the RF frequency. 

An important parameter that impacts on ion dynamics in a QIT is the pseudo-

potential �̅�𝑧 which determines the effective focusing force acting on ions. The 

pseudopotential is also called Dehmelt potential, after Hans Georg Dehmelt, who 

found a simple equation for calculating �̅�𝑧, which is valid for qz < 0.4 [102]: 

 
�̅�𝑧 ≈

𝑞𝑧𝑉

8
 . 

(3-11) 

With knowledge of D̅z the maximum kinetic energy of the secular oscillation can 

be calculated: 

 
𝑒�̅�𝑧 ≈

𝑒𝑞𝑧𝑉

8
 . 

(3-12) 

Trapping ions that are generated in an external ion source requires that the 

ions lose a fraction of their kinetic energy after entering the ion trap, so that their 

maximum kinetic energy decreases below the pseudopotential7. This is achieved 

by increasing the pressure inside the QIT with a buffer gas, typically in the range 

of 10-3 mbar [106, 107]. Helium is commonly used as buffer gas, as its low mass 

facilitates energy transfer from ions to the gas (collisional cooling). As the ion en-

ergy decreases, the maximum oscillation amplitude declines as well, resulting in 

an ion ensemble which is eventually centered in the ion trap. In addition to ena-

bling effective storage of injected ions, collisional cooling of stored ions also im-

proves mass resolution, as it reduces the spatial ion spread along the ejection axis 

[106, 108]. 

Resonant dipolar excitation is utilized in modern QIT mass spectrometers for 

manipulation of the stored ion ensemble, i.e., ion isolation, excitation and ejection8. 

An auxiliary RF voltage is applied between the cap electrodes for either single-fre-

quency9, narrow- or broadband excitation. Multiple-frequency excitation can be 

achieved with the SWIFT (stored waveform inverse Fourier transform) excitation 

technique [111, 112], that was adapted from Fourier transform ion cyclotron res-

onance (FTICR) MS and nuclear magnetic resonance (NMR) spectroscopy. The ex-

citation voltage is in resonance with the axial secular oscillation frequencies of ions 

                                                        

7 Different approaches for storing externally generated ions in a QIT were studied (e.g., 
[103–105]), most of which were theoretical considerations, but none was successfully ap-
plied in a commercial instrument. 
8 Initially, mass selective ejection was achieved by an instability scan, i.e., ejection at the 
LMCO by ramping the RF amplitude [106]. 
9 The actual secular frequencies may differ from the values obtained with eq. (3-10), e.g., 
due to field imperfections or space charge. Different techniques were developed to com-
pensate for these adverse effects [109, 110]. 
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inside the trap, resulting in swift energy transfer into the axial motion, leading to 

an increase of its amplitude. From eq. (3-12) it follows that the attainable kinetic 

energy of stored ions in a QIT is proportional to the RF voltage. The attainable in-

ternal energy is therefore also proportional to the RF voltage, since it depends on 

the energy of inelastic collisions with the buffer gas and thus the ion kinetic energy 

[113]; increasing the RF voltage during resonant excitation allows for larger exci-

tation amplitudes, resulting in stronger activation. This in turn also increases the 

LMCO (eq. (3-7)), which may result in instability and ejection of fragment ions and 

has to be considered in the layout and interpretation of fragmentation experi-

ments. 

3.2 Experimental and instrumentation 

The kinetic energy distribution of ions can be measured by applying a potential 

barrier between consecutive ion optical elements. Ions with a sufficiently low axial 

kinetic energy cannot overcome this barrier and are removed from the detected 

ion signal. When the barrier height is gradually incremented, the KED of the ions 

can be calculated from the ion intensity progression. The implementation of this 

method in Bruker ion trap mass spectrometers and associated experiments are 

described in this section. 

3.2.1 Bruker mass spectrometers 

The experiments are performed with Bruker HCTplus and amaZon ion trap mass 

spectrometers, equipped with the Bruker Apollo ESI source, and a Bruker micrO-

TOF time-of-flight mass spectrometer equipped with a custom-built nano-elec-

trospray ionization (nESI) source. The Bruker DataAnalysis 4.1 software is used 

for qualitative evaluation and export of selected data. Further analysis and visual-

ization are performed with Python scripts. 

Bruker HCTplus ion trap 

The HCTplus is based on a four-stage differentially pumped vacuum system. A 

schematic overview of the instrument layout is given in Figure 4. The gas intake 

through the glass inlet capillary (18 cm length, 0.5 mm i.d.) is 0.9 L/min. The first 

vacuum stage is pumped by a rotary vane pump and the resulting background 

pressure is about 3.6 mbar. A skimmer is positioned coaxially with the inlet capil- 

lary for ion sampling into the second vacuum stage. Ions are further transported 

via two consecutive octopole ion guides, operating in the range of 10-2-10-1 mbar 

and 10-2-10-3 mbar [114], respectively. Ions are focused into the ion trap via an 
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Table 1: HCTplus standard ion source and transfer stage settings 

Ion source Capillary high voltage -4500 V 

Spray shield offset -500 V 

Dry gas flow 1.5 L/min 

Dry gas temperature 180 °C 

Nebulizer pressure 500 mbar 

Transfer stage Capillary exit 111.9 V 

Skimmer 40.0 V 

Octopole 1 DC 12.0 V 

Octopole partition 6.8 V 

Octopole 2 DC 1.7 V 

Lens 1 -5.0 V 

Lens 2 -60.0 V 

 

 
Figure 4: Schematic of the Bruker HCTplus instrument with attached Apollo ESI source. 

electrostatic lens array at the transfer stage exit. The background pressure in the 

analyzer recipient is around 10-5 mbar. The standard settings for the ion source 

and ion transfer stage (smart parameter setting, SPS) used in most experiments, 

unless stated otherwise, are listed in Table 1. 

Ion current measurements 

For measuring absolute ion currents, the complete ion trap assembly of the HCT-

plus instrument is replaced by an aluminum Faraday cup electrode. The cup is 

mounted onto an electrically insulated fixture and positioned directly in front of 

the ion transfer exit lens at a distance of 3 mm. The diameter of the cup electrode 

(18 mm) is significantly larger than the exit lens diameter (1.5 mm), ensuring that 

all ions are efficiently collected. Ion currents are recorded with a 610C Solid State 



Kinetic energy measurements for ion dynamics studies in API-MS 

22 

 

 

 

Electrometer (Keithley Instruments, Inc., Ohio, USA). The analog output of the elec-

trometer is connected to the input of a Voltcraft VC870 digital multimeter (Conrad 

Electronic SE, Hirschau, Germany). Data from the multimeter are transferred to a 

computer with a USB interface. The Voltcraft VC870 Interface Program 4.2.1 is 

used for data logging. 

In normal ion trap operation, the potentials of the capillary exit, skimmer, lens 

1 and lens 2 are switched during mass analysis to prevent ions from entering the 

ion trap. This potential change is picked up by the Faraday cup and periodically 

disturbs the ion current signal. Setting the ion accumulation time of the instru-

ment, i.e., the time between these potential jumps, to the largest possible value of 

50 s, allowed the ion current to stabilize within this time. The actual ion current is 

determined in the data post-processing stage, where the recorded signal is cut into 

segments, which are then assigned to the respective ion transfer stage settings 

during an experiment. The spikes in the recorded signal are used for automated 

segment recognition. A threshold value is manually defined for detecting the 

spikes in the differential ion current ΔI (cf. Figure 5, bottom left). The mean ion 

current is calculated from the last 15 values preceding the positive spike in each 

segment (cf. Figure 5, right). 

 
Figure 5: Exemplary excerpt of a temporal evolution of the ion current I during a DPS ex-

periment (top left) and the differential ion current ΔI used for segment recognition (bottom 

left). 
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Bruker amaZon ion traps 

The amaZon ETD and amaZon Speed ETD instruments utilize a dual ion funnel inlet 

stage replacing the skimmer used in the HCT instrument for ion sampling. A sche-

matic overview of the instruments’ layout is given in Figure 6 and the standard ion 

source and transfer stage DC potentials are listed in Table 2. The inlet capillary 

(18 cm length, 0.6 mm i.d.) is aligned off-axis to the ion transfer stage to reduce 

transport of larger neutral aggregates into the downstream part of the instrument. 

The gas inflow is 1.3 L/min. The first ion funnel is operated at 3.6 mbar and has a 

large entrance diameter of 3.5 cm for efficient sampling from a large volume. The 

RF voltage applied to the funnel electrodes establishes a radial trapping field. A DC 

gradient accelerates ions towards the funnel exit and into the second funnel, which 

is smaller in diameter and length and operates at about 0.1 mbar. Downstream of 

the second funnel, ions are further transported via an octopole, which is split in 

the center for applying an additional axial acceleration voltage. The background 

pressure in this region is at 10-4 mbar. The ion beam is focused by an electrostatic 

lens array into the analyzer chamber, where the pressure drops to 10-5 mbar. A 

short multipole and a further subsequent lens array are used for transferring the 

ion beam into the ion trap.  

Table 2: amaZon ETD/amazon speed ETD standard ion source and transfer stage settings 

Ion source Capillary high voltage -4500 V 

Spray shield offset -500 V 

Dry gas flow 4 L/min 

Dry gas temperature 180 °C 

Nebulizer pressure 500 mbar 

Transfer stage Capillary exit 140.0 V 

Funnel 1 in/out/lens 100.0/35.0/25.0 V 

Funnel 2 in/out/lens 12.0/10.0/3.3 V 

Octopole 1/partition/2 2.3/1.7/1.1 V 

Focus 1 lens 1/2/3 0.5/-20.0/-6.0 V 

Multipole lens/DC -6.0/-4.0 V 

Focus 4 lens 1/2/3 -4.0/-5.0/-75.0 V 
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Figure 6: Schematic of the Bruker amaZon instrument with attached Apollo ESI source. 

Bruker micrOTOF 

In the experiments with the Bruker micrOTOF time-of-flight (TOF) mass spectrom-

eter a custom nano-electrospray ionization (nESI) source is used in positive mode. 

Variable mixing ratios of solvent vapor can be added to the matrix gas of the ion 

source. A schematic overview of the instrument layout is given in Figure 7. The 

experimental setup is described in [59]. The ion source is connected to the differ-

entially pumped vacuum system of the mass spectrometer with a glass capillary 

(18 cm length, 0.5 mm i.d.). A skimmer is positioned on-axis downstream of the 

capillary exit for ion sampling into the second vacuum chamber, comparable to the 

HCTplus ion trap setup (cf. Figure 4). The ions are transported further by two hexa- 

Table 3: micrOTOF standard ion source and transfer stage settings 

Ion source Gas flow 800 mL/min 

Liquid flow 300 nL/min 

nESI voltage 1200-1800 V 

Transfer stage Capillary exit 50.0 V 

Skimmer 1 35.0 V 

Hexapole 1 28.5 V 

Skimmer 2 23.9 V 

Hexapole 2 22.2 V 

Hexapole RF 600.0 V 

Lens transfer time 50.0 µs 

Lens pre-pulse storage 4.0 µs 

Lens 1 storage/extraction 30.0/21.3 V 

Lens 2/3/4/5 9.0/-20.0/0.0/-27.5 V 
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Figure 7: Schematic of the Bruker micrOTOF instrument with attached custom nESI 

source. 

pole ion guides, which are separated by another skimmer. Downstream of the sec-

ond hexapole, ions are focused by an electrostatic lens into the orthogonal accel-

eration stage. The ion transfer voltages are summarized in Table 3. 

3.2.2 Chemicals 

All chemicals were purchased from Sigma-Aldrich Chemie GmbH (Munich, Ger-

many) and were used without further purification. HPLC grade solvents and Milli-

pore water were used for preparation of analyte solutions, all other substances 

were purchased with the highest available purity. For analysis all analytes were 

diluted in a blank solution of acetonitrile/water (1/1) with 0.1% formic acid 

added, unless stated otherwise. 

Synthesis of benzylpyridinium salts 

Different benzylpyridinium salts were prepared by stirring the respective benzyl 

bromide derivative with an equimolar amount of pyridine in acetonitrile (HPLC 

grade) for 15-30 minutes at room temperature. After filtration, the obtained white 

powder was washed with diethyl ether, dried and then stored at -26 °C until use. 

3.3 Kinetic measurement methods 

The response of the ion population to changes of instrument parameters in the ion 

transfer stage is studied in this work. Changes of transfer voltages have a direct 

impact on the electric acceleration and thus the kinetic energy of ions in the con-

sidered region. Therefore, the corresponding methods are bundled under the term 

kinetic measurement methods. 
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3.3.1 Potential barrier method 

The KED of the ion beam exiting the ion transfer stage of an API ion trap mass 

spectrometer is determined by applying a variable deceleration potential Ud be-

tween the transfer stage exit and the ion trap entrance electrode. Essentially colli-

sion-free conditions are assumed in this region, so that the applied potential di-

rectly corresponds to a change of the ion kinetic energy, according to eq. (3-1). The 

change of the ion signal intensity I with increasing Ud is proportional to the number 

of ions with a kinetic energy that is insufficient to overcome the potential barrier. 

Thus, a deceleration potential scan (DPS) yields the integral signal intensity I(Ud) 

of all ions with a sufficiently high kinetic energy in dependence of the applied de-

celeration potential Ud, and is referred to as deceleration potential response (DPR) 

in this work. The derivative of the DPR corresponds to the probability distribution 

function P(Ekin) of the ions, which is referred to as KED in the following: 

 
KED ≡ 𝑃(𝐸kin) =

𝑑𝐼(𝑈𝑑)

𝑑𝑈𝑑
. 

(3-1) 

The diagram shown in Figure 8 depicts the workflow for obtaining the KED 

from experimental data.  

 
Figure 8: Workflow for obtaining KEDs from experimental data. 
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The DPR can be obtained as the ion current measured with a Faraday cup and 

electrometer or the ion intensity obtained from mass spectra recorded with the 

ion trap. The latter allows evaluation of mass-resolved KEDs. The normalized DPR 

curve is fitted with an appropriate fitting function. Data fitting is performed with 

the scipy.optimize.curve_fit method from the SciPy package [26]. The sig-

moid function S(x) (3-2) is symmetric around the inflection point, whereas the 

Gompertz function [115] G(x) (3-4) is asymmetric, resulting in symmetric or asym-

metric KED curves (S′(x) (3-3) or G′(x) (3-5)), respectively.  

 
𝑆(𝑥) =

1

1 + 𝑒
𝑥−𝑎

𝑏

 
(3-2) 

 

𝑆′(𝑥) = −
e

𝑥+𝑎
𝑏

𝑏 (𝑒
(

𝑎
𝑏

)
+ 𝑒

(
𝑥
𝑏

)
)

2 

(3-3) 

 𝐺(𝑥) = 1 − 𝑒−𝑎⋅𝑒−𝑏⋅(𝑥−𝑐)
 (3-4) 

 𝐺′(𝑥) = −𝑎 ⋅ 𝑏 ⋅ 𝑒−𝑎⋅𝑒−𝑏⋅(𝑥−𝑐)−(𝑏⋅(𝑥−𝑐)) (3-5) 

The deceleration potential is applied between the ion transfer stage exit and 

the ion trap entrance. To accomplish that, the potential of the entire transfer stage 

is decreased relative to the standard setting, i.e., the potential of each ion optical 

element is changed by the same value. In this way, the DC gradient and thus the ion 

transmission through the transfer stage remains unaffected. The entrance cap 

electrode of the ion trap and the Faraday cup are always held at ground potential.  

The DPS is automated via acquisition segments in the Bruker ion trap control 

software. In the first segment the standard settings are applied. In the following 

segments, the deceleration potential is ramped from the highest value to the stand-

ard settings again. By comparison of the first and last segment the data can be 

checked for intensity drifts. Segments are usually 1 min in duration. The data of 

each segment are averaged and assigned to the deceleration potentials in the post-

processing routine. 

3.3.2 Survival yield method 

The survival yield method is used for determination of internal energy distribu-

tions of ions in a mass spectrometer (cf. section 3.1.3). This is done by exciting a 

series of ions with known critical energies of fragmentation, e.g., by collisional ac-

tivation in the ion transfer stage or in collision cells. From the signal intensities of 

the precursor (IM) and fragment ions (IF) the survival yield SY is calculated: 

 
𝑆𝑌 =

𝐼𝑀

𝐼𝑀 + ∑ 𝐼𝐹,𝑖𝑖
 . 

(3-6) 
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An exemplary survival yield analysis is shown in Figure 9. The SY for each ion 

is calculated from the intensities at different activation levels, e.g., acceleration 

voltages in a collision cell. The values at a selected activation level, preferably 

where the SY values are evenly distributed between zero and one, are then plotted 

against the ions’ respective fragmentation energies E0. Two additional points are 

added to this set of data, based on the following assumptions:  

1) A fragmentation energy of the molecules of zero will always lead to com-

plete dissociation (SY(E0=0) = 0).  

2) No dissociation will occur when the fragmentation energy is significantly 

larger than that of the most stable ion used in the experiment 

(SY(E0≫E0,max) = 1).  

The resulting curve corresponds to the integral of the internal energy distribution. 

The internal energy distribution P(E0) is obtained by per-interval differentiation 

or data fitting with a sigmoid function and subsequent differentiation.  

The compounds used in survival yield experiments must have different frag-

mentation energies, but also the same internal energy distribution and thus the 

same molecular structure, which are two contradicting requirements. As an ap-

proximation, compounds with similar molecular structures, such as derivatives of 

 
Figure 9: Survival yield analysis example; left: precursor and fragment ion intensities (top) 

and respective SY (bottom) in dependence of the activation level for five substances M1-

M5 with different fragmentation energies E0; right: SY in dependence of E0 with sigmoid fit 

(top); energy distribution obtained from the data fit and from interval-wise differentiation 

(bottom). 
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Figure 10: Fragmentation scheme for benzylpyridinium ions. 

the same compound class, are used. An example for such a class are benzylpyri-

dinium (BP) salts, which are well characterized with regards to their fragmenta-

tion energy [116–118] and were already widely used in survival yield studies [65, 

119, 120]. The typical fragmentation reaction of these compounds is depicted in 

Figure 10. The fragment ion carries the variable substituent R, so that multiple 

benzylpyridinium derivatives can be analyzed simultaneously in a mass spectro-

metric analysis. Benzylpyridinium salts used in this work were synthesized in-

house, the procedure is described in section 3.2.2. Table 4 summarizes the ion 

properties. 

Table 4: Precursor and fragment m/z and critical energies of benzylpyridinium ions  

Substance ID Precursor m/z Fragment m/z E0 (eV)[64] 

p-Cl BP BP1 204 125 1.90 

p-CN BP BP2 195 116 2.10 

p-F BP BP3 188 109 1.87 

p-CH3 BP BP4 184 105 1.77 

p-NO2 BP BP5 215 136 2.35 

 

3.4 Numerical models 

The gas dynamics in the transfer stage is evaluated with DSMC simulations with 

the open-source simulation program SPARTA. Ion trajectory simulations for mod-

eling of kinetic energy distributions are conducted with SIMION 8.1 (cf. section 

2.2). 

3.4.1 Gas simulations 

The pressure distribution within the ion transfer stage of an API mass spectrome-

ter has a strong impact on the ion kinetic energy evolution. Collisions with the 

background gas damp the ion motion, which is compensated for by accelerating 

ions electrically. Prior to entering the mass analyzer, ions have to transition from 
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the collision-dominated ion source region into the high vacuum compartment of 

the instrument, where collision-free conditions prevail. The pressure and electric 

field distribution in the transition regime determines the shape of the ions’ KED. 

As soon as collision-free conditions are reached, the change of the ion kinetic en-

ergy can be directly inferred from the change of the electric potential. 

The SPARTA DSMC program (cf. section 2.3) is used for modeling the pressure 

inside the second octopole of the HCTplus instrument (cf. section 3.2.1, Bruker 

HCTplus ion trap). Three-dimensional simulations have very high computational 

demand due to the size of the entire geometry. Therefore, two-dimensional ax-

isymmetric simulations are performed to reduce computation time. For this pur-

pose, the 3D model of the stage was converted to an equivalent 2D structure with 

appropriate dimensions. A comparison of the real and the adapted geometry is 

shown in Figure 11. The octopole ion guides do not exhibit rotational symmetry 

and were replaced by a set of stacked rings. The width of the rings equals the width 

of the octopole rods and the distance between two neighboring rings equals the 

inter-rod-distance in the octopoles. With these dimensions, the ratio of open to 

closed surfaces and the critical length of the real octopole structure are mimicked 

and thus the gas conductance of the structure is retained. The real geometry in-

cludes both octopoles, the octopole mounts, the octopole partition orifice, and the 

exit lenses. In the simulation model, the exit lenses are represented by a single or-

ifice which separates octopole 2 from the analyzer recipient. The size of the octo-

pole 2 chamber is 164.65×65.00 mm in the simulation, which resembles the actual 

vacuum recipient dimensions. The boundary conditions for the simulation box are 

given in Table 5. The lower and upper boundaries of the simulation box are named 

xlo and xhi for the x axis and ylo and yhi for the y axis, respectively. 

Table 5: Boundary parameters for the octopole DSMC simulations 

xlo surface boundary, surface collision model: vanish, particle emission: 

emit/face/file (inlet: 0.36 mbar, 298 K, turbo pump 2 (in): 

0.019 mbar, 298 K) 

xhi outflow boundary, particle emission: emit/face subsonic  

(outlet: 10-5 mbar, 298 K) 

ylo axis of symmetry 

yhi outflow boundary, particle emission: emit/face subsonic  

(turbo pump 1 (out): 10-5 mbar, 298 K) 
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Figure 11: Half section views of the real octopole 3D model (top) and the 3D representa-

tion of the axisymmetric geometry used for SPARTA simulations (bottom). 

 
Figure 12: Octopole SPARTA model. Blue, purple and green lines represent the geometry 

surfaces. The orange lines indicate outflow boundaries with subsonic conditions at the 

stated pressures. 

Four different particle emission regions are defined in the simulation as high-

lighted in Figure 12. The inlet represents the region in the vacuum chamber con-

taining octopole 1. The pressures in the two octopole chambers of 0.36 mbar and 

0.019 mbar, respectively, were determined in the real instrument with a TPR 280 

Pirani gauge (Pfeiffer Vacuum GmbH, Asslar, Germany). The octopoles are sepa-

rated by an aperture with a diameter of 2.3 mm. The octopole 2 chamber is con-



Kinetic energy measurements for ion dynamics studies in API-MS 

32 

 

 

 

nected to the ion trap chamber by an orifice with 1.5 mm diameter, which repre-

sents the exit lens of the transfer stage. The outlet region at the right boundary is 

set to a pressure of 10-5 mbar, which is the approximate pressure in the real ion 

trap recipient. Additional particle emission regions represent the turbo pump at-

tached to the octopole 2 chamber (turbo pump 1 (out)) and the exhaust of the sec-

ond turbo pump (turbo pump 2 (in)), which is connected to the octopole 2 chamber. 

The pressure for turbo pump 1 (out) is estimated to 10-5 mbar and the pressure for 

turbo pump 2 (in) is set to the measured value of 0.019 mbar in this region. The 

simulation geometry consists of three groups (cf. Figure 12). The chamber walls 

(blue lines) give the rough outline of the vacuum chamber. The octopole mount 

(purple lines) consists of several parts, whose dimensions are chosen so that the 

opening areas resemble the real geometry. The octopole itself (green lines) cannot 

be represented properly in a 2D axisymmetric model. Instead, the rods are approx-

imated by rings with a square profile. The ring dimensions resemble the rod di-

mensions. The inner diameter is 2.9 mm, the width is 0.8 mm and the distance be-

tween two rings drod is 0.6 mm. For all surfaces the specular collision model is used. 

All temperatures are set to 298 K. Nitrogen is used as gas species, since the mass 

spectrometer inlet is constantly flushed with an excess flow of nitrogen during the 

experiments. 

3.4.2 Ion trajectory simulations 

The trajectory simulations are conducted with SIMION 8.1. Individual models are 

used for the ion transfer stage and the ion trap simulations. 

Ion transfer stage model 

Ion trajectory simulations for the ion transfer stage of the HCTplus instrument are 

performed to model the collisional broadening of the KED. The simulation geome-

try (cf. Figure 13) is adapted from the 3D CAD model of the ion transfer stage and  

 
Figure 13: Three-quarter section view of the transfer-stage model used for SIMION simu-

lations; electrodes (from left to right): octopole 1 rods, octopole partition (orange), octo-

pole 2 rods, two focusing lenses (green and blue) and cup electrode (purple). 
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Table 6: Electrode potentials in the transfer stage ion trajectory simulations 

Octopole 1 DC 12 V 

Octopole partition 6.8 V 

Octopole 2 DC 1.7 V 

Focusing lens 1 -5.0 V 

Focusing lens 2 -60.0 V 

Cup electrode 0.0 V 

 

contains the octopole 1 and octopole 2 rods, the octopole partition orifice, the fo-

cusing lenses and the cup electrode. The electrode potentials are defined according 

to the values used in the experiments and are listed in Table 6. 

The RF voltage applied to the octopole rods has a frequency of 3 MHz and an 

amplitude of 75 V. Variable electrode potentials are set in the fast_adjust seg-

ment in the SIMION user program. The RF voltages of neighboring rods are phase-

shifted by 180°. Ions are started in a circular area (r = 0.5 mm) in the center of the 

first octopole. The initial kinetic energy is set according to a Maxwell-Boltzmann 

distribution (MBD) (T = 298 K) with random direction. Additional parameters for 

individual simulations are given in the results section. Interactions of ions with the 

neutral background gas are modeled as hard sphere collisions with the HS1 colli-

sion model. The background gas mass is set to 28 Da (N2) and the collision cross 

section is set according to the ion m/z (cf. section 3.7.2). The position-dependent 

pressures and gas velocities are evaluated from DSMC simulations and are calcu-

lated in the other_actions segment of the SIMION user program, prior to execu-

tion of the HS1 code.  

Quadrupole ion trap model 

The ion trap geometry is adapted from the SIMION pseudopotential example. The 

ring electrode radius is 10.0 mm and the cap electrode distance is 14.2 mm. Holes 

in the cap electrodes with a diameter of 1.6 mm and a conic injection electrode 

with a tip diameter of 1.6 mm are added. The distance between the injection elec-

trode tip and the cap electrode entrance hole is 1.1 mm. The geometry is shown in 

Figure 14.  

For modeling of a DPS experiment multiple simulations with different injection 

electrode potentials are performed. The cap electrode potentials are set to 0 V. The 

RF voltage with a frequency 1 MHz at the ring electrode is realized via the 

fast_adjust segment in the SIMION user program. The respective RF amplitudes 

of individual simulations are given in the results section. The HS1 collision model  
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Figure 14: Half section view of the ion trap geometry used for modeling of the DPS exper-

iments in SIMION. 

is used, with a pressure of 3·10-3 mbar and a gas mass of 4 Da (helium), resembling 

the conditions inside the real ion trap. Ions are started evenly distributed in a cir-

cular area (r = 0.2 mm) at the lower boundary of the simulation box, in the center 

of the injection electrode. The initial kinetic energy in z direction is set according 

to a Gaussian distribution with a mean of 2.5 eV and a FWHM of 1 eV. The time of 

birth (TOB) is uniformly distributed over a full RF cycle, i.e., from 0 to 1 µs. The 

number of trapped ions after 1 ms is evaluated as ion intensity for the DPR curve. 

3.5 KEDs in the Bruker HCTplus 

Kinetic energy distributions are experimentally determined from absolute ion cur-

rent and ion trap measurements with the HCTplus ion trap mass spectrometer. In-

itial experiments are carried out with a solution of sodium formate (1.5 µmol/L) 

in acetonitrile/water (1/1) with 0.1% formic acid. A representative mass spec-

trum, recorded prior to KED runs with the ion trap at otherwise identical settings 

and conditions, is shown in Figure 15. The spectrum exhibits signals of sodium for-

mate clusters ([(HCOONa)n+Na]+, n = 2, 3, 5, 610), background phthalate species, 

and other, unidentified background ions, which may have formed by ion-neutral 

reactions in the ion source or transfer stage. 

For the DPS experiments the relative potential shift ΔU of the transfer stage is 

changed in steps of -0.5 V to a final value of -10 V. The negative value of ΔU corre-

sponds to the deceleration potential Ud. Consequently, the deceleration potential 

range is 0 – 10 V. The acceleration voltage between the transfer stage and the cup  

 

                                                        

10 The absence of the cluster with n = 4 is attributed to fragmentation during the trap in-
jection process [121]. 
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Figure 15: Ion trap mass spectrum of the sodium formate solution showing 

[(HCOONa)n+Na]+ clusters (n = 2, 3, 5, 6) and background ions. The peaks labeled with a 

star can be assigned to phthalate background ions (m/z 149: protonated phthalic anhy-

dride, m/z 301: dibutyl phthalate (Na+ adduct), m/z 413: diisooctyl phthalate (Na+ ad-

duct)). 

 
Figure 16: Acceleration-voltage-dependent ion current from a DPS experiment with two 

fitting models (top) and the resulting energy distributions (bottom). 

electrode is thereby effectively decreased from 1.7 V to -8.3 V. The results of the 

experiment are shown in Figure 16. The maximum ion current is in the range of 

3 pA and is obtained, as expected, when no deceleration potential is applied. Since 

the standard acceleration voltage is 1.7 V, ions arriving at the detector electrode 
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have at least 1.7 eV kinetic energy, assuming collision-free conditions. That is re-

flected in the detected ion current progression, which starts decreasing at a decel-

eration potential in the range between 1 and 2 V. This trend is also well reproduced 

using the Gompertz fit, which gives overall slightly better results than the sigmoid 

fit, when inspecting the sum of squared residuals (SSR, cf. Figure 16 top). The cor-

responding KED has a maximum at 2.7 eV and a full width at half maximum 

(FWHM) of 2.9 eV. The shape of the KED has some implications: The total change 

of electric potential that the ions experience between entering the mass spectrom-

eter and arriving at cup electrode is 111.9 V. The ions reaching the cup electrode 

have a significantly lower kinetic energy, between approximately 1 and 8 eV. Ki-

netic energy is lost within the ion transfer stage due to collisions with neutrals. The 

acceleration voltage between the two octopoles is 10.3 V. Hence, most ions still un-

dergo several collisions inside the second octopole. 

The experiment is repeated with the ion trap installed. The total ion chromato-

gram (TIC) yields the DPR for the complete ion population. Mass-resolved curves 

can be obtained from extracted ion chromatograms (EICs). Figure 17 shows the 

DPR of sodium formate clusters present in the mass spectrum in Figure 15. The 

curve obtained from the TIC is shifted by approximately 0.4 V compared to the cup 

electrode measurement. This may be a result of the electric potential distribution 

along the ion pathway. The field is weaker in the center of the holes in the elec-

trodes than at the electrode surface. As a result, the effective potential barrier 

height is lower than the potential difference between the electrodes leading to a 

higher mean kinetic energy observed with the ion trap. With the cup electrode, the 

potential barrier is directly applied at the sensing electrode, therefore the ions ex-

perience the actual barrier voltage. 

The DPR traces from extracted ion chromatograms show different shifts rela-

tive to the TIC. The EIC traces of sodium formate clusters are shifted to larger de-

celeration potentials. Since the TIC is comprised of all present ions, the DPR of 

other ions must be shifted to lower potentials and this is the case for the detected 

phthalate background ions present in the spectra (cf. Figure 15). The DPR curves 

of different compound classes, e.g., sodium formate clusters and phthalate ions, are 

grouped in different regions. This may be a hint for the DPR being linked to the ion 

formation process, which is potentially different for sodium formate clusters and 

phthalate ions. Even though the curves of individual ions of one compound group 

are slightly shifted, there are no systematic correlations between the curve shift 

and properties of the corresponding ions, e.g., mass-to-charge ratio or size. A 

shared feature of the traces from ion chromatograms that differs from the ion  
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Figure 17: Normalized DPS results from the TIC, EICs of sodium formate clusters and 

phthalate ions, and the ion current measured with the cup electrode. Error bars are not 

shown for clarity. 

current measurement is the decreasing intensity towards 0 V. Instead of reaching 

a plateau at low deceleration potentials, the traces have maxima around Ud = 2 V 

and decrease towards 0 V. This progression cannot be explained solely with the 

potential barrier interaction. When the potential barrier is lowered, the signal in-

tensity can only increase or remain constant since the integral ion current is meas-

ured. Decreasing intensity must be a result of ion losses downstream of the poten-

tial barrier and, i.e., in the ion trap. The ion injection and storage in the trap does 

apparently introduce another, kinetic-energy-dependent effect in the experiments, 

because the ion kinetic energy is the only varied parameter during the DPS. This 

suggests that the actual KED cannot be directly obtained from the ion trap data. 

However, changes of the KED should be clearly discernible with the method. 

3.6 Characterization of the DPS method 

The initial ion trap experiments indicate that the shape of the DPR depends on the 

ion type. The decreasing intensity towards Ud = 0 V suggests that the ion trap pa-

rameters, particularly the trap drive11, which determines the operating point of the 

ion trap, impact on the DPR. For a better understanding of the DPR traces obtained 

from ion trap data, the dependency on different experimental parameters is eval-

uated. 

                                                        

11 The trap drive is the LMCO of the ion trap and is thus proportional to the RF amplitude 
(cf. eq. (3-7)). 
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3.6.1 Axial acceleration voltages in the ion transfer stage 

When acceleration voltages in an upstream part of the ion transfer stage are 

changed, the DPR should shift accordingly. To systematically investigate this be-

havior, the acceleration voltages at the entrance of the first, second, and third dif-

ferential vacuum stage, respectively, are varied. These correspond to the potential 

differences between the capillary exit and skimmer (1st stage), skimmer and octo-

pole 1 (2nd stage) and octopole 1 and octopole 2 (3rd stage) in the HCTplus (cf. sec-

tion 3.2.1, Bruker HCTplus ion trap), and capillary exit and funnel 1 in (1st stage), 

funnel 1 lens and funnel 2 in (2nd stage), and funnel 2 lens and octopole 1 (3rd stage) 

in the amaZon ETD instrument (cf. section 3.2.1, Bruker amaZon ion traps). A solu-

tion of sodium formate (0.1 mg/L) is used for the HCTplus experiments. The ama-

Zon experiments are performed with a solution of five benzylpyridinium salts (p-

CH3, p-F, p-CN, p-Cl and p-NO2 BP, each in the range of 1 mg/L). The standard ac-

celeration voltages are listed in Table 7.  

The potentials of all upstream transfer elements are shifted by the same value 

to change the respective voltage without changing the DC gradient in the rest of 

the transfer stage. For example, the capillary exit and skimmer potential are both 

raised by 5 V to increase the acceleration voltage between the skimmer and octo-

pole 1 by 5 V without affecting the DC gradient in the other region. Exemplary DPS 

results for the HCTplus ion trap are shown in Figure 18. The experimental results 

clearly show that the acceleration voltages in the first two vacuum stages have no 

effect on the DPR, regardless of the ion species investigated. This observation has 

an important consequence: Up to the second vacuum stage, the collision number 

is high enough for the ion kinetic energy to become completely re-equilibrated 

with the background gas, i.e., no net energy change is achieved. The re-equilibra-

tion must still take place inside octopole 1, since acceleration before octopole 1 

does not impact the KED. Since the acceleration voltages are applied only between 

two consecutive ion transfer elements there is no axial DC gradient inside the oc-

topole. Partial conservation of the gained kinetic energy is only observed down-

stream of the first octopole, which indicates the transition into collision-free con-

ditions. 

Table 7: Standard values for entrance voltages in the first three vacuum stages 

Instrument 1st stage 2nd stage 3rd stage 

HCTplus 71.9 V 28.0 V 10.3 V 

amaZon ETD 40.0 V 13.0 V 1.0 V 
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Figure 18: Exemplary DPR traces from the EIC of [(HCOONa)3+Na]+ (left) and the TIC 

(right) recorded with the HCTplus instrument (cf. Figure 4) for different acceleration volt-

ages between the inlet capillary exit and skimmer (top), skimmer and octopole 1 (center) 

and octopole 1 and octopole 2 (bottom). The red traces are obtained with the standard 

settings. Each trace is normalized to its maximum value. 

 
Figure 19: DPR traces from EICs of p-CN BP (m/z 195) and its fragment ion (m/z 116) and 

the TIC, recorded with the amaZon ETD instrument (cf. Figure 6) for different acceleration 

voltages between funnel 1 lens and funnel 2 in (top) and funnel 2 lens and octopole 1 (bot-

tom). The red traces are obtained with the standard settings. Each trace is normalized to 

its maximum value. Data with variation of the acceleration voltage in the first vacuum stage 

(between capillary exit and funnel 1) are not available. 
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The results of the experiments with the amaZon ETD ion trap are shown in Fig-

ure 19. In contrast to the HCT experiments, the TIC DPR traces of the amaZon ex-

periments exhibit a shift to higher Ud, when the acceleration voltage in the second 

vacuum stage is increased, while the EIC DPR traces remain unchanged regarding 

shape and position (cf. Figure 19 top). However, the relative intensities of the de-

tected ions change significantly. This is due to fragmentation of BP precursor ions, 

which sets in as the acceleration voltage is increased. The fragment ions are also 

detected but contribute to the TIC DPR traces differently than the precursor ions, 

which changes the shape of the TIC trace. The constant shape of the EIC traces in-

dicate that the kinetic energy is completely re-equilibrated inside the second fun-

nel. The DPR from EICs shift when the acceleration voltage between funnel 2 out 

and the octopole is increased (cf. Figure 19 bottom). This is a combined result of 

relative intensity changes due to fragmentation of BP precursor ions and kinetic 

energy gain, which is partially conserved due to the sufficiently low collision num-

ber in the transfer stage downstream of funnel 2. 

The HCTplus experiments are repeated with the cup electrode installed to de-

termine energy distributions. The results are shown in Figure 20. The DPR ob-

tained from the absolute ion current measurements are shifted towards lower de-

celeration potentials compared to the ion trap data (Figure 18 right), but show the 

same dependencies, i.e., the traces are shifted to lower deceleration potentials 

when the acceleration voltage between octopole 1 and 2 is decreased. The corre-

sponding KEDs become narrower as the acceleration voltage is lowered. Changing 

the acceleration voltage from 10.3 to 4.3 V leads to a change of the FWHM from 

 
Figure 20: DPR with Gompertz fit (dotted lines) from ion current measurements with dif-

ferent acceleration voltages between octopole 1 and octopole 2 (left) and corresponding 

KEDs (right). The red traces are obtained with the standard settings. Sodium formate is 

used as analyte in the experiments. 
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2.9 to 1.3 eV and a shift of the KED’s maximum from 2.7 to 1.1 eV. The latter is 

especially notable, since ions are accelerated with 1.7 V between the transfer stage 

and the detector with the standard settings (Ud = 0). When the deceleration poten-

tial is below 1.7 V, ions are still accelerated between octopole 2 and the detector 

and no ions should be excluded from the ion beam based on their kinetic energy. 

However, a significant decrease of the signal intensity is observed within this de-

celeration potential range when the upstream acceleration voltage is lowered (Fig-

ure 20, blue and orange traces). This implies that either not all ions are transported 

through octopole 2 anymore at the decreased acceleration voltage, which would 

also lead to a reduced ion intensity, or that the assumption of collision-free condi-

tions in the ion transfer exit region does not hold. The latter would result in under-

estimated ion energies for the ion current measurements. However, changes of the 

KED are still detectable. Changing the acceleration voltages upstream of octopole 

1 has no effect on the KED, as was observed in the ion trap experiments. 

3.6.2 Comparison of ion trap instruments 

The ion trap instruments used for the experiments differ significantly regarding 

their transfer stage design (cf. section 3.2.1). A comparison of the experimental re-

sults clearly shows that this directly impacts on the KED of the exiting ion beam 

(Figure 21). The ions in the HCTplus exhibit significantly larger kinetic energies, 

and the KED is broader. The position of the inflection point of the HCTplus TIC 

curve, which was found to be slightly larger than in the ion current measurements 

(which portray the actual KED), is shifted more than 2 V compared to the amaZon 

 
Figure 21: DPR of sodium formate clusters and the TIC obtained with the HCTplus (dashed 

lines) and amaZon Speed ETD ion trap (solid lines). 
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TIC curve. With the assumption that the energy-dependent ion acceptances of both 

ion traps are comparable, this translates to a shift of the KED by more than 2 eV. 

The position and width of the KED is determined by the acceleration voltages ap-

plied in (near) collision-free regions of the transfer stage. The experiments with 

variable acceleration voltages in the first and second vacuum stages of both instru-

ments have shown that here no net changes of the KED can be achieved. Therefore, 

the difference in the DPR must originate in the third vacuum stage. The accelera-

tion voltage at the entrance of the third vacuum stage is 10.3 V in the HCTplus (be-

tween octopole 1 and octopole 2) and 7.7 V in the amaZon (between funnel 2 out 

and octopole 1). The difference between these voltages matches nicely with the 

shift of the DPR curves and is a feasible explanation for this observation. The dif-

ference in width may result from different pressure gradients in this region in the 

two instruments. Another explanation could be the different extent of desolvation 

in the vacuum interfaces. The ion funnels promote stronger desolvation as com-

pared to the skimmer inlet, caused by the higher reduced field strengths in the for-

mer. Thus, ions are desolvated to a higher degree when entering the third vacuum 

stage in the amaZon instrument as compared to the HCTplus instrument. This 

could yield a narrower KED, because the ion distribution is better defined (e.g., 

bare analyte ions vs. a broad distribution of clustered analyte ions). 

3.6.3 Extended DPS range 

The DPR traces from ion trap measurements do not saturate when approaching 

0 V, but often exhibit a maximum at a deceleration potential of a few Volts (de-

pending on the experimental conditions) and decrease towards lower deceleration 

potentials. The DPS range is extended into negative deceleration potentials to fur-

ther map out the behavior. The position and shape of the curves are determined 

by the collisions and electric fields ions experience in the transfer stage. Conse-

quently, differences in the ions’ pathways through the ion transfer stage should be 

discernible in the DPR. This may include collision properties, desolvation and clus-

ter equilibria, among other. The extended DPS are performed for several analytes, 

as listed in Table 8.  

The extended DPR curves from extracted ion chromatograms of different ana-

lyte ions are depicted in Figure 22. The individual traces have strongly differing 

shapes in the range of negative deceleration potentials, either decreasing mono-

tonically or exhibiting a second maximum. Not all recorded curves are completely 

mapped in the covered voltage range, e.g., for NaF1, TM1, and Bet. Each ion’s or ion 

group’s DPR is recorded with instrument settings adapted for the relevant m/z 

range, respectively. The axial potential gradient along the ion transfer stage is the  
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Table 8: Overview of analytes used in the experiments 

Name Shortcut Formula Ion m/z CCS (Å2) 

Betaine Bet C5H11NO2 [M+H]+ 118 121.1 b) 

Caffeine Caf C8H10N4O2 [M+H]+ 195 140.2 b) 

Cysteine Cys C3H7NO2S [M+H]+ 122 148.6 b) 

DMSO DMSO1 C2H6OS [M+H]+ 79  

 DMSO2  [2M+H]+ 157  

ESI Tuning Mix TM1 C6H18N3O6P3 [M+H]+ 322 153.7 c) 

 TM2 C12H18F12N3O6P3 [M+H]+ 622 203.0 c) 

 TM3 C18H18F24N3O6P3 [M+H]+ 922 243.6 c) 

 TM4 C30H18F48N3O6P3 [M+H]+ 1522 317.0 c) 

 TM5 C42H18F72N3O6P3 [M+H]+ 2122 383.0 c) 

p-chloro BP BP1 C12H11ClN [M]+ 204 139.3 d) 

p-cyano BP BP2 C13H11N2 [M]+ 195 140.5 d) 

p-fluoro BP BP3 C12H11FN [M]+ 188 142.5 d) 

p-methyl BP BP4 C13H14N [M]+ 184 145.1 d) 

p-nitro BP BP5 C12H11N2O2 [M]+ 215  

Pyridine Pyr C5H5N [M+H]+ 80  

Reserpine Res C33H40N2O9 [M-H]+ a) 607 254.3e) 

Sodium formate NaF1 CHO2Na [2M+Na]+ 159  

 NaF2  [3M+Na]+ 227  

 NaF3  [4M+Na]+ 295  

 NaF4  [5M+Na]+ 363  

 NaF5  [6M+Na]+ 431  

 NaF6  [7M+Na]+ 499  

 NaF7  [8M+Na]+ 567  

Substance P SP1 C63H98N18O13S [M+2H]2+ 674  

 SP2  [M+3H]3+ 450  

a) The observed mass peak corresponds to 3,4-dihydroreserpine, an oxidation product of 

reserpine, which is formed upon aging of the sample [122]; protonated reserpine was 

not observed. 

b) Taken from [123]; the data set (status as of 25.11.2019) was downloaded from [124]. 

c) Taken from [125]. 

d) Taken from [126]. 

e) Taken from [66]. 
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Figure 22: Normalized DPR from experiments with extended Ud range with multiple (left) 

and single ion signals (right). The left-hand legends are sorted by ascending m/z from top 

to bottom. 

same for all experiments but the RF voltages applied to the multipole ion guides 

and funnels, and the trap drive are not. The ion guide RF voltages should not im-

pact the axial ion velocity, since they lead to a radial ion confinement. The trap 

drive, however, defines the operation point, i.e., the ion acceptance, of the ion trap. 

The DPR traces reveal certain systematic features. Low m/z ions exhibit broad-

ened curves, often with a second maximum in the negative Ud range. At higher m/z, 

the traces become narrower and the second maximum eventually merges with the 

main maximum. The dependence of the position of the main maximum on the ion 
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m/z is not consistent throughout all experiments. With sodium formate the main 

maximum position is the same for all observed ion signals and the second maxi-

mum is only visible for NaF1 and NaF2. For the NaF3 trace the second maximum 

is recognizable as a shoulder of the main peak. The benzylpyridinium ions all have 

a similar m/z. The traces of these ions overlap fully in the positive Ud range and 

approach zero around -4 V, with a systematic shift to slightly more negative values 

with decreasing m/z. The tune mix traces exhibit the same behavior, i.e., the DPR 

peaks become broader with decreasing m/z. However, the position of the maxi-

mum shifts to more negative values from TM1 to TM3 and then to more positive 

values as the m/z increases further. For Substance P and DMSO the peak widths 

scale in the same way with the m/z as in the sodium formate, benzylpyridinium, 

and tune mix experiments, but the positions of the maxima behave inversely. It is 

noticeable that the peak position changes non-systematically throughout all exper-

iments and not only within a compound class. 

Since the width of the DPR maxima exhibit a systematic dependency on the ion 

m/z, this behavior is further analyzed. To minimize superimposed effects, DPR 

curves are considered individually for sodium formate, benzylpyridinium, tuning 

mix, and caffeine ions, i.e., with individual trap drive settings. The widths of the 

DPS maxima are evaluated as the range that covers 90% of the respective total 

peak areas, beginning from the point where the intensity reaches 5% of the maxi-

mum. The FWHM is not a suitable parameter due to the varying shape of the DPR. 

The curve shape results from the combination of the kinetic energy shift of the in-

cident ions with the applied voltage between the transfer stage and the ion trap, 

and the ion acceptance of the ion trap. The interaction of ions with the quadrupolar 

field depends on the ion m/z and the trap drive; as the trap drive is not uniform in 

the experiments, it is adjusted to the relevant m/z range in each experiment. Thus, 

the ratio of RF amplitude and m/z needs to be considered in this discussion. This 

ratio is comprised in the stability parameter qz (eq. (3-6)). The peak width is plot-

ted against qz in Figure 23. 

In general, the data of individual m/z values exhibit slightly disproportionate 

increases to qz. Outliers with peak widths that are too low result from incompletely 

mapped traces. The data of each compound class show a pronounced systematic 

trend of the peak width, which strongly suggests a fundamental relationship re-

sulting from the actual kinetic energy distribution that is defined in the transfer 

stage and the acceptance of the ion trap. It is reasonable to assume that both these 

properties are characteristic for ions within one compound class: The ion for-

mation pathway should be comparable for such ions, as it is directly linked to their  
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Figure 23: Width of the extended DPR peaks for different substance classes in dependence 

of the stability parameter qz. Different markers represent different ions in each plot. Un-

filled markers represent data from incomplete DPR curves, which result in underestimated 

peak widths. The dashed lines are data fits for each substance class, excluding unfilled 

markers. 

physical and chemical properties. It is generally acknowledged that ions are 

formed via different mechanisms with ESI (e.g., ion evaporation [127, 128] or 

charged residue [129, 130]) depending on their properties. The ion acceptance de-

pends on the ion m/z and the RF voltage, which are both connected by qz. Different 

ions being injected into the ion trap with the same kinetic energy at constant qz  

should therefore be stored with comparable efficiency. The consistency of data se-

ries of different ions within one compound class, as shown in Figure 23, is in ac-

cordance with this hypothesis. At higher trap drive values, the resetting force act-

ing on ions increases and this enables trapping of ions with higher kinetic energies. 

The mean kinetic energy of the ion population arriving at the trap entrance is pro-

portional to the injection voltage. Thus, the broadening of DPR maxima observed 

at higher trap drives is expected. As will be shown in section 3.7.5, the kinetic en-

ergy acceptance range of a QIT regarding injected ions scales with approximately 

qz2, as expected from the dependency of the pseudopotential on qz (eq. (3-11)). The 

deviation from the quadratic trend of the data shown in Figure 23 can be explained 

with the actual kinetic energy range not covering the full energy range of the QIT 

acceptance. 
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3.7 Modeling of the DPR 

The experimental results presented in sections 3.5 and 3.6 suggest a complex de-

pendency of the KED of ions on both experimental parameters and molecular 

properties. Knowledge of one of these dependencies enables investigation of the 

other. For a detailed view on the parameters responsible for the shape of the DPR, 

simulations are carried out. There are three key objectives:  

1) Collisions within the transfer stage lead to loss of kinetic energy, which im-

pacts on the shape and position of the DPR curves. As a result, acceleration 

voltages cannot be directly translated into kinetic energy changes. There-

fore, the gas dynamics inside the transfer stage needs to be investigated.  

2) The electric field between the ion transfer stage exit and the ion trap en-

trance hole is not static but changes periodically due to the oscillating trap-

ping field inside the ion trap. The kinetic energy of the ions is thus modu-

lated accordingly. This is investigated with ion trajectory simulations.  

3) The kinetic-energy-dependent ion acceptance of the ion trap itself deter-

mines the detected ion intensity and ultimately impacts on the shape of 

DPR curves. The ion acceptance is evaluated with ion trajectory simula-

tions. 

3.7.1 Gas dynamics in the transfer stage 

The pressure and gas velocity profile inside the second octopole (cf. Figure 4) is 

estimated from DSMC simulations. For the simulation initialization, the volume is 

filled uniformly with particles according to a pressure of 10-4 mbar. The simulation 

box has a size of 164.65×65.00 mm2. A grid of 300×150 cells is chosen, yielding cell 

sizes of 0.55 mm in x and 0.43 mm in y direction. Each simulation is run for 105 

timesteps, with a timestep length of 10-7 s. Figure 24 shows three timeframes from 

such a simulation. A net inflow of particles is maintained through the particle emis-

sion surfaces inlet and turbo pump 2 (in), while at the outlet and turbo pump 1 (out) 

particles are removed from the simulation box.  

With the parameters given in section 3.4.1 the simulation reaches a steady state 

after 30000 timesteps (3 ms) and the steady state data were averaged (timesteps 

30000 to 100000, total of 7 ms). The obtained spatial pressure profile inside the 

simulation box and along the center of the octopole, as well as the gas velocity 

along the octopole center axis, are depicted in Figure 25. The pressure in the vol-

ume outside of the octopole is in the range of 10-3 to 10-2 mbar, which is in good 

agreement with the value given by the manufacturer for a comparable transfer sys-

tem [114]. The pressure is about 0.2 mbar at the interfacing orifice between  
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Figure 24: Frames from a DSMC simulation showing the pressure distribution inside the 

simulation box. A steady state is reached after 3 ms. 

the two octopoles (x = 0) and the gas is strongly accelerated in the forward (x) di-

rection, up to 220 m/s. In the first 20 mm of the second octopole the pressure de-

creases by two orders of magnitude, from 2·10-1 to 2·10-3 mbar. In this region, the 

transition to near collision-free conditions occurs. The mean free path for N2 at 

2·10-3 mbar is around 3 cm. Thus, on average only a few collisions occur inside oc-

topole 2. This matches well with the experimental observation that the accelera-

tion voltage between octopole 1 and 2 does affect the kinetic energy of ions, since 

the gained energy is partly maintained due to the low collision number inside oc-

topole 2. The octopole mount geometry creates a rather confined volume in the 

inlet region and the pressure curve changes its shape around 8 mm, where the ge-

ometry widens. The gas velocity increases again in this region to 140 m/s and de-

creases downstream of the octopole. The pressure remains constant at about 

3·10-3 mbar in this section. In close proximity to the outlet orifice and within the 

ion trap chamber, the pressure drops fast, over a few millimeters, to 10-5 mbar. 

This is the set background pressure in this region, defined by the boundary condi-

tion of the xhi boundary. At the exit orifice the gas is strongly accelerated again, to 

almost 500 m/s, due to the expansion into the next vacuum stage.  
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Figure 25: Results from simulation 1. Steady state pressure profile in the octopole cham-

ber, averaged over 7 ms (top), pressure curve (center) and axial gas velocity curve along 

the center of octopole 2 from a SPARTA simulation (bottom). Different data segments are 

fitted with appropriate functions (cf. Appendix 3.10.1). 

Additional simulations were carried out with different pressures at the inlet 

and turbo pump 2 (in) regions. The gauged octopole 2 chamber pressure of 

0.019 mbar was determined directly at the turbo pump 2 exhaust flange. This pres-

sure value is thus selected as the standard pressure for turbo pump 2 (in) in the 

simulations. In some simulations, turbo pump 2 (in) was set as a reflective bound-

ary. The simulation parameters are summarized in Table 9. 

Figure 26 shows the pressure and velocity data of all DSMC simulations. For 

clarity, the data were smoothed with the moving average algorithm. With the sub-

sonic boundary condition at turbo pump 2 (in) (simulations 1 – 4, dashed lines) the  
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Table 9: SPARTA simulations, inlet and turbo pump 2 (in) pressures 

sim. inlet pressure (mbar) turbo pump 2 (in) pressure (mbar) 

1 0.36 0.019 

2 0.30 0.019 

3 0.20 0.019 

4 0.20 0.010 

5 0.36 
No particle emission 

(reflective boundary) 
6 0.30 

7 0.20 

 

 
Figure 26: Pressure (top) and velocity curves (bottom) from SPARTA simulations (cf. Ta-

ble 9); the data are smoothed with a moving average for clarity. 

pressure inside octopole 2 remains nearly constant and only decreases slightly in 

the last 20 mm of the octopole. When the turbo pump 2 (in) region is set up as a 
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reflective boundary (simulations 5 – 7, solid lines) the pressure decreases gradu-

ally along octopole 2 and is independent of the inlet pressure. The inlet pressure 

impacts on the pressure curve only in the first 20 mm of the simulation box. The 

axial velocity curves show peaks in the interface regions between two vacuum 

chambers. Between the two octopoles the gas is accelerated to 200 m/s at the high-

est inlet pressure (0.36 mbar) and to 160 m/s at the lowest inlet pressure 

(0.2 mbar). It is noted that these values are slightly underestimated, due to the data 

smoothing. Between the octopole 2 exit and the downstream vacuum chamber the 

gas is also accelerated. Again, the maximum gas velocities are observed in the sim-

ulations with the largest pressure differences, i.e., simulations 1-3. In this region 

the collision number approaches zero, which explains the very high velocities of a 

few hundred meters per second. Other distinct velocity peaks can be seen in the 

simulations 1-3 in the region where the octopole mount geometry widens. In the 

other simulations the pressure is too low at this point, so that the gas is not decel-

erated sufficiently. The velocities remain around 100 m/s and decrease only 

slowly in these cases.  

The radial pressure and velocity gradients are negligible inside the octopole. 

Therefore, only the data along the octopole center axis are used for subsequent ion 

trajectory simulations. The data array is cut into segments and appropriate func-

tions are used for fitting the data. The functions and optimized parameters are 

given in the appendix (Table 11 and Table 12). The obtained fits are used for cal-

culating the x-dependent gas pressure and velocity for the HS1 collision model in 

SIMION.  

3.7.2 Collisional broadening in the transfer stage 

The experiments with variable acceleration voltages in the region between the ca-

pillary exit and octopole 1 revealed that the ions’ axial motion is completely re-

equilibrated with the background gas inside octopole 1 (cf. section 3.6.1). The ions’ 

axial kinetic energies are therefore significantly lower than the energies attained 

by electrical acceleration in near-collision-free regions.12 Under collision-free con-

ditions, the ions’ KED after acceleration in an electric field should resemble the in-

itial KED, shifted according to the experienced potential change. When collisions 

occur, kinetic energy is transferred to the background gas and this leads to a shift 

of the KED to lower energies and to a change of the shape of the distribution.  

                                                        

12The mean thermal kinetic energy of an ion with m/z 100 is in the range of 26 meV at 
298 K. 
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Figure 27: Ion energy histograms after passage through a plate capacitor at different pres-

sures. 

This effect is qualitatively modeled in preliminary SIMION simulations with a 

simplified geometry. The simulation model contains two parallel plates at a dis-

tance of 10 cm. The potentials of the plates are 10 V and 0 V. 1000 ions with m/z 

100 are started at the surface of the 10 V electrode, moving towards the 0 V elec-

trode with an initial kinetic energy of 0.1 eV. Simulations are carried out with dif-

ferent gas pressures between 10-5 and 10-2 mbar, using the HS1 collision model. 

After the ions have arrived at the 0 V electrode, their KEDs have changed de-

pending on the pressure. At 10-5 mbar the ions travel essentially undisturbed be-

tween the electrodes and virtually all arriving ions have a kinetic energy of 10 eV. 

At pressures >10-5 mbar the KED at the 0 V electrode begins to shift towards lower 

ion energies, caused by gas collisions. At 10-4 mbar only a small fraction of the ions 

experiences collisions and the final KED develops a low energy tail. At 10-3 mbar 

the KED changes significantly and exhibits a distinct left-skewed shape. At 

5·10-3 mbar the KED becomes slightly right-skewed and at 10-2 mbar the KED is 

symmetric. The position of the KED shifts to lower energies as the pressure is in-

creased. These results demonstrate the collisional broadening of kinetic energy 

distributions at intermediate pressure conditions in a highly simplified approach. 

In the ion transfer stage of a mass spectrometer, additional effects occur due to 

changing electrical fields, gas dynamics, more complex ion motion in RF-driven ion 

guides, and potentially also chemical processes. 

The collisional broadening within the transfer stage of the HCTplus instrument 

is modeled in SIMION; the ion trajectory model was described in section 3.4.2. Ions 

are started in a circular area (r = 0.4 mm) inside the first octopole. The kinetic en-

ergy is set according to an MBD at 298 K. A set of simulation runs is performed to 

recreate a DPS experiment. The potential offset between the transfer stage and the 
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cup electrode is increased stepwise, in accordance to the corresponding experi-

ments. The number of ions hitting the cup electrode represents the measured ion 

current. The pressure and gas velocity distributions derived from SPARTA simula-

tions (cf. section 3.7.1) are used as input for the collision model in SIMION. 

The ion ensemble for the simulations is adapted from the mass spectrum de-

picted in Figure 15, containing sodium formate clusters and phthalate background 

species. The ions’ m/z, relative intensities and estimated CCS are summarized in 

Table 10. CCS reference data [123] are fitted with a linear model (cf. Figure 28, fit1) 

and the values for the simulations are interpolated from that model. As can be seen 

in the reference data, ions of m/z 100-500 typically exhibit CCS values in the range 

of 115-250 Å2. There are only few compounds with CCS values above 250 Å2. An-

other linear fit (Figure 28, fit2), which does ignore these values, is thus used for 

comparison.  

The simulations yield the DPR curves shown in Figure 29. Results are shown 

for different gas dynamics solutions, as described in section 3.7.1. When compar-

ing the data without the turbo pump 2 (in) particle emission (solid lines) it becomes 

apparent that the inlet pressure strongly impacts on the offset potential, at which 

the ion intensity decreases. The intensity decrease sets in at lower offset potentials  

 
Figure 28: CCS reference data [123] were fitted with a linear model for estimating mass-

dependent CCS values. Fit1 considers all values, fit2 ignores values above 250 Å2. 
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Table 10: Ion species in SIMION simulations for modeling of the DPR, adapted from exper-

iments in section 3.5. CCS values are estimated from reference data 

represented ion m/z rel. intensity CCS (Å2) 

[C16H22O4+H]+ 149 15 129 

[(CHO2Na)2+Na]+ 159 25 132 

[(CHO2Na)3+Na]+ 227 70 152 

[C16H22O4+Na]+ 301 40 173 

[(CHO2Na)5+Na]+ 363 20 192 

[C24H38O4+Na]+ 413 100 206 

[(CHO2Na)6+Na]+ 431 15 212 

 

 
Figure 29: DPR curves from simulations with different inlet and turbo pump 2 (in) pres-

sures and experimental data. The values in the legend are the respective pressures in mil-

libars. 

and the higher the inlet pressure, the faster the decrease. Such behavior is as ex-

pected, since the average ion kinetic energy scales with the collision number and 

thus with pressure. Ions exhibit higher axial kinetic energies the lower the pres-

sure becomes, and can overcome higher potential barriers. It is noticeable that all 

DPR curves are shifted significantly to higher deceleration potentials, as compared 

to the experimental data. Setting the turbo pump 2 (in) pressure to 0.019 mbar 

(dashed lines), which is the actual value measured at the instrument in this region, 

increases the pressure throughout octopole 2. This shifts the curves towards lower 
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offset potentials and slightly broadens the interval in which the intensity de-

creases. The latter corresponds to a broadening of the underlying KED. None of the 

simulated DPR curves align completely with the experimentally obtained curve. 

However, the best agreement is obtained when the experimentally determined 

pressures are applied (inlet 0.36 mbar, turbo pump 2 (in) 0.019 mbar), which 

clearly supports the validity of the DSMC results. It is noticeable that the simulated 

DPR curves all decrease significantly faster than the experimental curve. There are 

four rationales for the deviation between the simulation and experimental data, 

which are discussed in the following: 

1) The pressure and gas velocity profiles in the ion trajectory simulations are 

derived from DSMC simulations. The accuracy of the DSMC simulations depends 

on the quality of the geometry model, which is to some extent limited by the avail-

able computing power. Even though the model is based on the real 3D geometry it 

contains certain simplifications, as a result of the 2D axisymmetric approximation. 

Whenever possible the boundary conditions of the simulation box are adapted 

from experimentally determined properties, e.g. gauged pressures. Especially the 

gas influx into the simulation box is strongly simplified due to the geometry model 

restrictions. This results in a potentially large uncertainty concerning the pres-

sures and gas velocities of the particle emission regions and, thus, the pressure and 

gas velocity profiles in the simulations. The slower descending profile of the ex-

perimental DPR, compared to the simulation results, corresponds to a broader ki-

netic energy distribution. The gas inflow into the second vacuum stage is resem-

bling a supersonic gas jet13 and therefore particularly the gas velocity in this region 

may be underestimated in the simulations. The DSMC results cannot be validated 

directly, due to lack of independent data regarding the actual pressure profile and 

gas velocity. The good agreement of the simulation, which uses experimentally de-

termined pressures as input, with the experiment indicate that the DSMC results 

yield a reasonable representation of the gas dynamics.  

2) The kinetic energy evolution of an ion passing through the ion transfer stage 

depends strongly on the ion ensemble, i.e., ion m/z and CCS. The m/z value also 

affects the interaction with the electric field and, thus, the ions’ transfer properties. 

As a result, deviations between the ion ensembles in the experiments and simula-

tions lead to different DPR curves. This is the case in the results discussed above, 

since the ion ensemble in the simulations does only incorporate the ions which 

                                                        

13 Assuming a pressure of 3.6 mbar in the first and 0.36 mbar in the second vacuum stage, 
the gas flow through the skimmer with a nozzle diameter of 1 mm is choked. This leads to 
formation of a supersonic expansion into the second vacuum stage [131]. 
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were identified in the experiments. In response, a second set of simulations with a 

more comprehensive ion ensemble is executed. All ions that are detected with at 

least 5% relative intensity in the mass spectrum in Figure 15 are added to the sim-

ulations. The m/z-dependent CCS are again estimated from the linear fit of the ref-

erence data (fit1 in Figure 28). However, using this comprehensive ion ensemble 

with 42 different ion species in the simulations does not change the results signif-

icantly (trace b) in Figure 30). Simulated CCS-dependent DPR curves for individual 

ion types (i.e., only one m/z) show the expected shift to higher deceleration poten-

tials at smaller CCS values (data not shown). This corresponds to a higher average 

kinetic energy of the ions upon exiting the transfer stage, caused by the lower col-

lision number. The intensity decrease occurs over a larger Ud range for smaller CCS, 

indicating a broader KED for smaller ions. This is in agreement with the results 

shown in Figure 27, where a higher collision number (higher pressure) results in 

a narrower KED. Smaller widths of simulated KEDs compared to the experimental 

KED can be a result of overestimated CCS values in the simulations. The reference 

data contain values above 250 Å2 between m/z 300 and 550, which is significantly 

higher than the average values in this range. An alternative linear model of the CCS 

reference data without the values above 250 Å2 (fit2 in Figure 28) is used to create 

an ion ensemble for another DPS simulation. The new CCS values deviate from the 

previously used model by up to -7%. The resulting DPR differs only slightly from 

the preceding simulations and does not improve the match with the experimental 

data (trace c) in Figure 30). It is concluded that an error in the CCS values alone 

cannot explain the deviations between the simulations and experiments. However, 

the utilized collision model HS1 does only consider purely elastic collisions with 

constant CCS values. In reality, collision cross sections depend on the relative ve-

locity of the colliding particles and the scattering angle distribution may differ 

from the isotropic hard sphere scattering law [132]. This potentially introduces 

errors especially when ions are strongly accelerated, as is the case in the region 

between octopole 1 and octopole 2. Kinetic energy can also be converted into in-

ternal energy during collisions. The detection of fragments of BP ions is the direct 

proof of inelastic energy conversion in the present experiments. Therefore, it is 

likely that the hard sphere collision model introduces a significant error into the 

simulations and contributes to the deviation from experimental results. 

3) In the trajectory simulations, only bare gas phase ions are considered. In the 

experiments, ions are produced via ESI and it is unclear, in which state the ions 

exist within the starting region in the simulations, i.e., inside the first octopole. It 

is reasonable to assume that ions are still partly solvated in the second vacuum 

stage. This would lead to an increase of their collision cross sections. The impact 
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of desolvation is investigated in simulations, by applying a variable collision cross 

section that scales with the axial ion position. Ions are started with CCS values that 

are larger than that of the corresponding bare ions, and then decrease linearly 

(trace d) in Figure 30) as the ions travels further downstream, until the respective 

actual CCS values (cf. Table 10) are reached. Due to the larger initial CCS, the re-

sulting DPR is shifted towards lower deceleration potentials and the match with 

the experimental data between 0 and 2 V is improved. Above 2 V, the curves drop 

too fast in the simulations, indicating missing high energy ions. The corresponding 

KED is asymmetric and exhibits a low energy tail. In the simulations, the initial CCS 

is increased for all ions, which is unrealistic. It is again reasonable to assume that 

there exist different levels of solvation at the end of octopole 1. Therefore, in an-

other simulation the initial CCS is scaled with a random factor between one and 

two, weighted with an arbitrarily chosen exponential distribution 𝑓(𝑥) =

exp(−10𝑥). The result of this simulation (trace e) in Figure 30) shows a trend in 

the right direction, i.e., a slower decrease of the curve above 2 V. The experimental 

data are still not matched completely, but it appears that different levels of ion 

solvation in the transition region between octopole 1 and octopole 2 are contrib-

uting to the mismatch between simulation and experimental results.  

4) It is an ongoing discussion to what extent charged droplets penetrate into 

vacuum systems of mass spectrometers. Experimental studies have shown that 

such droplets do not only enter the vacuum systems but can even penetrate into 

the analyzer region [133, 134]. These droplets may have m/z values in the typical 

operation range of API mass spectrometers, e.g., m/z <3000 for the Bruker ion 

traps14. Therefore, they interact with the electric fields inside the transfer stage 

similarly to ions in that m/z range. However, the collision cross section of such a 

droplet is significantly larger than of singly charged ions with comparable m/z. 

Therefore, the mobility of the droplets is comparably low. It is conceivable that a 

non-uniform ion release from droplets in a downstream section of the transfer 

stage results in a broadening of the KED, similar to the effect of partial solvation of 

ions. If ions are randomly ejected from the droplets and gain some excess kinetic 

energy during this process, ions with both lower and higher kinetic energies will 

be added to the ion ensemble, resulting in a broadening of the KED, as observed in 

the experiment. This is comparable to the kinetic energy release observed in uni-

molecular fragmentation experiments (cf. section 3.1.4).  

                                                        

14 A spherical water droplet at the Rayleigh limit with a radius of 1 nm carries four elemen-
tary charges and has an m/z of approx. 600 [135] and an estimated CCS in N2 of 3.1∙10-18 m2. 
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Figure 30: DPR from the experiment and simulations with different ion ensembles 

(a) – e)). The pressure and gas velocity data are taken from the DSMC simulation with 0.36 

and 0.019 mbar at the inlet and turbo pump 2 (in) region, respectively; a) standard ion en-

semble (cf. Table 10); b) comprehensive ion ensemble (all ions detected with ≥5% rel. in-

tensity in the experiment); c) comprehensive ion ensemble and alternative CCS model 

(fit2); d) standard ion ensemble, ions are started with doubled CCS and subsequent linear 

decrease to the actual value; e) standard ion ensemble, the initial CCS is scaled with an 

exponentially distributed factor and subsequently reduced according to a sigmoid function 

to the actual value. 

The desolvation and droplet hypotheses are in agreement with the assumption 

that differences between the HCTplus and amaZon Speed ETD are caused by the 

different desolvation means of both instruments (cf. section 3.6.2). The dual funnel 

stage in the amaZon instrument achieves much better desolvation. As a result, bare 

ions and smaller clusters are injected into the third vacuum stage, where the colli-

sion number is sufficiently low for the ions to partly retain the gained kinetic en-

ergy. The KED is mainly determined by the acceleration voltages and collisions. In 

the HCTplus, the desolvation process is spread spatially, possibly up into the third 

vacuum stage, leading to a broader KED due to the superimposed, blurred desolv-

ation/ion release process. Considering all effects described above, it is concluded 

that the simulations yield a reasonable representation of the experimental obser-

vations. 

3.7.3 Ion focusing and the observed KED 

The experimental determination of KEDs is based on the interaction of the ion en-

semble with a potential barrier. The barrier is applied in a region where ions are 

focused within an electrostatic lens. During a DPS, the focusing properties of the 
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lens may change in a way that ions are not only deflected due to their kinetic en-

ergy but also their incident trajectory. This effect is evaluated in the trajectory sim-

ulations by comparing the simulated observed KEDs obtained from DPR curves 

with the ions’ actual KEDs when they hit the cup electrode. The simulated ob-

served KED is the derivative of the normalized DPR curve fit. The actual KED is the 

area-normalized fit of the kinetic energy histogram of ions that terminate at the 

cup electrode. The overlap of the two functions is determined to compare the di-

vergence between the kinetic energy distributions. The overlap integral SAB of two 

functions fA(x) and fB(x), in the considered range from x1 to x2, is calculated as fol-

lows: 

 

𝑆𝐴𝐵 = ∫ 𝑓𝐴(𝑥) ⋅ 𝑓𝐵(𝑥) d𝑥

𝑥2

𝑥1

. 

(3-7) 

The functions are normalized such that 

 

𝑆ΛΛ = ∫ 𝑓Λ(𝑥) ⋅ 𝑓Λ(𝑥) d𝑥

𝑥2

𝑥1

= 1. 

(3-8) 

SAB = 1 indicates that the two considered functions are identical, while SAB = 0 indi-

cates no overlap. Figure 31 shows as examples the actual and observed KEDs for 

three different simulations. The overlap integrals for all simulations presented in 

the preceding sections (different pressure scenarios and ion ensembles) are 

greater than 0.98. It is concluded that the observed KED generally equals the actual 

KED. 

 
Figure 31: Comparison of actual (solid lines) and observed (dashed lines) KEDs and over-

lap integrals for simulations with different inlet pressures: a) 0.36 mbar, b) 0.30 mbar, c) 

0.20 mbar. 
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3.7.4 KED modulation by fringe fields 

An ion trap model, adapted from the SIMION pseudopotential example, is used for 

modeling the intensity distributions obtained with the HCTplus and amaZon ion 

traps (cf. section 3.4.2, Quadrupole ion trap model). The model contains the ion trap 

electrodes and an injection electrode, which represents the transfer stage exit lens. 

Ions are injected into the ion trap in the z direction, i.e., through an orifice in the 

cap electrode facing the transfer stage. The trap entrance is positioned at 

z = 5.3 mm in the simulation model. Even though the cap electrodes are held at 

ground potential, the RF voltage applied to the ring electrode affects the interface 

region near the inlet orifice. This leads to a temporal modulation of the electric 

field between the transfer stage exit and the ion trap entrance (cf. Figure 32).  

The distance between the ion transfer stage exit and the ion trap entrance is 

1.1 mm in the SIMION model. An ion with m/z 100 and a kinetic energy of 2.5 eV 

travels with a velocity of about 2200 m/s, resulting in a residence time between 

the transfer stage and the ion trap of 0.5 µs. Since the wavelength of the RF voltage 

applied to the ring electrode of an ion trap is usually in the range of a microsecond, 

ions passing through this region may experience a significant proportion of one RF 

oscillation. However, the sign and magnitude of the potential gradient depends on 

the phase position of the oscillating field. That leads to a modulation of the ion ki-

netic energy.  

To evaluate the general effect of the variable field in the transition region on 

the kinetic energy, a trajectory simulation with 100000 ions is executed. The ions 

 
Figure 32: Potential along the center axis between the transfer stage exit and ion trap en-

trance at different ring potentials. 
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are started in a circular area (r = 0.2 mm) at the transfer exit, i.e., the tip of the 

injection electrode (z = 4.2 mm), with a kinetic energy of 2.5 eV. The phase position 

relative to the RF voltage is uniformly distributed over one RF cycle, i.e., 1 µs in this 

case. Collisions are not included in the simulations as only interaction with the 

electric field is evaluated. Subsequent simulations consider collisions and variable 

ion energies. 

Figure 33 shows that the kinetic energy progression strongly depends on the 

initial phase positions. Ions starting around a phase angle of 0° experience a repul-

sive potential while traveling through the region between the transfer stage and 

the trap and have a decreased kinetic energy at the trap entrance, compared to the 

initial value of 2.5 eV. Ions starting at a different phase angle will experience a net 

increase of kinetic energy. The kinetic energy histogram of the ions which enter 

the ion trap shows a broad bimodal distribution. The maxima of the distribution 

are at the boundaries of the distribution, at minimum and maximum kinetic ener-

gies, i.e., around 0 and 8 eV in this case. The phase-angle-dependent kinetic energy 

at the trap entrance, depicted in Figure 34a, oscillates around the arithmetic mean 

kinetic energy of roughly 4 eV, with a phase shift of about 80° relative to the RF 

voltage. Ions starting at a phase angle around 170° and 300° exhibit the narrowest 

KED at the trap entrance. This explains the small width of the maxima in the total 

kinetic energy histogram in Figure 33. The KEDs between 200° and 280° are the 

broadest. 

 
Figure 33: Ion kinetic energy progression between the transfer stage exit lens and the ion 

trap entrance hole (left) and total kinetic energy histogram at the trap entrance (right). 105 

ions are started at different phase angles relative to the RF voltage (200 V, 1 MHz). The 

initial kinetic energy is 2.5 eV. 
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Additional simulations were performed with the same model, to investigate the 

impact of collisions and non-uniform initial ion kinetic energy distributions. Figure 

34 shows the results of four different simulations. In the simulations with colli-

sions, a constant pressure is assumed for the whole simulation box. Therefore, col-

lisions are likely overestimated in the regions outside of the ion trap. It becomes 

apparent that the kinetic energy of ions is not significantly affected at a typical he-

lium pressure of 3·10-3 mbar inside the ion trap (cf. Figure 34a and b). Changing 

the initial ion kinetic energy from a single value to a Gaussian distribution with a 

maximum at 2.5 eV and a FWHM of 1 eV has a large impact on the resulting KED 

(Figure 34c and d). The general phase angle dependency remains similar, as dis-

cussed above. However, the region with the narrowest resulting KED is shifted  

 
Figure 34: 2D histograms of the kinetic energy at the trap entrance, after experiencing the 

oscillating field in the interface region, and the initial phase position for four simulations 

with different pressures and initial kinetic energies (left): a) 0 mbar/2.5 eV, b) 

3·10-3 mbar/2.5 eV, c) 0 mbar/Gaussian dist. @ 2.5 eV (1 eV FWHM), d) 

3·10-3 mbar/Gaussian dist. @ 2.5 eV (1 eV FWHM). The green sections of the total kinetic 

energy histograms (right) represent the fraction of ions that are stored in the ion trap after 

1 ms. 
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from 170° to 100°. The phase-angle-dependent KEDs are significantly broadened, 

especially in the range between 150° and 300°. As a result, the total KED has no 

sharp boundary on the high energy side, as it was observed with a set initial kinetic 

energy of 2.5 eV. 

For the actual ion trap operation, the phase-angle-dependent kinetic energy 

distribution of the ions upon entering the ion trap is of interest, because it deter-

mines which ions will actually be trapped. Figure 35 depicts the relation between 

the kinetic energy and phase angle of ions entering the QIT after passing through 

the fringe field region. During a DPS the kinetic energy is shifted according to the 

applied deceleration potential. When no ions are deflected from the trap, i.e., the 

complete initial KED is probed, the resulting KEDs at the trap entrance have com-

parable shapes. The KEDs are significantly broadened and exhibit maxima at the 

low and high energy boundaries. The higher the injection voltage, the broader is 

the resulting KED and the larger is the shift of the KED to higher energies. When a 

fraction of the ions is deflected from the trap, the resulting KEDs appear to exhibit  

 
Figure 35: Phase-angle-dependent axial ion kinetic energy at the trap entrance for ions 

with m/z 100 and an initial Gaussian KED with a mean of 2.5 eV and a FWHM of 1 eV, at 

different injection voltages. The injection voltages are given in the top right corner of each 

image. The RF voltage amplitude is 200 V. The ranges of the vertical axes are given in the 

top left corner of each image. The horizontal axes range from -180° to +180°. 
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a substructure (Figure 35, -2 V and 0 V), likely resulting from slow ions which have 

large residence times in the interface region between the transfer stage and ion 

trap. 

3.7.5 Ion acceptance of the QIT 

The shape of the observed KED is ultimately formed in the ion trap. The trapping 

process not only depends on the stability parameter qz of the ions in the quadru-

polar field but also on the ions’ kinetic energy �̅�kin,𝑧 which must not exceed the 

pseudopotential �̅�𝑧 for ions to be stored in a trap of a given size. This is never true 

for ions entering the quadrupolar field from outside of the trap. Therefore, QITs 

are usually operated at a helium pressure in the range of 10-3 mbar, so that ions 

are collisionally cooled during injection. Figure 34 clearly indicates the necessity 

of collisional cooling for trapping ions, as no ions are stored when the pressure in 

the simulations is set to 0 mbar (Figure 34a and c).  

The energy-dependent ion acceptance of the QIT is probed in trajectory simu-

lations. 105 ions are started evenly distributed in a circular area (r = 0.6 mm) at the 

trap entrance orifice in the cap electrode facing the injection electrode 

(z = 5.3 mm), at different phase angles relative to the RF voltage. The initial kinetic 

energy is uniformly distributed in the required range. Ions are considered trapped 

when they are still present after 1 ms. The pressure is set to 3·10-3 mbar. Simula-

tions are run for different ion m/z and RF voltages.  

The normalized ion acceptance distributions for different settings are shown 

in Figure 36. There is a distinct and systematic correlation of the ion kinetic energy 

and the phase angle at which the ions enter the QIT. Ions need to enter the ion trap 

with the kinetic energy matching the present RF phase angle to be trapped. The 

kinetic energy can not only be too high for the ion to be stored, but also too low. 

This dependence is not ruled out by collisional cooling at typical ion trap operation 

pressures. Around 0° the ion kinetic energy has a maximum in all cases. The ac-

cepted kinetic energy approaches zero towards ±180°. In total, the ion acceptance 

distributions exhibit a sinusoidal shape, with a gap at a phase angle of 180°. The 

energy width and the integral of the ion acceptance are generally larger be-

tween -180° and 0° than between 0° and 180°, which means that ions are more 

efficiently stored when entering the ion trap during the second half of the RF pe-

riod. The maximum tolerable kinetic energy scales by the same factor of 3.5 – 4.0 

when doubling qz, for any ion m/z. This matches well with the quadratic depend-

ency of the pseudopotential on qz. However, the maximum kinetic energy increases 

with m/z at constant qz. The positions of the ion acceptance distributions are  
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Figure 36: Normalized ion acceptance distributions of the QIT in dependence of the kinetic 

energy and phase angle, for qz = 0.097, 0.195, 0.390 (from left to right) and m/z 100, 200, 

400 (from top to bottom). The ranges of the vertical axes are given in the top left corner in 

each image; the upper limit is the maximum of the initial energy of trapped ions. All hori-

zontal axes range from -180° to +180°. The dotted lines highlight 0°. The relative trapping 

efficiency with regard to the total ion number is given in the top right corner in each image. 

slightly shifted to larger phase angles when qz increases. At qz = 0.195 the distribu-

tion is centered at 0°. At qz = 0.097 and 0.390 the distributions move slightly to 

negative and positive phase angles, respectively. The kinetic energy range in which 

ions can be stored is much larger than typical kinetic energies of ions entering the 

trap at standard settings (cf. Figure 34 bottom). For example, with an injection 

voltage of 1.7 V, RF amplitude of 200 V and m/z 100, the ion kinetic energy at the 

trap entrance ranges from 0 to 10 eV, while the ion acceptance energy range is be-

tween 0 and 20 eV. 

The phase-angle- and energy-dependent trapped ion ensemble is the product 

of the ion acceptance distribution and the phase-angle-dependent KED of ions that 

enter the trap. Both distributions are calculated as 2D histograms with identical 

size and resolution in both dimensions. The trapped ion ensemble is obtained by 

multiplying the histograms. This is depicted in Figure 37. The normalized ion ac-

ceptance of the QIT is shown in Figure 37a and the phase-angle-dependent ion KED  
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Figure 37: a) Kinetic-energy- and phase-angle-dependent ion acceptance of the QIT (left) 

and total kinetic energy histogram of the trapped ions at the trap entrance (right); b) 

Phase-angle-dependent ion kinetic energy at the trap entrance after passing through the 

interface region between the transfer stage exit and the ion trap (left) and total kinetic en-

ergy histogram (right); c) Product of the phase-angle-dependent ion acceptance and ki-

netic energy of ions (left) and total kinetic energy histogram of ultimately trapped ions 

upon entering the trap (right). All data are for ions with m/z 100 and RF voltage of 200 V. 

The ion acceptance is normalized to the total number of ions that were started in the sim-

ulation in each energy and phase angle bin. The remaining histograms are normalized to 

the maximum value. 

in Figure 37b. Figure 37c depicts the overlap, i.e., the product, of the phase-angle-

dependent ion acceptance and the ions’ kinetic energy. The stored ion ensemble 

exhibits irregular and not easily predictable initial kinetic energies, which changes 

with the injection voltage, i.e., during a DPS experiment. A set of energy- and phase-

angle-resolved stored ion ensembles for different injection voltages is shown be-

low (Figure 38). The energy window that leads to efficient storage shifts to higher 

energies as the injection voltage increases and ions with low kinetic energies are 

not stored at all, which is very unintuitive in a potential well model. 
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Figure 38: Product of the phase-angle-dependent ion acceptance and kinetic energy dis-

tributions of ions at the trap entrance, for ions with m/z 100 and an RF voltage of 200 V. 

The fractions of trapped ions to the total number of ions that enter the ion trap are given 

in the top left corner of each image. The injection voltages are given in the top right corner 

of each image. The vertical axes range from 0 eV to 20 eV. The horizontal axes range from 

-180° to +180°. 

In conclusion, the shape of the DPR is not only affected by the applied potential 

barrier, but is always superimposed by the ion acceptance of the ion trap. This ex-

plains the deviations between DPR curves obtained from Faraday cup and ion trap 

measurements. The dependencies of the ion acceptance on the ion m/z, injection 

voltage, and RF voltage are reasonably systematic, and this is also reflected in the 

experimental results. It is emphasized that the DPR is still sensitive to changes of 

the incident ion KED. 

3.7.6 DPR data and the actual ion KED 

DPR data obtained from ion trap measurements do not necessarily exhibit the ex-

pected shape, due to the superimposed ion acceptance of the ion trap (cf. Figure 

17). In the range of positive deceleration potentials, i.e., the transfer stage exit po-
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tential remains below the reference value, the ion intensity usually exhibits a max-

imum. When the deceleration potential is decreased the intensity gradually be-

comes zero. This decrease happens over a deceleration potential range of a few 

volts to tens of volts, depending on the experimental conditions, i.e., the ion ac-

ceptance energy range of the QIT. In some cases, the intensity curve exhibits a sec-

ond maximum at higher negative deceleration potentials. The FWHM of the DPR 

curves were found to scale systematically with the respective ions’ m/z or qz val-

ues. It is of major interest to assess the effects of the actual KED on the observed 

DPR to obtain information on the actual KED from experimental results. Therefore, 

two factors are evaluated in DPS simulations:  

1) The position of the KED (mean kinetic energy)  

2) The shape, i.e., width and symmetry, of the KED  

DPR curves are simulated for three ion species, with m/z 100, 200 and 400, respec-

tively. The ion trap settings are constant for all simulations (RF voltage of 200 V @ 

1 MHz). The considered injection voltage ranges from -10 V to +15 V. The deceler-

ation potential Ud equals the negative injection voltage. 

KED position 

As previous results already suggested, the actual KED position, i.e., the mean ki-

netic energy, cannot be determined from the DPR directly. Figure 39 shows simu-

lated DPR data for different mean ion energies and m/z. The DPR curves’ maximum 

positions depend on the RF properties. When these properties are fixed, the DPR 

curves are shifted according to the mean of the initial KED. It is noticeable that the 

curves run approximately in parallel on the right shoulder of the first maximum. 

On the left side, their courses partly deviate. At qz = 0.195 (m/z 100), the intensities 

decrease slowly and a second maximum occurs. At qz = 0.097 (m/z 200) and 

qz = 0.049 (m/z 400), the curves decrease monotonically. The widths of the DPR 

curves are larger, the higher the initial mean kinetic energy is, even though the 

widths of all initial KEDs are the same. This is readily explained by the different 

fractions of the KED that is probed at each injection voltage and the fringe field 

modulation of the KED before the ions enter the trap. The ion acceptance of the ion 

trap is constant for all simulations, but the offered ion ensemble is variable with 

regard to its KED. At positive injection voltages the complete ion ensemble is en-

tering the ion trap and the ion acceptance is probed with this complete ensemble. 

The combination of the ion acceptance and the ions KED results in the observed 

intensity progression. At negative injection voltages (positive Ud), a fraction of the 

ions is deflected from the ion trap and the intensity change is additionally affected  
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Figure 39: Simulated DPR curves for different initial mean kinetic energies of the ion en-

semble and m/z (left) and shift of the DPR curves (right shoulder 50% position) in depend-

ence of the initial mean kinetic energy with linear fits (right). The initial KEDs have Gauss-

ian shapes with a FWHM of 1 eV. The mean energies are given in the legend. Note that the 

lower and center DPR curves have a different scaling on the x axis than the upper curve. 

by the number of ions that are still detected. This appears to dominate the overall 

intensity change in the section of the DPR curve to the right of the maximum, which 

leads to the observed parallel shift of the curves in this region. At lower qz, e.g., 

0.097 (m/z 200) or 0.049 (m/z 400), the intensities decrease fast after the maxi-

mum and do not exhibit a second maximum. For these scenarios, the curves shift 

also according to the initial mean kinetic energy, but the shape and width is nearly 

constant. It is concluded that at fixed ion transfer and trap settings, changes of the 

mean kinetic energy of trapped ions can generally be identified as a parallel shift 

of the DPR curve in the range of negative injection voltages, i.e., where the actual 

kinetic energy scan is performed. For a quantitative description the position of the 
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DPR curves’ right shoulders at 50% height are determined. The shift of this posi-

tion upon changing the initial mean kinetic energy is well described with a linear 

model (cf. Figure 39, right). The slopes of the resulting fits show quantitatively that 

the DPR curves are more sensitive to changes of the mean ion energy at higher qz 

values. 

KED shape 

Changes of the KED’s shape, i.e., width and symmetry, are of interest, because that 

may yield information on the ion formation and desolvation processes. Since the 

KED is unknown in the experiments, the impact of different KEDs on the corre-

sponding DPR curves is investigated in simulations to support the interpretation 

of experimental results. DPS simulations with differently shaped initial ion KEDs 

are executed. The distributions are synthetically created and reflect different con-

ceivable scenarios, e.g., different kinds of asymmetries that may be introduced by 

non-uniform ion creation. Details on the KEDs are given in Figure 40. The results 

indicate that it requires careful choice of the ion trap settings and data analysis to 

distinguish between changes of the KED symmetry and KED broadening. The DPR 

curves are smoothed with a Savitzki-Golay filter [136] (scipy.signal.sav-

gol_filter [26]) with 3rd degree polynomials and a window size of 7, to improve 

clarity. When comparing the three scenarios a), b), and c) in Figure 41, it becomes 

obvious that qz should be as low as possible for this investigation. This leads to the 

DPR curve with a shape as narrow as possible. At qz = 0.097 and 0.049 the asym-

metric broadening of the DPR curve compared to the control (Gaussian1) is distin- 

 
Figure 40: Synthetic KEDs with different shapes, created to study the impact of the KED 

on the DPR in simulations. HET1 and HET2 have high energy tails to different extents. LET 

has a low energy tail and shoulder exhibits a shoulder on the high energy side. A symmetric 

Gaussian distribution is shown in black as control. Gaussian2 is symmetrically broadened 

compared to Gaussian1. 
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Figure 41: Simulated DPR curves with different ion ensembles at different qz. The initial 

KEDs are described above. The control data are shown in black. 

guishable from the symmetric broadening. A low energy tail of the initial KED 

(LET) leads to a shift of the left-hand shoulder of the curve to lower Ud. The right 

shoulder is not affected. With a high energy tail (HET1, HET2) the right-hand shoul-

der shifts to larger deceleration potentials. At qz = 0.195 the LET curve and the 

symmetrically broadened curve (Gaussian2) show little differences. A slight shift 

of the right shoulder is observable, but this could easily be covered up by noise on 

the signal. The KED with a shoulder on the high energy side results in significant 

broadening of the first DPS peak around Ud = 2 V with qz = 0.195. At lower qz, the 

peak is significantly broadened (qz = 0.097, Figure 41 b)) or the shoulder is directly 

observable the DPR curve (qz = 0.049, Figure 41 c)). This emphasizes again that 

DPR curves contain the most information on the KED at the lowest possible qz. Of 

course, the accuracy of the DPR curve has a large impact on whether such changes 

can be detected significantly. In general, the larger the change of the KED the easier 
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this change can be revealed in a DPS experiment, in comparison to the control ex-

periment (Gaussian1). 

In the following, general trends are summarized: A symmetric broadening of 

the KED results in flattening of the DPR curve on both sides of the first maximum. 

If a second maximum exists, its intensity increases (compare Gaussian1 and Gauss-

ian2 in Figure 41 a)). A high-energy tail leads to slower increase of the DPR curve’s 

right shoulder. The left shoulder of the first peak is unaffected. If a second maxi-

mum exists, an increase of its height is observed (compare Gaussian1 and HET2 in 

Figure 41 a)). A low-energy tail results in the opposite effect: The right-hand shoul-

der remains unchanged, but the left flank becomes flatter and the second maxi-

mum, if observed, increases in height (compare Gaussian1 and LET in Figure 41 

a)). 

3.8 Application: DPS experiments as a diagnostic tool 

The experimental and numerical results discussed in sections 3.6 and 3.7 show 

that changes of the KED can be extracted from ion trap DPR data. While the actual 

KED cannot be determined without knowledge of the energy-dependent ion ac-

ceptance of the ion trap, relative changes of the KED can be detected as changes of 

the intensity progression of a deceleration potential scan. In section 3.6.2 it was 

already shown that the DPR data from instruments with different ion transfer 

stages reveal their desolvation capabilities. DPR data measured with the skimmer 

instrument suggest significantly broader ion KEDs compared to the funnel instru-

ment, owing to their respective means for ion desolvation. In this section, the ap-

plication of DPS experiments for studying ion dynamics in transfer stages of mass 

spectrometers is demonstrated.  

3.8.1 Combined survival yield and DPS experiments 

The DPS experiments with different acceleration voltages in the ion transfer stage 

have revealed that complete kinetic re-equilibration takes place in the first and 

second vacuum stage of the utilized mass spectrometers (section 3.6.1). The ama-

Zon ETD experiments were conducted with a set of thermometer ions (BP ions), 

which enables estimation of the ions’ internal energy distribution P(Eint) with the 

survival yield method, as described in section 3.3.1. The ion properties are given 

in Table 4 (section 3.3.2). Ion activation was induced by increasing different volt-

ages in the ion transfer stage, namely the RF voltages of funnel 1 and funnel 2, the 

acceleration voltage between funnel 1 and funnel 2, and the acceleration voltage 

between funnel 2 and octopole 1. All transfer voltages were set to the values given 
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in Table 2 (section 3.2.1, Bruker amaZon ion traps). For non-RF activation all volt-

ages in the sections of the transfer stage upstream of the activation region were 

increased by the same value so that only the acceleration voltage in the activation 

region is changed. For example, the capillary exit and funnel 1 voltages are in-

creased by the same value for activation between funnel 1 and funnel 2 (cf. Figure 

6). The standard funnel RF voltages were 196.5 Vpp for funnel 1 and 100 Vpp for 

funnel 2. These settings resulted in no fragmentation of any of the BP ions. 

Survival yield experiments 

The results of the survival yield experiments are shown in Figure 42. At the maxi-

mum setpoint for the funnel 1 RF voltage of 400 Vpp, all survival yields are above 

80% (purple dots), resulting in an approximated mean internal energy of 1.2 eV. 

The reduced field strength in funnel 1 is too low for extended fragmentation of the 

BP ions. The background pressure in funnel 1 is one order of magnitude larger than 

in funnel 2, with the RF voltages being in the same range. The local pressure in the 

entrance region of funnel 1 is potentially even higher, due to the supersonic expan-

sion of the capillary effluent.15 This results in significantly lower reduced field 

strengths compared to funnel 2. Stronger activation can be achieved by increasing 

the RF voltage inside funnel 2. At the maximum amplitude of 600 Vpp, the most 

fragile ion (p-CH3 BP) has a survival yield just above 20%, while the survival yield 

of the most stable ion (p-NO2 BP) is still at 90%, resulting in a mean internal energy 

around 2.0 eV (magenta squares). Activation by accelerating ions between funnel 

1 and funnel 2 achieves complete fragmentation of the three most fragile BP ions, 

while the most stable ion has a survival yield below 50% (red diamonds). When 

the ions are accelerated with 68 V in this region, the mean internal energy is 2.4 eV, 

which is above the fragmentation energy of p-NO2 BP. The strongest fragmentation 

is observed when activation is induced between funnel 2 and octopole 1 (orange 

triangles). In this region, complete fragmentation of all BP ions can be achieved. 

When the acceleration voltage is set to 26 V the survival yield curve is already un-

derdetermined, as all survival yields are below 20%. From the curve fit a mean 

internal energy of 2.9 eV can be estimated.  

The results are generally as expected: The strongest fragmentation occurs in the 

experiment in which ions experience the highest reduced field strength, which is 

when strong activation downstream of funnel 2 takes place (lowest pressure). As  

 

                                                        

15 The exit pressure of a standard inlet capillary (18 cm length, 0.6 mm i.d.) under choked 
flow conditions is around 200 mbar [131]. 
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Figure 42: Survival yield of benzylpyridinium (BP) ions in dependence of their critical en-

ergies E0 for different activation regions in the amaZon ETD instrument. 

the DPS experiments have revealed, the collision number in this region is still suf-

ficiently high for the ions to lose a significant fraction of their kinetic energy gained 

between funnel 2 and octopole 1, which in turn also enables CID. It is emphasized 

that the mean internal energies given above are only to be viewed as a qualitative 

measure. Due to lack of knowledge of the kinetic shift, the absolute position of the 

kinetic energy distribution is unknown. In fact, the kinetic shift is also variable in 

the experiments, since activation takes place in different sections of the instru-

ment, which has an impact on the time interval between the activation and detec-

tion. Nevertheless, the extent of activation in the different regions is clearly 

demonstrated in the presented experiments. 

The total fragment intensity should be the sum of the intensities of fragments 

produced in different activation stages, due to the irreversibility of the fragmenta-

tion reaction. However, this was not observed in experiments with subsequent RF 

activation in funnel 1 and funnel 2; the fragmentation response at high funnel 2 RF 

voltages is unaffected by the funnel 1 RF voltage (data not shown). This can be 

rationalized in terms of different activation processes prevailing in funnel 1 and 2: 

It is safe to assume that the capillary effluent contains predominantly solvated ions 

or even charged droplets when ESI is utilized [133, 134]. Before fragmentation of 

ions occurs, they must be desolvated. The desolvation process can be promoted by 

increasing the RF voltage in the first funnel. Collision energies are moderate in fun-

nel 1, due to the comparably high pressure, which promotes cleavage of loosely 

bound clusters. The reduced field strength inside funnel 2 is potentially higher 

than in funnel 1, even at low RF voltage settings. When ions are already desolvated 
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upon entering funnel 2, further activation can lead to fragmentation and the sur-

vival yield depends on the RF voltage in funnel 2. At high funnel 2 voltages the 

reduced field strength is sufficiently high for both desolvation and subsequent 

fragmentation. In both cases, the maximum activation is determined by the colli-

sion energy in funnel 2. 

Activation induced by the axial acceleration voltage between funnel 1 and 2 

achieves stronger fragmentation than RF activation in funnel 2 only. This implies 

that ions attain higher kinetic energies and therefore collision energies by the axial 

acceleration than at high RF voltages in funnel 2. The radial focusing force in the 

funnel depends on the ion distance to the electrodes. A change of the ion beam 

shape due to the increased acceleration voltage, resulting in an overall larger beam 

diameter in funnel 2 can also contribute to both declustering and fragmentation. 

DPS experiments 

DPR data were recorded for the settings in the survival yield experiments. As al-

ready discussed, the BP precursor ions’ DPR curves are not affected by changes of 

acceleration voltages upstream of/within funnel 2. However, the DPR curves of 

fragment ions of all BP precursor ions, except p-NO2 BP, respond to changes of 

these activation voltages. Representative DPR curves of the p-F BP fragment ion 

are shown in Figure 43. When fragmentation is induced via the acceleration volt-

age between funnel 1 and funnel 2 or funnel 2 RF voltage, the second maximum 

(located at negative Ud) of the DPR gains intensity relative to the first maximum. 

The curve shape at positive Ud remains constant. The curve shape at low activation 

settings is interesting by its nature, as the second maximum has a larger intensity 

than the first maximum. This is in contrast to all previous DPS experiments as well 

as simulations and suggests the presence of a prominent low energy tail in the KED. 

A similar effect was reported in section 3.7.2 when a changing CCS was assumed in 

the region between the second and third vacuum stage. The fragment ions exhibit 

smaller CCS values than the precursor ions. The change of CCS upon fragmentation 

is not gradually as in the simulations but occurs instantaneously, which can explain 

the pronounced effect on the DPR. Therefore, an upstream shift of the fragmenta-

tion region of the corresponding ions from the transition region behind funnel 2 is 

a reasonable explanation for the accompanied behavior of the low energy tail when 

the activation voltage is increased. 

The DPR curves of the precursor ions in dependence of the acceleration voltage 

between funnel 2 and octopole 1 show the expected shift towards larger Ud and 

therefore larger mean kinetic energies, when the acceleration voltage is increased  
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Figure 43: DPR curves of the p-F BP fragment ion (m/z 109) in different activation exper-

iments: a) Funnel 2 RF voltage, b) acceleration voltage funnel 1-funnel 2, c) acceleration 

voltage funnel 2-octopole 1. Data are normalized to the maximum at positive Ud. 

from 1 to 16 V. Simultaneously, the curves become significantly skewed towards 

the right-hand side, which corresponds to a pronounced high energy tail of the 

KED. Below 16 V acceleration voltage the DPR curves scale with m/z, as expected 

from the m/z-dependent ion acceptance of the QIT. This was also the case in the 

experiments with activation between funnel 1 and 2 and inside funnel 2. At 16 V 

and 26 V acceleration voltage this trend changes, and the curves scale with the sta-

bility of the precursor ions, i.e., the lower the fragmentation energy, the lower the 

intensity at high Ud. For the most fragile BP ions, the KED’s high energy tail is 

strongly depleted. This suggests fragmentation occurring inside the ion trap. Fast 

ions that would be detected at high deceleration potentials are removed from the 

mass spectrum due to fragmentation, leading to a depletion of the high energy side 

of the KED. This effect scales with the fragmentation energy. The scaling according 

to fragmentation energy is not as pronounced in the DPR curves of the fragment 

ions, which is a result of the different ion acceptance distributions for the precur-

sor and fragment ions. 

The results presented above demonstrate that DPS experiments can reveal ef-

fects that are not easily derived from the extent of fragmentation in a survival yield 
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experiment and, thus, can complement the interpretation thereof. Usually, the sur-

vival yield method is applied when information on the internal energy deposition 

is required, e.g., for characterizing the “harshness” of an ionization technique [65, 

67, 119]. DPS experiments provide a means for exposing accompanied changes of 

ion dynamics in the intermediate part of the ion transfer stage. These effects can 

be projected onto changes in the upstream region and potentially even in the ion 

source, if source parameters are varied during the experiments, as will be demon-

strated in the following sections. 

Finally, it is emphasized that changes of acceleration voltages, especially in the 

intermediate pressure region of the ion transfer stage, can significantly alter the 

results of a survival yield experiment. Fragmentation is easily achieved in this re-

gion and the impact of acceleration voltages on the fragmentation extent should be 

carefully evaluated. The energy-dependent ion acceptance needs also to be consid-

ered when using trapping devices, which makes it very difficult to evaluate the 

“true” survival yield of an ion using such instruments. 

3.8.2 Sensing changes of the ion evolution during ESI 

The ion formation process in electrospray ionization is still under discussion [74, 

75]. It is reasonable to assume that a large fraction of ions is still solvated when 

they enter the vacuum system of a mass spectrometer, since ions still undergo high 

numbers of collisions even at intermediate pressure (e.g., in or below the millibar 

range). Ion-solvent clusters will always be formed under these conditions when 

polar compounds, e.g., typical solvents used in ESI experiments, are present in the 

matrix gas [34, 56]. CID of these clusters takes place in the ion transfer stage by 

applying suitable declustering potentials [35, 137]. Even though the presence of 

solvent clusters in the vacuum interface is an acknowledged fact in the MS com-

munity, they are often left out of discussions regarding the ion formation process. 

There is also evidence for ESI-generated charged droplets penetrating deeply into 

vacuum systems of mass spectrometers [133, 134] and their role in the ion for-

mation process is currently under investigation. The abundance of cluster signals 

in mass spectra is closely related to experimental conditions in the ion source and 

ion transfer stage. Usually, these conditions are tailored to suppress cluster ions, 

as they would increase the noise level and complexity in the acquired mass spectra. 

Impact of the electrospray voltage 

DPS experiments are performed with the HCTplus and amaZon Speed ETD with 

ESI voltages set to 1500 V and 4500 V, respectively. Sodium formate is used as an-

alyte. Exemplary DPR curves from EICs are shown in Figure 44. The DPR curves 
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respond to the change of spray voltage. For all sodium formate ions, the observed 

change is systematic, i.e., the curves are shifted to lower deceleration potentials as 

the ESI voltage is decreased, corresponding to a lower average kinetic energy. This 

is surprising, because changes of acceleration voltages downstream of the ion 

source, i.e., in the first and second vacuum stages, did not change the DPR at all. 

Consequently, the ESI voltage cannot directly contribute to the ion kinetic energy 

at the exit of the transfer stage. In addition to the DPR curve shift, the relative abun-

dance of larger cluster signals in mass spectra is promoted when the ESI voltage is 

changed to 1500 V. Reducing the ESI voltage has two direct consequences: The po-

tential gradient inside the capillary flattens and the size of primary droplets in-

creases [138]. Note that in Bruker Apollo type API sources (APCI/ESI) the spray 

needle is grounded and the capillary entrance potential is negatively biased for ESI 

in positive ion mode.  

In the ESI source, ions will either reside in charged droplets or will be solvated by 

polar solvent molecules [56]. Within the transfer capillary, the clustered ions and 

droplets are dragged along by the neutral gas. From the capillary entrance 

 
Figure 44: DPR curves for [(HCO2Na)n+Na]+, n = 3, 5, 6 (m/z 227, 363, 431), recorded at 

different ESI voltages (red dots: 4500 V, blue squares: 1500 V) with the HCTplus (left) and 

amaZon Speed ETD instrument (right). The vertical lines indicate the 50% height positions, 

which corresponds roughly to the median kinetic energy. 
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(e.g. -4500 V) to the exit (e.g. +100 V), the potential gradient is repulsive. Decreas-

ing the ESI voltage, which is applied between the grounded spray needle and the 

capillary entrance reduces the repulsive potential barrier. This would lead to an 

increased ion energy in a collision-free environment. However, this is not the case 

inside the capillary and adjacent regions. Assuming an electric field of 260 V/cm 

(ESI voltage of 4500 V) over the entire length of the capillary, the gained kinetic 

energy between two collisions is in the range of 1.5⋅10-3 eV at the capillary en-

trance (atmospheric pressure, mean free path for N2: 5.9⋅10-6 cm) and 7.8⋅10-3 eV 

at the capillary exit (200 mbar, mean free path for N2: 3.0⋅10-5 cm). Both values are 

far below the mean thermal energy of the background gas (around 25⋅10-3 eV for 

N2 at 298 K). When the ESI voltage is decreased to 1500 V, the gained energy be-

tween two collisions decreases also. Therefore, it is impossible for the ESI voltage 

to impact on the ion KED at the transfer stage exit and the observation cannot be 

explained with a direct interaction of ions with the ESI voltage in the ion source 

region.  

It was shown in section 3.6.1 that the acceleration voltages between the capil-

lary exit and octopole 1 (HCTplus) or capillary exit and funnel 2 (amaZon) do not 

impact on the DPR, which was attributed to the high collision rate in this region, 

resulting in re-equilibration with the background gas in octopole 1/funnel 2.16 An 

effect on the DPR was observed only in the transition region into collision free con-

ditions, between octopole 1 and octopole 2/funnel 2 and octopole 1. Thus, the final 

ion energy is dominated by the axial acceleration voltage (energy gain) and pres-

sure gradient (energy loss) in this region. The kinetic energy in the upstream part 

of the transfer stage is thus negligible. In the transition region, the acceleration 

voltage affected also the cluster signal distribution. A higher acceleration voltage 

shifted the distribution to smaller clusters. This dependency indicates ion activa-

tion (cluster dissociation), and was not observed when the acceleration voltage 

was increased in the upstream part of the transfer stage. 

Additional experiments are carried out with the HCTplus instrument with dif-

ferent pressures in the transfer stage. This is achieved by changing the pumping 

speed of the roughing pump with a dosing valve. The pressure in the first vacuum 

stage is varied between 2.8 and 5.2 mbar. As the pressure is increased, the DPR 

curve is shifted to lower deceleration potentials, indicating a decrease of the aver- 

 

                                                        

16 The collision number of an ion (m/z 159, CCS 132 Å2) traveling through octopole 1 
(length 4.5 cm) is estimated to 1600 (pressure 0.36 mbar, temperature 300 K). In reality 
this number is potentially higher, as it does not include the ion oscillation in the RF field. 
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Figure 45: DPR curves for [(HCO2Na)3+Na]+ (m/z 227) obtained at different pressures in 

the first vacuum stage of the HCTplus ion trap. 

age ion energy (Figure 45). At the same time, the cluster distribution shifts to 

larger cluster sizes. The pressure change also affects the pressure gradients in the 

downstream part of the transfer stage, most pronounced in the second vacuum 

stage and the entrance region of the third stage. Thus, the reduced field strengths 

in these regions change accordingly, which impacts the degree of CID. The change 

of the collision number leads to a shift of the average ion energy. 

Considering the experimental results described above, the spray-voltage-de-

pendence of the DPR curve is most likely a mobility effect. The drift velocity vd of 

an ion is proportional to the electric field strength E and the ion mobility K (eq. 

(3-2)). As discussed before, the field strength between the capillary exit and octo-

pole 1 has no impact on the DPR, due to re-equilibration with the background gas 

inside octopole 1. Downstream of octopole 1, the field dependency is observed, be-

cause of the sufficiently low collision number. When E is constant, the drift velocity 

depends only on the ion mobility. The mobility scales inversely with the gas num-

ber density N and the collision cross section Ω, according to the Mason-Schamp 

equation (eq. (3-3)). Therefore, increasing the pressure decreases the drift veloc-

ity. This is in agreement with the pressure variation experiments. For the CCS to 

have an impact on the DPR, it must change in the region downstream of octopole 

1. Consequently, ions must not be completely desolvated when exiting octopole 1. 

An extension of the desolvation process is a logical consequence of an increase of 

the initial droplet size. This matches the simulation results presented in section 

3.7.2 regarding the impact of incomplete desolvation. The different magnitude of 

the ESI voltage dependency is also in accordance with this rationale. In the HCT-

plus data, the observed DPS shift is significantly larger than in the amaZon data. 

The 50% height position is determined to quantify the shift, which is depicted in 
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Figure 44. In the HCTplus experiments the curve shifts are in the range of 0.6 V, 

whereas in the amaZon experiments a shift of about 0.2 V is observed (compare 

left and right panels in Figure 44). The difference between the two instruments is 

readily explained by their different vacuum interface designs, which was already 

discussed in section 3.6.2. The funnel inlet of the amaZon Speed ETD achieves bet-

ter desolvation than the skimmer inlet of the HCTplus and, thus, minimizes the 

lifetime of clusters and droplets and related effects. Also, the dry gas flow is lower 

in the HCTplus experiments than in the amaZon experiments (1.5 vs. 4.0 L/min). A 

higher dry gas flow promotes desolvation, which agrees with the results. Finally, 

the off-axis positioning of the transfer capillary in the amaZon instrument also con-

tributes to the desolvation capabilities, as it directs the capillary effluent towards 

the funnel electrodes, where the field strength is highest. 

In summary, all experimental observations agree with the mobility hypothesis. 

The impact of the ESI voltage on the size of primarily generated droplets is, to the 

best of the present knowledge, the only reasonable explanation for the experi-

mental observations. The present results strongly suggest that ion desolvation is 

not necessarily completed in the first vacuum stage, but may only be achieved in 

deeper parts of the mass spectrometer. At the moment it is unclear, to what extent 

charged droplets contribute to ion signals observed in mass spectra. This matter 

is the subject of current research. 

Impact of chemical modifiers 

In a recent publication [59] the impact of solvent vapor (chemical modifiers) added 

to the background gas of a nano-electrospray ionization (nESI) source on the de-

tected ion population, especially on the ratio of different charge states, of Sub-

stance P (SP) was evaluated. A charge retention/depletion model was proposed 

based on the experimental observations and is briefly summarized in the follow-

ing. Polar protic and polar aprotic modifiers show opposing effects on the recorded 

mass spectra, i.e., a decrease or an increase of the average charge state of SP, re-

spectively. This is attributed to the different bonding properties of the modifier 

groups. Protic modifiers (e.g., water, methanol, ammonia) form large hydrogen-

bonded clusters, whose proton affinities (PA) scale with the cluster size [139]. 

These clusters can deprotonate analyte ions (charge depletion). Aprotic modifiers 

(e.g., acetonitrile, acetone) can only form one hydrogen bond, which limits the size, 

and thus PA, of pure modifier clusters [140]. These modifiers also readily interact 

with protonated analyte ions and protect the charge from loss processes (charge 

retention). In addition, adding a modifier abundantly to the matrix gas of the nESI 
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source extends the droplet evaporation process and changes the final droplet com-

position in favor of the modifier. Thus, the chemical environment that ions experi-

ence inside the mass spectrometer is heavily dominated by the modifier. 

DPS experiments are performed with the same experimental setup and condi-

tions as described in [59], i.e., with the nESI source and Bruker micrOTOF instru-

ment. The deceleration potential is applied between the second skimmer and the 

second hexapole. The standard acceleration voltage is 1.7 V. The potentials of all 

transfer elements upstream of the second hexapole are gradually changed by the 

same value, within the range from 0 to -5 V relative to the standard settings given 

in Table 3 (section 3.2.1, Bruker micrOTOF), which corresponds to a deceleration 

potential of 0 to 5 V. 

A solution of SP (1 µmol/L) in acetonitrile/water (1/1) and 0.1% formic acid is 

used as analyte. Chemical modifiers are added to the background gas of the nESI 

source. Triply (SP3+) and doubly protonated SP ions (SP2+) are detected in the ex-

periments. In general, SP3+-modifier clusters appear in mass spectra when aprotic 

modifiers are used. With protic modifiers, no clusters are detected.  

Without any modifier, the DPR of SP2+ and SP3+ differ slightly (cf. yellow traces 

in Figure 46). For SP2+, the intensity increases strongly between 3.5 V and 3.0 V, 

and saturates at ≤2.0 V. This implies, that ions exhibit a KED between zero and 

3.5 eV, with a low energy tail and narrow peak around 3.0 - 3.5 eV before entering 

  
Figure 46: DPR data of SP3+ (left) and SP2+ ions (right), obtained with the micrOTOF in-

strument. Methanol is added to the ion source as chemical modifier. Selected excerpts of 

the mass spectra are embedded in the plots. The methanol mixing ratios are given in the 

legend. 
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the hexapole. The SP3+ trace is slightly shifted to smaller deceleration potentials. 

The curve increases from zero to maximum intensity between 2.5 V and 3.0 V and 

is more symmetric around the inflection point. The widths of the DPR curves are 

noticeable when compared with the ion trap experiments (cf. section 3.5). Even 

though the transfer stages are not entirely identical in the HCTplus and micrOTOF 

instruments, their principal design is rather similar. Thus, broadening of the KED 

of ions exiting the transfer stage occurs mainly in the second transfer multipole. 

The experiments with variable acceleration voltages in the first and second vac-

uum stage (section 3.6.1) and the DPS simulations (section 3.7.2) further support 

this conclusion. The differences of the SP3+ and SP2+ data in the present experi-

ments must originate in the upstream part of the DPS region. 

The SP3+ signal is depleted when methanol is used as chemical modifier. As seen 

in Figure 46, the DPS response of the remaining SP3+ ion signal changes signifi-

cantly. When the methanol mixing ratio is increased, the SP3+ curve’s inflection 

point shifts to larger Ud and the curve becomes flatter, representing a broadening 

of the KED on the high energy side. The same is observed for SP2+, but much less 

pronounced and only at the highest methanol mixing ratio of 1.1%V. The ions’ KED 

is determined by the electric fields and collisions in the ion transfer stage. When a 

change of the KED is detected between the second skimmer and hexapole, this 

change must have taken place upstream of this region. Since the transfer voltages 

are constant for all experiments, the observed change must be a direct result of the 

altered ion release and/or desolvation processes. CID experiments have revealed, 

that the release of bare SP ions is delayed when a modifier is added [59]. It was 

shown in section 3.7.2 that broadening of the KED in the low-energy part occurs 

when the desolvation process is non-uniform (cf. Figure 30). The delayed desolv-

ation leading to a spread of the ion release region is a feasible explanation for the 

observed KED changes in the low energy region (cf. Figure 46, Ud < 3 V). However, 

the intensity increase in the high-energy regime is the more prominent change of 

the DPR curve with MeOH addition and this cannot be explained solely with de-

layed desolvation. It is unlikely that ions will gain or retain higher kinetic energies 

in the collision-dominated upstream part of the ion transfer stage. Another hy-

pothesis for the increased abundance of high-energy ions when MeOH is used as 

chemical modifier in the experiments is based on charged droplets generated by 

ESI that penetrate into the instrument’s vacuum system. Such droplets exhibit sig-

nificantly larger collision cross sections than bare gas phase ions and will therefore 

more strongly interact with the background gas. The gas is accelerated axially dur-

ing the transition between the second and third vacuum stage, due to the pressure 

gradient. It is conceivable that droplets are pushed past the potential barrier by 
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the gas. Analyte ions that are transported within the droplets to be released down-

stream of the barrier could explain the increased intensity of high-energy ions ob-

served when MeOH is used as modifier. Additionally, this mechanism would also 

account for the “survival” of SP3+ ions, because they are released into the gas phase 

only in a near-collision-free region where charge depletion by the chemical modi-

fier cannot occur anymore. This rationale is supported by a recent study that pre-

sents strong evidence for the presence of charged droplets inside the vacuum sys-

tems of different commercial mass spectrometers [134]. It is emphasized that the 

observed high-energy tail is not due to increased noise in the spectra. SP ions are 

clearly detected, as can be seen in the bottom parts of the inset spectra in Figure 

46.  

Qualitatively, the same effect is observed for SP3+ and [SP3++ACN] when ace-

tonitrile is used as modifier. The results of the corresponding experiments are 

shown in Figure 47. The DPR curve broadens in the high energy range as the ace-

tonitrile mixing ratio is increased, indicating a high energy tail in the KED. In addi-

tion, the slope in the range between 0 V and 2.5 V changes systematically, which 

suggests a promoted low energy tail at higher acetonitrile mixing ratios. A similar 

trend is detected for SP2+ in the range between 0 and 3.0 V. At 4.7%V acetonitrile 

mixing ratio, the curve strongly resembles the curves of SP3+ and [SP3++ACN]. This 

supports the notion of delayed SP2+ ion formation from SP3+ downstream of the DPS 

region from charged droplets. 

CID experiments have revealed that ions are heavily solvated when a modifier 

is added, as it completely suppresses fragmentation in the first vacuum stage. Ad-

ditional CID experiments are performed with acetonitrile as chemical modifier. 

When ions are activated between skimmer 2 and hexapole 2, a change of the 

SP3+/[SP3++ACN] signal intensity ratio is observed. Both signals change in the op-

posite direction, which implies that SP3+ is formed by dissociation of [SP3++ACN] 

clusters. At an acceleration voltage of 6.7 V the SP3+ signal becomes the base peak 

of the mass spectrum. At higher acceleration voltages, fragmentation of SP ions 

sets in and both the SP3+ and [SP3++ACN] signals decrease, while their ratio re-

mains constant. It is conceivable that both the declustering and fragmentation re-

actions become collision-controlled due to the high collision energy. The collision 

probability for bare SP3+ and its first ACN cluster should be similar, because the 

size of ACN is negligible compared to SP, which results in comparable collision 

numbers. 

Even though the DPS results are not entirely understood, they illustrate that 

adding a chemical modifier to the nano-electrospray experiments has a strong im- 
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Figure 47: DPR curves of SP ions (SP2+, SP3+, [SP3++ACN]), obtained with the micrOTOF 

instrument. Acetonitrile (ACN) is added to the ion source as chemical modifier. The ace-

tonitrile mixing ratios are given in the legend. 

pact on the ion dynamics in the transfer stage. The observed shifts of the KED must 

result from changes of the ion release or desolvation process. The CID experiments 

reveal that the desolvation process can be significantly delayed at selected exper-

imental conditions. In the discussion on charged droplets being present in mass 

spectrometer transfer stages, the results from this work emerge in a new context. 

3.9 Summary and outlook 

The implementation, characterization, and application of the DPS method for de-

termining kinetic energy distributions in ESI-MS was presented in this chapter. 

The occurrence of DPR curves was evaluated under different experimental condi-

tions and interpretation of data was supported by computational modeling of gas 

and ion dynamics in the ion transfer stage and QIT. This combined approach has 

revealed the systematic impact of the energy-dependent ion acceptance of the QIT 

on the DPR curve shape and enabled interpretation thereof with regard to changes 

of the KED of ions inside the transfer stage. The DPR curves obtained from Faraday 

cup and QIT measurements exhibit significant differences and only the former al-

lows for determination of actual kinetic energy distributions. However, the QIT 

DPR curves still contain the kinetic energy information and more importantly are 

sensitive towards changes of the KED. It follows that the DPS method can be uti-

lized for studying the impact of experimental conditions on ion dynamics that 

translates into kinetic energy shifts and is not directly discernible in mass spectra, 
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e.g., the re-equilibration of ions inside the transfer stage. Ion ensembles and single 

ion species can be analyzed when mass resolved data are available. 

The complementary application of the DPS method with survival yield experi-

ments leads to additional information regarding the activation mechanisms in dif-

ferent sections of the ion transfer stage. These results emphasize the complexity of 

processes inside a mass spectrometer, which are often coupled to multiple param-

eters. The survival yield is easily shifted significantly by slight changes of the ac-

celeration voltages in the transfer stage and it should be carefully evaluated if such 

shifts are the result of actual changes of the internal energy, or are caused by the 

transfer properties and interactions with the mass analyzer. 

DPS experiments showed clearly that the skimmer inlet stage of the HCTplus 

ion trap makes this instrument sensitive even to changes in the ion source or vac-

uum interface region. It can therefore be utilized to study droplet and ion dynamics 

in the inlet region in ESI experiments. The dual funnel inlet stage of the amaZon 

ion trap instruments achieves much better desolvation, which essentially destroys 

the information on the temporal evolution of droplets and the release of ions. Even 

though this is the desired performance for analytical applications, it limits the use 

of such an instrument for studying ion dynamics that occur in the ion source and 

vacuum interface region. The off-axis alignment of the inlet capillary may very well 

contribute to this process, as it forces all constituents of the capillary effluent to 

approach the funnel electrodes, where the electric field strength is highest. These 

findings highlight the potential superior usability of ‘older’ MS systems for funda-

mental studies. 

The DPS method is easily implemented, provided that complete control over 

transfer voltages is available. This is probably the biggest limitation, since MS man-

ufacturers often only provide partial control over voltages and modern control 

software is usually tailored to match requirements for analytical applications. In 

this case, close collaboration with technical support or development departments 

of the instrument vendors is essential.  

DPS experiments can potentially be of benefit for different fields of fundamen-

tal research in mass spectrometry instrumentation and API-related ion dynamics. 

The results presented in this work were mainly obtained with Bruker ion trap 

mass spectrometers. There is no restriction of the method regarding other API 

mass spectrometers, except that energy-dependent interactions of ions with dif-

ferent mass analyzers need to be characterized. It was shown, that the skimmer 

and funnel inlet stages behaved differently regarding the sensitivity to changes of 

ion source parameters. The study of desolvation capabilities of different inlet 

stages can be further expanded, e.g., capillary-skimmer vs. nozzle-skimmer stages. 
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Also, kinetic energy effects in tandem mass spectrometers with dedicated collision 

cells (e.g., QTOF, triple quadrupole) or ion mobility devices (e.g., trapped ion mo-

bility [141], travelling wave ion mobility [142], differential mobility spectrometry 

[143]) can be studied. The role of charged droplets in ESI-MS was briefly addressed 

in section 3.8.2. It is feasible, that DPS experiments can provide an additional tool 

for understanding the droplet evolution process. This is especially promising in 

combination with an instrument with a “soft” sampling stage, such as the Bruker 

HCTplus device. 

3.10 Appendix 

3.10.1 Fitting functions and optimized parameters used in 3.7.1 

The functions used for fitting the pressure and velocity data obtained from DSMC 

simulations, as well as the corresponding optimized parameters are given below: 

 
𝑓1(𝑥) = 𝑎 ⋅ 𝑒

𝑏

𝑥𝑑+𝑐 
(3-9) 

 𝑓2(𝑥) = 𝑎 ⋅ 𝑥 + 𝑏 (3-10) 

 𝑓3(𝑥) = 𝑎 ⋅ (𝑥 + 𝑏)2 + 𝑐 (3-11) 

 𝑓4(𝑥) = 𝑎 ⋅ 𝑏𝑥+𝑐  (3-12) 

 
𝑓5(𝑥) = 𝑎 ⋅ 𝑒

(𝑥−𝑏)2

2⋅𝑐2 + 𝑑 
(3-13) 

 
𝑓6(𝑥) = ∑ 𝑎𝑖 ⋅ 𝑒

(𝑥−𝑏𝑖)2

2⋅𝑐𝑖
2

2

𝑖=1

 
(3-14) 

Table 11: Optimized parameters for the pressure data fits 

segment eq. a b c d 

1 (purple) (3-11) -5.13·10-4 -1.51·101 -2.89·10-1 - 

2 (blue) (3-9) -3.66·10-3 -2.98·101 -1.16 7.81 

3 (orange) (3-9) -1.08·10-3 -4.52·104 -3.77 1.40·104 

4 (green) (3-10) -7.24·10-6 -1.29·10-3 - - 

5 (red) (3-12) -2.21·101 -5.21·10-1 -1.13·102 - 

6 (dark red) (3-10) -0 -1.00·10-5 - - 
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Table 12: Optimized parameters for the velocity data fits 

segment eq.  a b c d 

1 (purple) (3-10)  3.22 -5.44·101 - - 

2 (blue) (3-14) i=1 1.42·102 -8.39·101 -4.80 - 

  i=2 1.92·102 -1.47 -2.33 - 

3 (orange) (3-12)  1.86·101 -1.03 -5.73·101 - 

4 (green) (3-12)  6.64·101 -9.77·10-1 -5.18·101 - 

5 (red) (3-13)  7.03·101 -1.32·102 -1.26 -5.29·10-1 
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4 Modeling of an FT ion trap 

The Zeiss iTrap17 is an FT-based quadrupole ion trap mass spectrometer devel-

oped for monitoring of semiconductor-related processes. The instrument utilizes 

a pulsed gas inlet in combination with in-trap electron ionization (EI). This results 

in a complex interplay of varying parameters during the measurement that are dif-

ficult to assess individually in an experimental approach. In this chapter, different 

stages during the data acquisition cycle are studied with numerical simulations to 

characterize the fundamental processes that impact the outcome of an experiment. 

This allows the separate treatment of different aspects, including the transient 

pressure profile, the interaction of the ionizing electron beam with the quadrupo-

lar field, and ion-neutral and ion-ion interactions. The results can be merged step-

wise to obtain a comprehensive model of the entire data acquisition cycle.  

The sections in the data acquisition cycle have different requirements regard-

ing the simulations and data analysis. SPARTA (cf. section 2.3) is used for modeling 

of Knudsen and molecular flow dynamics with the DSMC method. Electron and ion 

trajectory simulations in electric fields are conducted with SIMION (cf. section 2.2). 

In addition, IDSimF (cf. section 2.1) enables ion trajectory simulations with con-

sideration of space charge with large particle numbers. An overview of the simu-

lation workflow is given in Figure 48.  

4.1 Introduction 

The foundation for quadrupole ion trap mass spectrometry was laid in 1953 by 

Wolfgang Paul and coworkers with the first publication on the mass-selective stor-

age of ions in quadrupolar fields [144] and early experimental results with a pro-

totype instrument [145]. While the first commercial quadrupole mass filters be-

came available in the 1960s [146, 147], the introduction of commercial quadrupole 

ion trap mass spectrometers was not until the 1980s and was only made possible 

by the discovery that operating ion traps at an increased gas pressure significantly 

increases both sensitivity and mass resolution [106, 148, 149]. Nondestructive ion  

 

                                                        

17 The iTrap technology was acquired by the Atlas Copco Group in 2020 and integrated into 
its subsidiary Edwards Vacuum. 
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Figure 48: FT-QIT simulation workflow diagram. This chapter focuses on the sampling, 

ionization, and ion storage sections. 

detection was utilized in the first quadrupole ion trap instrument developed by 

Paul and coworkers [145]. The detection was based on the power absorption in an 

auxiliary oscillating field applied between the cap electrodes, with its frequency 

matching the axial secular frequency of stored ions. After the commercial success 

of quadrupole ion trap mass spectrometers operating in mass-selective ejection 

mode, several research groups studied the capabilities for nondestructive FT-

based ion detection in QITs by recording the image current that is induced by os-

cillating ions inside the ion trap [150–154]. This mode of operations promised fur-

ther improvement of QIT-MS performance [155]. There are two major challenges 

that have to be dealt with for successful operation of an FT-QIT and have prevented 

the successful commercial implementation of such instruments up to now:  
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1) Detecting the ion signal, which is orders of magnitude smaller than the signal 

produced by crosstalk from the primary RF voltage of the ion trap that establishes 

the trapping field. Aliman et al. developed a broad-bandwidth detection technique 

that compensates for the primary RF voltage crosstalk [154, 156], which was even-

tually implemented in the first commercial FT-QIT mass spectrometer, the Zeiss 

iTrap [157].  

2) Handling of distorted ion motion due to field imperfections and space 

charge, which results in shifts of ion secular frequencies and which can also lead 

to fusion of adjacent peaks (peak coalescence). This is a well-known issue occur-

ring in different types of ion trap devices, e.g., Paul, Kingdon and Penning traps, 

respectively [158, 159]. 

4.1.1 iTrap: principle of operation 

Mass analysis in the iTrap is based on detection of the image current that is in-

duced in the cap electrodes of a quadrupole ion trap and subsequent FT analysis 

of the recorded transient signal. A brief overview of the principle of operation is 

given below. For detailed information on the instrument and operational parame-

ters the reader is referred to [160]. A sketch of the iTrap setup is displayed in Fig-

ure 49. The ion trap consists of a ring and two cap electrodes. The RF voltage for 

establishing the trapping field is applied to the ring electrode. The cap electrodes 

act as sensing electrodes for detection of the image current. Auxiliary voltages for 

ion excitation are also applied to the cap electrodes. The instrument utilizes in-

trap EI for ionizing neutral sample gas. Sample gas is introduced into the ion trap 

through a hole in the ring electrode. A pneumatically driven atomic layer deposi-

tion (ALD) valve (Swagelok, Neuss, Germany) is used for sampling. The electron 

source (e-gun) is positioned at the ring electrode and consists of an electron-emit-

ting filament with Wehnelt, focus, and anode electrodes (the e-gun is simplified in 

Figure 49 for clarity).  

The electron beam formed by the e-gun enters the ion trap through an orifice 

in the ring electrode. The electron energy is defined by the anode (typically held at 

+70 V in regard to the filament) and the ring electrode voltages. The electron en-

ergy is non-uniform due to the RF voltage applied to the ring electrode. Sample gas 

is introduced directly into the ion trap via a ceramic tube connected to the ALD 

valve port. The pressure inside the ion trap is transiently increased by the expand-

ing gas pulse. The electron beam is gated, so that ionization inside the trap occurs 

only in a short time interval during the gas pulse application and does not interfere 

with the mass analysis. For mass analysis, undisturbed ion oscillations are re- 
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Figure 49: Sketch of the iTrap system. The inlet tube and e-gun are displayed across from 

each other for clarity but are actually aligned orthogonally. The e-gun is simplified for clar-

ity. 

quired. Therefore, a post-ionization delay is implemented to allow the pressure to 

settle to a tolerable level (<10-6 mbar). Subsequently, the ions’ axial secular oscil-

lations are excited by application of a DC voltage pulse to the cap electrodes. 

An extended introduction to ion dynamics in a quadrupolar field is given in sec-

tion 3.1.5. The coherent ion oscillation is required for detecting an image current, 

since opposing motions of randomly oscillating ions would eventually cancel out 

the signal. FT analysis of the recorded transient signal yields the frequency spec-

trum of the ions’ secular oscillations. From eq. (3-10) the relationship between the 

secular frequency ωz and the mass-to-charge ratio m/e can be obtained: 

 𝑚

𝑒
=

2√2𝑞𝑧V

𝜔𝑧(𝑟0
2 + 2𝑧0

2)Ω
 

(4-15) 

where qz is the axial stability parameter, V is the RF voltage, r0 and z0 are the ion 

trap dimensions in radial and axial direction, respectively, and Ω is the radial fre-

quency of the RF voltage. It is noted that the mass-to-charge ratio in atomic units 

m/z is typically used in the context of mass spectrometry. Exemplary operation 

parameters for the iTrap are given in Table 13. 

These parameters may change depending on the measurement scenario. The sam-

pling pressure and time directly impact the trap pressure during ionization and 

therefore the number of created ions. The ion number also scales with the ioniza-

tion current and time. The pre- and post-ionization delays are implemented to ad-

just the ionization window to the gas pulse. A longer delay is usually applied after 

the ionization step, to let the pressure settle below 10-6 mbar before mass analysis. 
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Table 13: Exemplary iTrap operation parameters 

Sampling pressure 1 mbar 

Sampling time 20 ms 

Pre-ionization delay 5 ms 

Ionization current 10 µA 

Ionization time 1 ms 

Post-ionization delay 50-300 ms 

Stimulus pulse height 10 V 

Stimulus pulse length 2 µs 

Analysis delay 1 ms 

Transient length 16 ms 

 

The stimulus parameters determine the excitation level of the stored ions. The 

transient length ultimately limits the attainable mass resolution and can be ad-

justed for different resolution requirements. 

4.1.2 Perturbations in ion trap mass spectrometry 

The operation of trapping devices, i.e., ion traps and transfer multipoles, is based 

on the characteristic interactions of ions with electric and magnetic fields. These 

interactions can be adversely affected by mainly (among others, cf. [161]) three 

effects: field imperfections, ion-neutral interactions (collisions) and ion-ion inter-

actions (space charge). 

Field imperfections 

The motion of ions in a pure quadrupolar field is described by solutions to the 

Mathieu equation and is independent of the ion position [100]. Deviations from an 

ideal geometry due to, e.g., truncated electrodes, non-hyperbolic electrode shape, 

and electrode misalignment, lead to introduction of higher-order multipole fields 

(e.g., hexapole, octopole), which are superimposed on the quadrupolar field. As a 

result, the ion secular frequencies become dependent on the axial and radial posi-

tion [162]. Higher-order multipoles cause nonlinear resonances inside the stability 

region, resulting in energy absorption and, thus, a fast increase of the ion oscilla-

tion amplitude. This can lead to undesired ion loss, when ions exhibit specific sta-

bility conditions [163, 164]. If the magnitude of higher-order multipoles is signifi-

cantly smaller than that of the quadrupolar field the ion motion in the center of the 

trap is still dominated by the latter. In this case, nonlinear resonances mainly affect 

ions with large oscillation amplitudes [165]. In scanning QITs, the ion motion is 
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cooled by collisions with a low-mass buffer gas, typically helium, resulting in fo-

cusing of the ion cloud at the trap center. Large oscillation amplitudes are induced 

during mass-selective ejection and the occurrence of a nonlinear resonance can be 

utilized to shorten the ejection process, effectively improving mass resolution, 

peak shape, signal-to-noise ratio, and space charge tolerance of a QIT mass spec-

trometer [166–168]. In case of an FT-QIT, large oscillation amplitudes over long 

time intervals are required for ion detection without ejecting ions from the trap. 

During the detection period, nonlinear resonances can have a strong impact on the 

oscillation frequencies and therefore adversely affect the spectral quality [169–

171]. 

Collisions 

Collisions play a pivotal role in conventional QIT mass spectrometry, as they are 

necessary to confine ions that were generated in an external ion source [101, 107, 

145]. Ions that are injected into the ion trap lose a fraction of their kinetic energy 

due to collisions with the buffer gas and can therefore be stored. In a QIT with FT-

based detection, collisions adversely affect the mass analysis. The loss of kinetic 

energy due to collisions leads to a fast decay of the coherent ion oscillation, which 

is the basis for image current detection. The detected signal intensity is propor-

tional to the oscillation amplitude, and mass resolution scales with the length of 

the transient signal. Therefore, collisions adversely impact both sensitivity and 

mass resolution in an FT-based QIT [154]. Consequently, combining an FT-QIT 

with an external ion source introduces contradicting prerequisites. Increasing and 

decreasing the pressure inside the ion trap during different sections of an acquisi-

tion cycle may be the most obvious workaround for meeting these requirements. 

However, this negatively impacts on the duty cycle of such an instrument due to 

the required pumping time between the gas pulse and the mass analysis. 

The effect of purely elastic collisions on the ion motion in a quadrupolar field is 

in general dependent on the ratio of the masses of the ion mion and the neutral gas 

particle mgas [101]. When mion ≫ mgas, collisions result in damping of the ions’ sec-

ular motion [172]. The micromotion is mainly unaffected by the collisions so that 

ions stay in phase with the RF field. This effect is utilized for storing externally 

generated ions in a QIT with helium as a low-mass buffer gas and is called colli-

sional cooling. The opposite is the case for mion ≪ mgas. Ions are strongly scattered 

when a collision takes place, leading to dephasing of the micromotion caused by 

the RF field. As a result, ions are accelerated in the field and take up energy. This 
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process is known as RF heating. For a mass ratio of one, Major and Dehmelt re-

ported a constant average ion kinetic energy for the special case of head-on colli-

sions. Of course, this is not the case in a real system. [101] 

When in-trap ionization is utilized, collisions are not required for ion trapping 

because ions are generated within the quadrupolar field. However, sample gas 

needs to be introduced into the ion trap, which results in an increase in pressure. 

Both collisional cooling and RF heating of ions may occur, depending on the sample 

gas composition. The duty cycle of an in-trap ionization FT trap is limited by the 

pumping time between sampling and analysis.  

Space charge 

The theoretical description of the ion motion in a quadrupolar field summarized in 

section 3.1.5 is only valid for single ions. The presence of additional charges adds 

additional forces, which increase in magnitude, the more ions are stored inside an 

ion trap at the same time. In general, space charge leads to a distortion of ion tra-

jectories, which is detectable as shifts of the secular frequency. This effect was ex-

perimentally quantified in Bruker esquire 3000 plus and HCT mass spectrometers. 

The maximum ion numbers that are tolerable for a mass spectrometric analysis 

(spectral capacity limit)18 are 6·104 and 6·105 for the two instruments, respectively. 

The HCT incorporates an optimized geometry and phase-correlation between the 

applied RF voltages, which increases the space charge tolerance [168]. This effect 

can be accounted for as long as a systematic dependency of the mass shift on the 

ion number is given. When the ion number is significantly increased, ions will be 

lost from the trap due to the strong defocusing force introduced by space charge. 

Fischer determined this storage capacity limit to be a few million ions per cubic 

centimeter in one of the first QIT instruments [145]. 

In FT-based high-resolution mass spectrometry, e.g., FTICR and Orbitrap MS, 

space-charge-induced fusion of peaks (coalescence) [173], that are separated only 

by a fraction of a nominal mass, needs to be addressed, to retain the high-resolu-

tion capabilities. This requires precise control of the trapped ion number and cali-

bration procedures to compensate for space charge induced mass shifts [174, 175]. 

Typical ion numbers are in the range of 105 to 106 in both FTICR cells (Penning 

trap) [176] and Orbitrap analyzers (Kingdon trap) [177]. It should be noted, that 

the space charge limit depends on the utilized instrument and experimental pa-

rameters [175], e.g., the magnetic field strength in FTICR [178]. 

                                                        

18 An observed mass shift of 0.25 Da was chosen as the limit in the referred work. 
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The reported space charge effects in QIT experiments with non-destructive de-

tection are much more severe, e.g., complete merging of Ho+ (m/z 165) and Er+ 

(m/z 162) peaks to a single peak at the average mass of both ion species [159] or 

merging of the 13C isotope peak into the larger all-12C peak [179]. Loss of mass res-

olution due to distortion of the coherent ion motion was also attributed to ion-ion 

interactions [171]. It appears that space charge is the main reason that – up to 

now – prevented the commercial success of FT-QIT-MS. The only effective means 

to prevent space-charge-related effects in a given experimental setup is to reduce 

the number of stored ions in the trap. Space charge effects can also be observed in 

scanning QIT-MS experiments (cf. section 13 in [168]). Corresponding mass spec-

tra show distortion of peaks, e.g., position shifts and broadening [180]. The charge 

density can be varied in commercial scanning QIT instruments via the accumula-

tion time of ions from an external ion source. The total signal of the charged parti-

cle detector (e.g. SEV) gives a confident value for the total ion number in one mass 

spectrum, since space charge in the ion trap distorts the ion ejection process, but 

not the ion detection. However, if the ion ejection is distorted by space charge the 

number of ejected ions may not reflect the number of stored ions in the ion trap 

anymore. Ions that are outside of the observed mass range in an experiment can 

also lead to unexpected overloading of the trap when these ions are not detected 

by the charge control mechanism, but contribute to the space charge in the ion 

trap. In an FT ion trap, the signal intensity is directly related to the characteristic 

ion motion. If this motion is disturbed by space charge, the change of intensity may 

become a function or even independent of the total number of stored ions and, 

therefore, determination of the ion number becomes challenging if not impossible. 

The ion trap loading cannot be controlled without a reliable means of charge con-

trol. 

4.1.3 Electron ionization 

The ionization process in electron ionization (EI) is based on the interactions of 

neutrals in the gas phase with accelerated electrons. The electrons are emitted 

from a heated filament (thermionic emission [181]) and are accelerated in an elec-

tric field into the ionization volume. The typical acceleration voltage in EI sources 

in mass spectrometry is 70 V, which ideally results in an electron energy of 70 eV. 

EI cross sections of most molecules exhibit a maximum at an electron energy of 

70 eV and this value is well above the ionization energy of any molecule or atom.19 

                                                        

19 Ionization energies of organic molecules are typically in the range of 9 eV [182]. 
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EI produces predominantly singly charged radical cations M•+ by removing an elec-

tron from the target molecule or atom M (R1). Multiply (R2) and negatively 

charged ions (R3) are only observed with EI in special cases [183]. 

 M + e− ⟶ M•+ + 2e− (R1) 

 M + e− ⟶ M2+ + 3e− (R2) 

 M + e− ⟶ M•− (R3) 

Typically, an excess of energy is transferred to the ionized molecules during the 

ionization process, which makes EI a hard ionization method. 70 eV mass spectra 

of molecules are usually characterized by abundant fragment signals, resulting 

from internal energy deposition during ionization followed by rapid unimolecular 

decay (R4). The molecular ion (M•+) peak is not necessarily the base peak and may 

not be observed at all [184]. In general, the fragmentation process is based on the 

formation of a metastable radical cation M*+ that undergoes unimolecular dissoci-

ation into a fragment radical cation and a neutral fragment A: 

 M + e− ⟶ M∗+ + 2e− ⟶ [M − A]•+ + A + 2e−. (R4) 

The ionization rate Ri [s-1] (eq. (4-16)) with EI is determined by the incident 

electron current Ie [s-1], the neutral analyte density NA [cm-3], the ionization cross 

section for a given electron energy σi(KE) [cm2], and the length of the ionization 

volume Δx [cm]: 

 𝑅𝑖 = 𝐼𝑒 ⋅ 𝑁𝐴 ⋅ 𝜎𝑖(KE) ⋅ Δ𝑥. (4-16) 

For the typical iTrap operation parameters (Table 13) the number of generated 

ions is approximately 7·1011, assuming an electron energy of 70 eV and that the 

ionization pressure equals the sampling pressure (1 mbar). The actual pressure 

inside the ion trap however is significantly lower [160]. When in-trap EI is utilized 

while the RF voltage is active, the electron energy becomes time- and space-de-

pendent, due to interaction of the electrons with the oscillating trap field. This im-

pacts on the ionization rate and is thus further assessed in sections 4.3.2 and 4.3.3. 

4.2 Gas sampling 

Sample gas is introduced into the ion trap with a pneumatically driven atomic layer 

deposition (ALD) valve (Swagelok, Neuss, Germany). The gas is directed through a 

ceramic tube and through an orifice in the ring electrode. The trap pressure is eval-

uated with two approaches: DSMC simulations are performed for modeling the 

equilibrium pressure in the ion trap that is attained when gas is continuously in-

troduced. This scenario is decoupled from the complex transient gas dynamics 

during the gas pulse. The transient pressure profile is estimated with an ordinary 
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differential equation (ODE) model. The boundary conditions for the model are ob-

tained by matching with experimental pressure data for the inlet tube and vacuum 

recipient. 

4.2.1 SPARTA DSMC model 

The gas flows during the gas pulse are at least partly in the Knudsen flow regime 

[131], where the continuum assumption of fluid dynamics become invalid. This re-

quires modeling with statistical methods. The SPARTA program is used for DSMC 

simulations. A 2D-axisymmetric approximation of the ion trap geometry is used 

for the DSMC simulations, owing to the very high computational demand for 3D 

simulations. The model describes the approximated ion trap electrodes and a gas 

inlet tube. The gas inlet tube is relocated from the ring to one of the cap electrodes 

due to symmetry restrictions. The pressure inside the ion trap (area A in Figure 

50) is of particular interest in the simulations performed with this model.  

The gas inlet is located at the lower section of the xhi boundary. The boundary 

type is adapted to the simulation scenario, with either an opened or closed valve. 

For the opened valve the vanish surface collision model is used and the properties 

(inflow coordinates, temperature and pressure) of the inflowing gas are defined 

via the emit/face/file fix. The section of xhi outside of the gas inlet tube is cov-

ered by an additional surface, parallel to the boundary. The xlo boundary mimics 

the surface of the turbo pump. A base pressure of 10-9 mbar is a realistic assump-

tion for the ion trap recipient. This is realized in the model with a subsonic bound-

ary condition. The pump surface transmission of 36% is mimicked with a reaction 

model at the boundary, which removes 36% of the incoming particles and reflects 

the rest. The yhi boundary is a reflective boundary and ylo is the axis of symmetry.  

 
Figure 50: SPARTA simulation box with the ion trap and gas inlet. The area marked with 

A is used for calculating the average trap pressure. 



4.2 Gas sampling 

99 

 

 

 

Table 14: Boundary parameters for the gas inlet model 

xlo “pump”, surface collision model: diffuse (298.0 K, accommodation coeffi-

cient = 0.0), surface reaction model: particle deletion probability 0.36, 

particle emission: emit/face subsonic (10-7 Pa, 298.0 K) 

xhi “valve”, open (gas pulse): surface collision model: vanish, particle emis-

sion: emit/face/file;  

closed: surface collision model: specular 

ylo axis of symmetry 

yhi surface collision model: specular 

 

Table 15: Sampling simulation parameters for different gases and sample pressures 

Gas Sample pressure (mbar) Grid cell length (mm) Timestep length (s) 

N2 0.001 0.67 10-7 

 0.01 0.83 10-7 

 0.1 0.56 10-7 

 1 0.05 10-8 

He 0.001 0.67 10-7 

 0.01 0.83 10-7 

 0.1 0.67 10-7 

 1 0.17 2⋅10-8 

 

All boundary parameters are summarized in Table 14. Simulations with differ-

ent sample pressures are performed for N2 and He as matrix gas. The grid cell size 

is adapted to the pressure and gas properties. Table 15 summarizes the simulation 

parameters. 

Preliminary simulations have shown that the surface collision model has no 

significant impact on the obtained results inside the volume between the trap elec-

trodes and, thus, the specular reflection model is used for all surfaces. Also, the 

impact of the simulation box size is negligible for calculating the pressure within 

the trap. Accordingly, the simulation box dimensions are minimized to reduce 

computation time. 

4.2.2 Equilibrium pressure distribution 

The actual sampling process is highly dynamic and depends on several factors that 

are difficult to assess and to incorporate into a simulation. This includes, for exam-

ple, the exact sampling valve geometry and variations of the sample pressure. For 
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verification of the simulation results, a scenario is selected that allows comparison 

with experimental data. When the inlet valve is not pulsed but kept open for a suf-

ficiently long timeframe, eventually an equilibrated static pressure distribution is 

reached. The experimentally determined static pressures can thus be compared 

with the equilibrium pressures in the simulations.  

Experimental pressure data are provided by Zeiss. The pressure is measured 

upstream of the ALD valve (sample), inside the inlet tube (tube), and in the vacuum 

recipient of the ion trap (recipient). Pfeiffer TPR281 Pirani (sample) and PKR261 

compact full range gauges (tube and recipient, all gauges from Pfeiffer Vacuum 

GmbH, Asslar, Germany) were used for the pressure measurements. Data are avail-

able for helium and air as sample gas. Sample pressures are in the range of 

0.01 – 1 mbar. In the simulations, the equilibrium pressures are evaluated at rep-

resentative positions, i.e., the center of the inlet tube and the volume outside of the 

trap. In addition, the pressure inside the ion trap is determined. Helium and nitro-

gen are used as gas species and the sample pressures are chosen according to the 

experimental conditions.  

At the beginning of each simulation, the simulation box is filled homogeneously 

with particles according to a pressure of 10-9 mbar. This is also the base pressure 

at the turbo pump, which is realized with the subsonic boundary condition at the 

pump boundary (xlo) in the simulation. The boundary condition at the inlet region 

(xhi) defines the inlet pressure of 1, 0.1, 0.01 or 0.001 mbar. The simulations con-

verge towards equilibrium states with static pressure distributions. 200 timesteps 

of the equilibrium state are averaged for evaluation of the simulation results. An 

exemplary pressure distribution is shown in Figure 51. 

 
Figure 51: Equilibrium pressure distribution for N2 with a sample pressure of 1 mbar. 

White areas represent the ion trap and inlet geometry. 
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Figure 52: Equilibrium pressures at different locations in dependence of the sample pres-

sure for helium (top) and nitrogen (bottom), obtained from DSMC simulations. Open mark-

ers represent experimental data. 

The simulation results are summarized in Figure 52. The equilibrium pressures 

inside the inlet tube, ion trap, and recipient are proportional to the sample pres-

sure for both helium and nitrogen. The accordance with experimental data is ac-

ceptable, given the strongly simplified simulation geometry compared to the real 

setup. The positions of the vacuum gauges in the experiments can also impact the 

measured pressures. A critical parameter for DSMC simulations is the ratio of ac-

tual and simulated particles (fnum). For statistically representative results, there 

should be at least 20 simulated particles in a volume of the cubic mean free path. 

This is important for reliable inter-particle collision statistics and, thus, is critical 

in collision-dominated regimes. In the present simulations, the majority of colli-

sions take place inside the inlet tube, where the pressure is highest. Furthermore, 

the high-pressure regions in the simulations are in the Knudsen or free molecular 

flow regime and, thus, a strong impact of collisions is only expected in a compara-

bly small section of the simulation box. Inside the ion trap and the outer volume, 
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the inter-particle interactions become negligible, particularly at lower sampling 

pressures. The impact of the fnum value on the simulation results was evaluated 

in a test simulation model (data not shown). These simulations show that a signif-

icant increase of fnum, which results in a lower number of simulated particles and 

diminishes the simulation accuracy, still yields the same results as when a lower 

fnum value (higher number of simulated particles) is used. The main difference 

between simulations with different fnum is simply the noise level of the data. It is 

thus concluded, that the fnum values used in the present simulations do not distort 

the obtained results and that the simulations give a reasonable representation of 

the ion trap pressure. In the studied range, the ion trap pressure is about two or-

ders of magnitude smaller than the sample pressure. It is noted that for short gas 

pulses, which are usually applied in real ion trap measurements, the trap pressure 

may be lower than the equilibrium pressure, when the equilibration time is ex-

ceeding the gas pulse length. However, for a gas pulse with a length of 20 ms and a 

sample pressure of 2.5 mbar the trap pressure was estimated to be 1.4·10-3 mbar 

from experiments [160], which is only slightly lower than the equilibrium pressure 

obtained with a sample pressure of 1 mbar for N2 in the simulations. This suggests 

that the equilibrium pressure may be nearly reached inside the trap during the gas 

pulse. With a mean gas velocity of 475 m/s for N2 at 298 K and a trap diameter of 

20 mm, gas molecules will collide 475 times with the trap electrodes during a 

20 ms gas pulse, which appears to be sufficient for equilibration of the gas flow.  

4.2.3 Transient pressure evolution 

The temporal evolution of the pressure during the gas pulse and the pumping pro-

cess is difficult to model with DSMC due to the large difference of particle density 

between the inlet and the ion trap and vacuum recipient. For meaningful modeling 

of the inlet region, very large particle numbers are required, which increases com-

putation time to an impractical degree. Therefore, the temporal pressure evolution 

is evaluated with an ordinary differential equation (ODE) model that represents 

three regions of the iTrap setup and the particle flows between these regions. The 

model is visualized in Figure 53. The regions of interest are the Inlet, Trap and Re-

cipient, which represent the corresponding sections of the iTrap instrument. Pres-

sures were experimentally determined inside the inlet tube and the vacuum recip-

ient. Thus, the model parameters can be adapted to match with the experimental 

data and then be used to interpolate the pressure in the trap.  
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Figure 53: ODE model with the different regions and the rate constants that determine the 

particle flows between the regions. 

Three differential equations are used to describe the particle transport: 

 𝑑𝑁Inlet

𝑑𝑡
= 𝑘𝑆 + 𝑘−𝑇 − 𝑘𝐼 

(4-17) 

 𝑑𝑁Trap

𝑑𝑡
= 𝑘𝐼 + 𝑘−𝑅 − 𝑘𝑇 − 𝑘−𝑇 

(4-18) 

 𝑑𝑁Recipient

𝑑𝑡
= 𝑘𝑇 + 𝑘−𝑃 − 𝑘𝑅 − 𝑘−𝑅 . 

(4-19) 

The particle transport rates are determined by the inflow from the upstream 

region, the outflow into and the backflow from the downstream region. It is as-

sumed that gas is transported linearly through the system, i.e., only neighboring 

sections of the model are connected. Gas is introduced from a reservoir (Sample 

region) into the Inlet and is removed at the Pump region. The backflow from the 

Pump region (k-P) establishes the base pressure in the system. The particle influx 

from the Sample region is governed by the rate constant kS, which is approximated 

by the flow rate through a nozzle (eqs. (4-24) and (4-25)). These equations are 

valid in the viscous flow regime for frictionless flow and are used as an approxi-

mation for the model to avoid modeling of the actual flow in the complex geometry 

with e.g. DSMC. The flow in this region is in the Knudsen regime, with a Knudsen 

number Kn = 0.016. The Knudsen number is the quotient of the mean free path λ 

and the characteristic length l of the geometry [131], in this case the nozzle diam-

eter: 

 
𝐾𝑛 =

𝜆

𝑙
=

𝑘𝑏𝑇

√2𝜋𝜎2𝑝𝑙
 , 

(4-20) 

where kb is the Boltzmann constant, T is the temperature, σ is the gas diameter, p 

is the pressure and l is the characteristic length of the geometry. The Knudsen 

number represents a measure of the probability that inter-particle interactions 

take place while a gas transitions through the respective geometry. Continuous 

flow prevails for Kn < 0.01, Knudsen flow in the range 0.01 < Kn < 0.5, and molecu-

lar flow for Kn > 0.5 [131]. The mass flow rate qm through a nozzle is given by [131]: 
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𝑞𝑚 = 𝐴min ⋅ 𝑝0 ⋅ √
2𝑀

𝑅𝑇
⋅ (

𝑝𝑘

𝑝0
)

1
𝜅

⋅ √
𝜅

𝜅 − 1
{1 − (

𝑝𝑘

𝑝0
)

𝜅−1
𝜅

} , 

(4-21) 

where Amin is the area of the nozzle, p0 is the inlet pressure, M is the molar mass of 

the gas, R is the universal gas constant, T is the temperature, pk is the outflow pres-

sure and κ is the heat capacity ratio of the gas. At a sufficiently large pressure dif-

ference the flow becomes choked, i.e., the mass flow rate 𝑞𝑚
∗  is independent of the 

outflow region pressure pk [131]: 

 

𝑞𝑚
∗ = 𝐴min ⋅ 𝑝0 ⋅ (

2

𝜅 + 1
)

1
𝜅−1

⋅ √
2𝜅

𝜅 + 1
⋅

𝑀

𝑅𝑇
 . 

(4-22) 

The particle flow rate is calculated by dividing the mass flow rate by M and 

multiplying with the Avogadro constant NA. All other rate constants are set to the 

respective effusion rates, because Kn is usually larger than 0.5 in the other regions. 

The effusion rate zW is given by [185]: 

 
𝑧𝑊  =

𝑝0𝑁𝐴𝐴

√2𝜋𝑀𝑅𝑇
 , 

(4-23) 

where A is the opening area of the region. The model is numerically integrated with 

scipy.integrate.solve_ivp from the SciPy package [26], with the default 

Runge-Kutta method RK45 [186]. 

The Inlet, Trap and Recipient regions are characterized by their volumes and 

connecting areas through which gas is traversing the regions. The volumes and ar-

eas are taken from the 3D CAD model of the iTrap. Sample and Pump are charac-

terized by constant pressures. The parameters are summarized in Table 16. 

Table 16: ODE model parameters 

Region Parameter Value 

Sample pressure pS 1 mbar⋅fp0⋅fpS 

 outflow area AS 1.32⋅10-5 m2 

Inlet outflow area AI 1.83⋅10-6 m2 

 volume VI 4.34⋅10-6 m3 

Trap outflow area AT 9.00⋅10-4 m2 

 volume VT 1.47⋅10-5 m3 

Recipient outflow area AR 2.74⋅10-3 m2 

 volume VR 6.71⋅10-4 m3 

Pump pressure pP 10-7 mbar 
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Experimental data are available for pressure measurements with air at a sam-

ple pressure of 1 mbar with different gas pulse lengths between 10 ms and 5 s. The 

model solution is matched with the experimental data by scaling the inflow from 

the Inlet region. This is accomplished upon scaling the inlet pressure and the mass 

flow rate with different factors, which account for the gas-pulse-length-dependent 

decrease of the sample pressure (fpS) and the deviation of the actual gas flow con-

ditions from the base assumptions of the applied equations for calculating the flow 

rate (fp0, fq_scale). In the Knudsen flow regime, the flow rate does not scale with pres-

sure in the same way as it does in the continuous flow regime, and is typically lower 

than calculated with the corresponding formulas. As a consequence, the gas flow 

is significantly overestimated in the model when the abovementioned formulas are 

applied. This is empirically corrected with the scaling factors. The value of fpS is 

between 0.75 and 0.95, depending on the gas pulse length. The other factors are 

constant, fp0 = 0.62 and fq_scale = 0.006. The required decrease of the inflow is due to 

the real inlet geometry, which consists of a tube with an orifice at the entrance 

(valve) and the exit (orifice in the ring electrode), which both have smaller diame-

ters than the tube. The tube restricts the gas flow by its conductance, which de-

creases the flow rate through the upstream valve. The conductance is not only de-

termined by the tube dimensions, but is also decreased by the small exit aperture. 

The model solutions are depicted in Figure 54. The transient pressure profiles 

in the Inlet and Recipient regions are well reproduced, especially for longer gas 

pulses. With pulse lengths <100 ms, the calculated Inlet pressures increase faster 

in the beginning than the corresponding experimental values. This is explained 

with a delayed response in the experiments. The vacuum gauge is connected to the 

inlet line via a short 6 mm tube which limits the gas transport into the gauge. The 

system is in the Knudsen flow regime during the gas pulse and transits into molec-

ular flow conditions when the pressure decreases below 0.02 mbar. Therefore, the 

equilibration time in the vacuum gauge is long compared to the total gas pulse 

length, which leads to a delayed observed pressure increase and thus systemati-

cally lower inlet pressures at short pulse lengths. When the pulse length is in-

creased the vacuum gauge and inlet tube pressures equilibrate during the gas 

pulse. The experimentally observed pressure profiles with gas pulse lengths ex-

ceeding 100 ms are well reproduced, which in turn yields an estimate of the re-

quired equilibration time for the inlet vacuum gauge under the given conditions 

between 100 and 250 ms. The vacuum gauge in the recipient is directly connected 

via a CF40 flange, therefore it is assumed that the data at this location are not af-

fected by the geometry. 
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Figure 54: Pressure profiles for air from the ODE model solutions for different gas pulse 

lengths. The sample pressure in the experimental data is 1 mbar. Top: Inlet region with 

experimental data (transparent lines); center: Trap region; bottom: Recipient region with 

experimental data (transparent lines).  

The pressures gauged in the recipient exhibit different temporal profiles over the 

course of the experiments. Initially, the pressures increase sharply during the 

opening time of the valve. For gas pulse lengths up to 100 ms the maxima in the 

corresponding model solutions are lower and the peaks are broader. The narrower 

peak in the experiments could be qualitatively reproduced with the model by add-

ing another particle flow from the Inlet directly into the Recipient during the gas-

pulse. It is feasible that gas leaks out of the inlet tube, as there is only a loosely 
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plugged connection between the inlet socket, the tube, and the ring electrode. It is 

therefore assumed that the larger pressure peak during the gas pulse is only ob-

served in the recipient and not in the ion trap. For gas pulse lengths above 100 ms 

the pressure in the recipient increases faster in the experiment than in the model. 

Again, adding a flow from the Inlet to the Recipient region does alleviate this dis-

crepancy. Changes of the flow dynamics, e.g., occurrence of shockwaves in the inlet 

tube due to a large pressure gradient, are feasible to occur when the valve is 

opened, which can also account for the different pressure pulse profile. Although 

there are some differences between the experimental and modeled pressure de-

crease curves, the general trend and temporal scale of the process is in good ac-

cordance for all gas pulse lengths. It is thus assumed that the model solution for 

the Trap pressure also represents a reasonable approximation of the trap pres-

sure. The equilibrium trap pressure of 1.3⋅10-3 mbar attained with gas pulse 

lengths of <500 ms is in good agreement with the corresponding DSMC simulation 

as presented in section 4.2.2. The maximum trap pressure increases systematically 

with the pulse length and saturates at gas pulse lengths above 250 ms. The results 

suggest that the pressure inside the ion trap exhibits the same temporal profile as 

the pressure in the vacuum recipient, but is slightly higher. As a result, the time 

necessary for the pressure within the trap to decrease below 10-6 mbar is in the 

range of seconds, even for the shortest gas pulse. This is unfavorably long for effi-

cient operation when pressures below 10-6 mbar are required for proper mass 

analysis, as is the case for the iTrap system.  

4.3 Electron beam simulations 

In a conventional EI source electrons are accelerated with an applied voltage (typ-

ically 70 V) into the ionization chamber, to accomplish a defined electron energy. 

This is important to obtain reproducible spectra for comparison with spectra da-

tabases, as fragmentation patterns depend heavily on the ionization energy. When 

using in-trap ionization, the electrons interact with the oscillating field inside the 

trap. As a result, the electron energy is modulated both temporally, in dependence 

of the RF phase, and spatially, in dependence of the position in the quadrupolar 

field. Hence, for calculating ionization rates in such a setup, knowledge of the ion 

density and energy distribution, as well as energy-dependent ionization cross sec-

tions are required. The latter are available from literature, e.g., the NIST database 

[187]. The electron density and energy distributions are calculated from electron 

trajectory simulation results. The SIMION result files contain the electron trajecto-

ries and kinetic energies. A data processing library is developed in Python for ex-
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traction of data and analysis based on the result files to calculate the electron den-

sity and average electron energy. The library uses the SciyPy [26] and NumPy [25] 

packages for data processing. The 3D density and energy distributions are calcu-

lated and displayed as 3D histograms. The PyEVTK [188] package is used for ex-

porting the 3D distributions as vtr files [189], which are readable by visualization 

software, e.g. Paraview [29]. 

4.3.1 SIMION model 

Electron trajectory simulations are performed with SIMION using a full ion trap 

model, covering the e-gun electrodes (filament, anode, Wehnelt, and focus) as well 

as the trap electrodes. The grid resolution of 0.1 mm in the ion trap model that is 

usually used for ion trajectory simulations is not sufficient for an accurate field 

representation inside the e-gun region, where the critical sizes of electrodes are 

below 1 mm. This leads to large field inaccuracies, especially in close proximity to 

curved electrode surfaces. Therefore, a high-resolution model (grid cell length 

0.01 mm) of the e-gun is used for accurate modeling of the electron beam. Due to 

small differences between the model geometries the focus electrode potential in 

the high-resolution model is changed from -55 V to -50 V. This leads to a satisfac-

tory agreement of the potential distributions of both models in the region between 

the e-gun anode and the ring electrode (cf. Figure 55, green line), which in turn 

allows the transfer of particles between the two models with a negligible potential 

jump. 

 
Figure 55: Potential contour lines of the e-gun models in the xz plane; dashed blue lines: 

low resolution model, solid red lines: high resolution model. The electrodes of the high-

resolution model are displayed in grey. The green vertical line indicates the position at 

which particles are transferred between the models. 
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Table 17: EI source and trap voltages for electron beam simulations 

Filament -70 V 

Anode 0 V 

Wehnelt -73 V 

Focus -55 V 

Ring electrode -70 – 500 V 

Cap electrodes 0 V 

 

The residence time of electrons inside the ion trap (approx. 4 ns @ 70 eV) is 

considerably smaller than one RF period (1 µs @ 1MHz RF frequency), therefore 

the electrons experience a nearly constant electric field while traveling through 

the ion trap. This allows the ring to be set to a fixed voltage in the simulations. This 

decreases the computation time significantly, as the electric field scaling needs to 

be performed only once instead of in every timestep. The electrode potentials are 

given in Table 17.  

Since the electron acceleration voltage is -70 V, electrons are deflected from the 

ring electrode when the ring potential is ≤-70 V. The lowest ring potential in the 

simulations is thus -70 V. In each simulation, 105 electrons are initialized evenly 

distributed over the filament surface. The initial electron kinetic energy is set ac-

cording to an MBD at 1400 K (filament temperature), which is a reasonable ap-

proximation [93]. This was done by implementing the distribution function and a 

rejection sampling method in the ion definition file. The initial direction of move-

ment is set orthogonally to the filament surface.  

4.3.2 Electron beam density and energy 

The electron beam widens as it propagates through the ion trap, yielding a conical 

shape. The electron density is highest at the center axis and decreases towards the 

trap boundaries. With increasing ring potential, the beam is focused on the center 

axis, resulting in a narrower shape. The electron energy upon entering the ion trap 

is -e⋅(Ufilament-Uring), e.g., 170 eV for a ring potential of 100 V and a filament potential 

of -70 V. At a ring potential of -70 V, electrons entering the ion trap are comparably 

slow, as they retain only their initial thermal energy inside the trap. Nevertheless, 

the residence time of these “thermal” electrons inside the ion trap is still smaller 

than one RF period. When the ring potential is below -70 V, electrons are deflected 

from the ring electrode and cannot enter the ion trap. This essentially leads to a  
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Figure 56: Half-sections of the normalized electron density (top) and energy (bottom) in 

the xy (left) and xz plane (right) for an RF voltage of 80 V, averaged over one RF cycle. 

 
Figure 57: Half-sections of the normalized electron density (top) and energy (bottom) in 

the xy (left) and xz plane (right) for an RF voltage of 400 V, averaged over one RF cycle. 



4.3 Electron beam simulations 

111 

 

 

 

gating of the electron beam at RF voltages above 70 V. With a ring potential of 0 V 

the electron energy is solely defined by the filament voltage and is constant inside 

the trap. At all other potentials the quadrupolar field leads to spatially variable 

electron energies. As seen in Figure 56 and Figure 57, the RF-averaged electron 

energy varies significantly inside the ion trap. The potential distribution has a min-

imum or maximum in the trap center, depending on the polarity of the applied po-

tential. Accordingly, the electron energy decreases or increases, respectively, to-

wards the center. The average electron density is the highest along the central axis 

of the electron beam. The electron density diminishes very fast towards the beam 

boundaries. The electron energy has its maxima near the entry and exit holes in 

the ring electrode. 

4.3.3 In-trap ionization rates 

Spatially resolved ionization rates, averaged over a full RF cycle, are calculated 

from the 3D electron density and energy distributions. The ionization rates for 

nonuniform electron energy are calculated for each grid cell of a 3D electron den-

sity distribution, according to eq. (4-16). The ionization volume length is replaced 

by the grid cell length Δxcell. The corresponding ionization cross sections for the 

mean electron kinetic energy in each cell σi,cell(KE) are determined by linear inter-

polation of literature data (H2O, N2 and O2: [190], Ar: [191]). The electron current 

is weighted with the relative electron density per cell, which is calculated as the 

ratio of the electron number per cell Ne,cell and the total number of electrons in the 

simulation Ne,sim. The resulting, spatially resolved ionization rate distribution Ri,3D,v 

is calculated for a defined ring potential: 

 
𝑅𝑖,3D,𝑣 =

𝑁𝑒,cell

𝑁𝑒,sim
⋅ 𝐼𝑒 ⋅ 𝑁𝐴 ⋅ 𝜎𝑖,cell(KE) ⋅ Δ𝑥cell . 

(4-24) 

Due to the dynamic trapping field inside the ion trap, the ionization rate de-

pends on the phase of the RF oscillation. The electron beam simulations were per-

formed with static ring potentials to reduce computation time. The dynamic field 

is then approximated stepwise by a set of static fields, each with a given ring po-

tential v. The total ionization rate for one RF cycle Ri,3D,RF is calculated as the 

weighted sum of Ri,3D,v: 

 𝑅𝑖,3D,RF = ∑ 𝑅𝑖,3D,𝑣 ⋅ 𝑤RF,𝑣

𝑣

 . (4-25) 

The weighing factor wRF,v is the relative temporal contribution of a static field 

to the approximated dynamic field. The segmentation of the RF cycle is illustrated 

in Figure 58. 
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Figure 58: Step-wise approximation of the RF voltage by intervals of static ring potentials. 

 
Figure 59: Electron beam duty cycle and mean electron energy inside the ion trap (left) 

and energy-dependent EI cross sections of selected compounds (right). 

When the negative ring potential exceeds the electron acceleration voltage in 

the e-gun, electrons are repelled from the ring electrode and do not enter the ion 

trap, leading to a gating effect. As a result, increasing the RF amplitude decreases 

the ionization duty cycle (Figure 59, left). Since EI cross sections depend on the 

electron energy (Figure 59, right) the mean electron energy inside the ion trap im-

pacts on the total ionization rate. 

Figure 60 shows ionization rates for common matrix and background gases. 

For all these compounds the ionization rate decreases monotonically as the RF am-

plitude increases. The number of produced ions per millisecond is in the range of 

one million at typical ionization conditions and a trap pressure of 10-6 mbar. This  
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Figure 60: RF-voltage-dependent ionization rates of selected compounds at an ionization 

pressure of 10-6 mbar and an electron current of 10 µA. 

implies that the ion trap is easily overloaded with ions, especially when the analyte 

compound of interest is present at trace mixing ratios and thus prolonged ioniza-

tion times, gas pulse lengths, and increased sample pressures are necessary to 

achieve the required sensitivity. In comparison to typical scanning QIT mass spec-

trometers, this value is already above the spectral capacity limit. This holds even 

true for the Bruker High Capacity Trap (HCT), which has an optimized geometry 

for improved space charge capacity. The gas experiments and simulations dis-

cussed in section 4.2 suggest that the pressure inside the FT QIT may well increase 

up to 10-3 mbar. With the same ionization parameters as for the simulations dis-

cussed in the present section, the number of generated ions would rise to the order 

of one billion. In this context, it is obvious – and this was shown experimentally 

[160] – that application of SWIFT for selective ejection of matrix ions is a prereq-

uisite for the operation of the FT-QIT. 

Figure 61 shows the spatial distributions of ions generated by in-trap EI, which 

resemble the shape of the electron beam. The highest ionization rate is in the cen-

ter of the beam, along the axis of propagation. Since the electron density decreases 

steeply in the y and z directions, the ionization volume is basically shaped like a 

truncated cone with a small opening angle. Gaps in the ionization rate distribution 

near the ring electrode in the xz plane are due to low electron energies in these 

regions.  
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Figure 61: Projections of the ion densities obtained for different analytes with constant 

ionization parameters: pi = 10-6 mbar, Ie = 6.2·1013 s-1 ≙ 10 µA, ti = 1 ms. 
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4.3.4 Ion definition files for trajectory simulations 

The ion definition files required for subsequent ion trajectory simulations are cre-

ated with a Python script, which arranges the ion parameters to the appropriate 

format. The parameters are: ion mass, charge, time of birth (TOB), initial kinetic 

energy or velocity, direction, and position. The TOB is distributed uniformly over 

the selected ionization time. The initial ion kinetic energy is set according to an 

MBD (T = 298 K). A random sample of this distribution is generated with a rejec-

tion sampling function and is arbitrarily assigned to the ions. For small ion num-

bers (e.g. 104 ions), the ion positions are sampled from the ionization rate distri-

bution with a 3D rejection sampling function implemented in Python. The method 

scales poorly with sample size, due to the large fraction of the distribution that has 

very small or zero probability. Since the electron density and therefore the ioniza-

tion rate varies by orders of magnitude inside the ion trap, ions will mainly be cre-

ated in a comparatively small region. A fraction of the 3D ionization rate distribu-

tion, containing only values above a threshold (e.g., 0.1% of the maximum density), 

is selected prior to sampling, to effectively decrease computation time, without 

changing the distribution of the resulting samples. However, the method remains 

comparably slow. Therefore, it is only used for small sample numbers (n ≤ 104). 

For larger ion ensembles (n > 104), mandatory for space charge simulations in 

IDSimF, the ionization rate distribution is resampled with a Gaussian kernel den-

sity estimator (scipy.stats.gaussian_kde [26]). This allows very fast genera-

tion of large random samples from this distribution. An exemplary ion ensemble is 

depicted in Figure 62. SIMION ion definition files are stored in the native fly2 file 

format. For IDSimF, the ion parameters are stored in a csv file. 

 
Figure 62: Ion ensemble (n = 1.4·106, black dots) and color-coded projections of the ion 

density. 
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4.4 Ion storage 

As discussed earlier, ions are generated during the ionization time at different po-

sitions within the quadrupolar field. The stability parameter qz determines 

whether an ion is stably oscillating in the field. Loss of stable ions can occur in a 

real QIT due to three processes: 

1) In a QIT with finite dimensions, ions can be created on terminal trajecto-

ries, i.e., they eventually collide with an electrode, even though they are 

theoretically stable.  

2) Deviations of the electrode geometry from the purely hyperbolic shape, 

e.g., misalignments or holes in the electrodes, can lead to field errors that 

promote ion loss.  

3) Ions can experience defocusing forces due to collisions with the back-

ground gas or space charge.  

The previously calculated ion samples (section 4.3.4) are used to initialize ion tra-

jectory simulations to investigate the trapping efficiency in dependence of the ion-

ization parameters as well as ion loss processes during a measurement cycle. 

4.4.1 SIMION and IDSimF model 

Ion trajectory simulations with SIMION and IDSimF are performed with the com-

plete ion trap model, including the cap and ring electrodes as well as the e-gun. The 

SIMION potential arrays are also used in IDSimF. Ion definition files are created 

according to the calculated ionization rates (cf. section 4.3.4). The RF voltage with 

a frequency of 1 MHz is applied to the ring electrode. The RF amplitude is adjusted 

to the respective ion m/z. Collisions are calculated with the hard-sphere collision 

models available in SIMION and IDSimF. Ion-ion interactions are only considered 

in IDSimF. 

4.4.2 Ion acceptance of the QIT 

The stability of an ion in a 3D quadrupolar field is determined by its stability pa-

rameter qz. However, since the quadrupolar field inside an ion trap is spatially lim-

ited by the trap electrodes, ion trajectories may be terminal even if the ion is theo-

retically stable, according to its stability parameter. An obvious example is an ion 

that enters the ion trap from the outside. This ion’s kinetic energy exceeds the 

pseudopotential by its incident kinetic energy and will thus eventually collide with 

one of the electrodes. Ions that are created inside the trap by electron ionization 

retain the thermal kinetic energies of the neutral precursors, which is significantly 
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lower than typical ion injection energies. Ions can still be lost, e.g., due to field er-

rors, resulting from non-ideally shaped electrodes or unfavorable starting condi-

tions within the RF field. 

The spatial ion acceptance of the iTrap is investigated with SIMION and IDSimF 

simulations. Both simulation programs are used with an identical ion trap geome-

try and ion definitions. 105 ions are started uniformly distributed in a cylindrical 

volume with a radius of r0 = 10 mm and a length of 2z0 = 14 mm. The initial kinetic 

energy is zero. Collisions and space charge are not considered. The stored ion dis-

tribution is evaluated after 1 ms. Since the ion trap is approximately rotationally 

symmetrical20, the ion acceptance can be expressed in terms of the ions’ axial and 

radial positions, z and r. The ion acceptance is the spatially resolved proportion of 

trapped ions in relation to the total number of ions in the simulation. It is calcu-

lated from the initial spatial distribution of ions that are trapped and the initial 

spatial distribution of all ions, which both are the 2D histograms of the respective 

ions’ r and z positions. Figure 63 shows the ion acceptance for N2
+ ions for two 

different qz values. SIMION and IDSimF results are shown side by side for compar-

ison. Generally, ions generated in the center of the ion trap are stored efficiently; 

the ion acceptance decreases with increasing r and z position. With increasing RF 

voltage or qz (the results for ions with different m/z but the same qz are identical), 

the ion acceptance decreases faster in both z and r direction. The effect is more 

pronounced along the z axis. This is reflected in the distribution of ion termination 

positions in the simulations. A large number of ions is lost at the cap electrodes 

and this number increases when the RF voltage is increased. With an RF voltage of 

50 V (qz = 0.174) 25% of the ions that are lost terminate on one of the cap elec-

trodes. At 200 V (qz = 0.696) the fraction of ions that are lost at one of the cap elec-

trodes increases to 41%. In the SIMION results, the maximum ion acceptance in 

the trap center increases when the RF voltage is increased. In IDSimF, the maxi-

mum ion acceptance in the trap center does not depend on the RF voltage and is 

slightly higher as compared to the SIMION results. Field errors caused by holes in 

the ion trap electrodes do not lead to a decreased acceptance of ions that are cre-

ated near these regions. The ion loss at the ring electrode is constant over the en-

tire circumference of the electrode. The slits in the cap electrodes are far away 

from the volume in which ions usually dwell when they are stored in the ion trap 

and there is no increased ion loss detectable near these slits. In general, the ion 

loss is largest in the regions with the smallest inner dimensions, i.e., the electrode 

vertices. 

                                                        

20 This is not entirely true due to holes in the ring electrode, which break symmetry. 
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Figure 63: Comparison of the spatial ion acceptance distributions of the FT-QIT in depend-

ence of the ions’ initial r and z position for two different qz values. Results from SIMION 

(left) and IDSimF simulations (right) are shown. The relative total ion acceptance TIA rep-

resents the percentage of ions that is active in the simulations after 1 ms. 

The ion acceptance is a spatial and temporal function of ion creation relative to 

the sinusoidal RF voltage, i.e., the RF phase angle. Ions that terminate at the cap 

electrodes exhibit a significantly different phase angle distribution than ions that 

are lost at the ring electrode. Exemplary initial spatial and phase angle distribu-

tions of ions that terminate at the cap and ring electrodes, respectively, are shown 

in Figure 64. The spatial distribution of ions that are lost at the cap electrodes 

shows that ions from the center region (z = -4 – 4 mm) do not terminate at the cap 

electrodes. The width of this gap in z direction becomes smaller when the RF volt-

age is increased. The same behavior is observed for ion loss at the ring electrode, 

but in the r direction. The discontinuity around r = 7 mm (Figure 64, left) and 

z = 4 mm (Figure 64, right) is due to the overlap of the cap and ring electrode loss 

distributions in this region. The ion loss is a result of the interaction of the ions 

with the dynamic field: Ions that are created close to one of the electrodes while 

the electric force acts towards this electrode are easily lost when they reach the 

electrode surface before the direction of the electric force changes. When ions are 

created when the electric force acts away from the electrode, it may occur that the  
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Figure 64: Initial spatial (top) and RF phase angle distributions (bottom) of N2+ ions in a 

QIT that are lost at the cap electrodes (left) and ring electrode (right). The RF voltage is 

50 V (qz = 0.174). The red lines illustrate the RF voltage. The results are obtained with 

IDSimF. 

ions arrive at the ion trap center at a time when the electric field has inverted. Then 

the ions are accelerated further in the same direction towards the opposing elec-

trode. These ions will gain sufficiently large kinetic energies within one RF cycle 

and terminate at the opposing electrode. Of course, there are infinite combinations 

of points of creation in space and time, which results in the complex shape of the 

phase angle distributions (Figure 64, bottom). Ions that are created close to the 

center of the ion trap mostly remain stable. These ions do not gain enough kinetic 

energy in the first half of the RF oscillation to “outrun” the field and thus remain 

trapped. The different shapes of the RF phase angle distributions for ion loss at the 

cap and ring electrodes result from the different r and z dimensions of the ion trap. 

This introduces a shift in the temporal relationship between ion creation and ion 

loss in both directions. 

SIMION vs. IDSimF 

There are minor differences between the SIMION and IDSimF results without con-

sideration of space charge: The spatial ion acceptance is slightly higher in the trap 

center in the IDSimF simulations. In the phase-dependent ion loss distribution for 

the ring electrode obtained from SIMION simulations, a local minimum appears at 

a phase angle of 180° when the RF voltage is above 120 V. This minimum is not 
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present in the IDSimF results. These differences are attributed to the different tra-

jectory integration methods that are utilized in both programs: SIMION uses a 

Runge-Kutta method [13]. The timestep length in SIMION is determined by the tra-

jectory quality factor T.Qual, which was set to 3 in the present simulations. When 

T.Qual is positive, the timestep length is dynamically adjusted to increase the ac-

curacy for certain cases (e.g., large field gradients, velocity reversal, near electrode 

surfaces). IDSimF builds on a Verlet method [1] with constant timestep length. 

When compared directly, the trajectories of individual ions obtained with both 

programs show deviations. The magnitude of the difference scales with the 

timestep length in IDSimF. The timestep length in the present IDSimF simulations 

was 10-8 s, which was found to be a reasonable trade-off between accuracy and 

simulation time. For a timestep length of 10-8 s in IDSimF, the maximum deviation 

is in the range of 1‰ for the z and 2‰ in the r position and the mean deviations 

are -0.3‰ (r) and 0.002‰ (z). In general, the difference between the integration 

methods becomes negligible when randomizing events such as collisions or ion-

ion interactions are considered because these processes distort the pure interac-

tion of the ions with the electric field. Since IDSimF was primarily developed to 

provide a tool for ion trajectory simulations with consideration of space charge, 

collisions, and chemical reactions, the lower trajectory accuracy at moderate 

timestep sizes can be tolerated. The IDSimF results were carefully assessed in 

benchmark simulations. Even though the Verlet integrator can introduce small er-

rors, the bulk properties resulting from interactions with the electric field (e.g., 

secular oscillation and micromotion frequencies) are correctly displayed. 

Space charge 

At high charge densities, space charge creates a defocusing force on the ions. The 

effect of Coulombic repulsion on the ion storage capacity of the ion trap is evalu-

ated with IDSimF. Identical simulation parameters are used as in the previously 

discussed simulations without space charge. Collisions are not considered. The in-

itial number of ions is 105 in all simulations and the number of charges is deter-

mined by the space charge factor (scf), e.g., a space charge factor of 50 results in 

50·105 charges. Figure 65 shows the spatial ion acceptance for different qz and 

space charge factors.  

With a space charge factor of 1 (≙ 105 charges, Figure 65, second row) the ion 

acceptance distribution is comparable to the distribution without space charge 

(Figure 63, top row). An increase in total charge number does decrease the extent 

of the plateau region in the trap center (in which the ion acceptance has its maxi-

mum) in r direction. The decrease of ion acceptance in the trap center with r is 
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steeper the higher the charge number. This appears to be counterintuitive, because 

an ion in the trap center experiences space charge from all directions so that the 

additional forces should cancel out, while ions at the boundary of the ion cloud 

experience a net outward force from the ion cloud. However, ions with a large ini-

tial r or z position are swiftly lost due to their point of creation (as discussed above) 

and, thus, their loss rate is nearly unaffected by space charge. This is the case in 

the ion acceptance distributions with consideration of space charge, cf. Figure 65 

for r/r0 = z/z0 ≥ 0.5. 

 
Figure 65: Spatial ion acceptance distributions of the FT-QIT for different qz (from left to 

right) and scf (from top to bottom). The relative total ion acceptance TIA represents the 

percentage of ions in the simulations that are active after 1 ms has elapsed. The horizontal 

and vertical axes are the r and z axis of the ion trap, respectively. 
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The relative total ion acceptance (TIA) is the fraction of the number of stored 

ions after 1 ms and the initial ion number in the simulation. The TIA differs be-

tween SIMION and IDSimF results without space charge at lower qz (Figure 63, top) 

which is attributed to the different trajectory integration methods used in both 

programs, as discussed before (section 4.4.2, SIMION vs. IDSimF). Generally, the 

TIA decreases with increasing qz (Figure 65, from left to right). This trend is also 

observed in the simulations with consideration of space charge, but the magnitude 

of TIA values is lower than without space charge. This was already inferred from 

the spatial ion acceptance distributions, where parts of the distribution diminished 

with increasing charge number (cf. Figure 65, from top to bottom). In the consid-

ered scf range (1 - 50), the change of the TIA in dependence of the scf is in the single 

digit percent range. With qz = 0.696 and qz = 0.417 the TIA decreases monoton-

ically; the magnitude is smaller at higher qz. This is due to the fact that the TIA 

without space charge depends heavily on qz. At higher qz, the number of ions that 

are lost due to their initial position is significantly larger than at low qz, e.g., 31% 

at qz = 0.174 vs. 15% at qz = 0.696 (Figure 65, top row). This causes a) different 

total charge numbers in the trap and b) different ion cloud dimensions, especially 

along the z axis (cf. Figure 65, from left to right). High qz values favor smaller ion 

numbers and smaller z extensions of the ion cloud, resulting in a lower impact of 

space charge, and vice versa. Surprisingly, the TIA does not decrease significantly 

at qz = 0.174 for scf > 10 (Figure 65, left column). The corresponding spatial ion 

acceptance distributions reveal that the maximum around r = z = 0 becomes a min-

imum in these cases, resulting in a new maximum in the range of r = 0.3 and z = 0. 

At the same time the distribution becomes broader in both r and z direction, which 

overcompensates the elevated ion loss at the trap center. This explains the in-

crease of TIA with scf > 10. The steep decrease of ion acceptance in the trap center 

with increasing scf is a result of the ion motion in the quadrupolar field. The initial 

direction of movement of ions that are created in the center is towards the elec-

trodes. Due to the high charge density in the simulations, these ions are addition-

ally pushed further outwards by the ion cloud potential, resulting in loss of these 

ions at the cap and ring electrodes. This is prevented at higher qz by the larger fo-

cusing force of the quadrupolar field. 

Increasing space charge in the simulations does not only impact the spatial ion 

acceptance distribution and total number of stored ions, but also the dynamic mo-

tion of the ions in the quadrupolar field. The undisturbed ion motion is character-

ized by a fixed phase angle relative to the RF voltage (micromotion) and a constant 

secular frequency. When the ion trajectory is displayed in (u, vu) phase space 
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(where u is the spatial coordinate and vu is the corresponding velocity), this repre-

sentation yields the typical elliptic relationship between the ion position and ve-

locity in a quadrupolar field [192–194], which is also obtained in the simulations 

without space charge (Figure 66, left). The ion motion results in an oscillation of 

the ion cloud’s volume and thus density. Space charge disturbs the field-defined 

ion motion, leading to a randomization of the trajectories in phase space and loss 

of the initial phase correlation with the RF field. This is clearly seen in the phase 

space plot as blurring of the elliptical relationship between the ion position and 

velocity (Figure 66, right). This is in principle comparable to the impact of colli-

sions on the ion trajectories (cf. section 4.4.4). However, collisions are individual 

events that disturb the ion motion erratically, while space charge does apply a per-

manent force that changes in magnitude over time. When the collision frequency 

is small compared to the ion secular frequency, the phase space trajectory is 

shifted but retains the elliptic shape. This is seen in Figure 68 (section 4.4.4). The 

ensemble effect of space charge does shift the trajectory continuously, leading to 

the blurring of the elliptic shape. Both processes lead to a dampening of the defined 

oscillation of the ion cloud and an essentially static mean ion distribution after an 

initial equilibration time. At higher RF voltages, or qz, this equilibration time in-

creases in the simulations. Note however that the total ion number decreases 

faster at higher qz and the different equilibration times can also be a result of the 

different total charge density. 

 
Figure 66: Trajectory of an N2+ ion in (x, vx) phase space at different qz values with scf = 0 

(left) and scf = 50 (right). 



Modeling of an FT ion trap 

124 

 

 

 

4.4.3 Stored ion ensemble and storage capacity 

When the shape of the ion acceptance is put into context with the previously de-

scribed spatially resolved ionization rates in the iTrap (cf. section 4.3.3), there is 

actually a beneficial overlap of both these distributions: The ion beam created with 

the electron beam has its main density along the ion trap’s r direction with only 

little radial width (with regard to the ion beam). The actual stored ion ensemble is 

evaluated in a simulation with an ensemble of Ar+ ions according to the spatial ion-

ization rates described in section 4.3.3. The ion sample is created for an ionization 

pressure of 10-6 mbar, filament emission current of 10 µA, ionization time of 1 ms 

and RF voltage of 140 V (qz = 0.487). These settings yield about 1.5·106 ions. The 

size of the ion sample is set to 105 with scf = 15, to reduce computation time while 

retaining the actual total charge number. Another simulation with scf = 50 

(≙ 5⋅106 charges) is performed for comparison. The stored ion ensembles after 

1.1 ms (i.e., 0.1 ms after the ionization time) and after 5.0 ms are shown in Figure 

67, along with 2D projections of the ion density.  

The spatial distribution of the ionization rate can be approximated by a trun-

cated cone with the axis of symmetry in r direction of the ion trap. The randomizing 

space charge interaction leads to a symmetric shape of the stored ion cloud, which 

is independent of the initial distribution. The shape of the stored ion cloud can be 

 
Figure 67: Stored Ar+ ion ensembles and 2D projections of the ion density after 1.1 ms 

(left) and 5 ms (right) with scf = 15 (top) and scf = 50 (bottom). The color scaling is the 

same for all four images. 105 ions are started in the simulations. The RF voltage is 140 V 

(qz = 0.487). 
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approximated by an oblate spheroid in the ion trap center. The shape of the sphe-

roid is characterized by two semi-axes a and c, which are parallel to the ion trap’s 

r and z axes, respectively. The lengths of the semi-axes are approximated by the 

triple standard deviation of the respective ion positions. 

 

𝑎 = 3 ⋅ √
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

𝑛 − 1
= 3 ⋅ √

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

𝑛 − 1
 

(4-26) 

 

𝑐 = 3 ⋅ √
∑ (𝑧𝑖 − 𝑧̅)2𝑛

𝑖=1

𝑛 − 1
 

(4-27) 

After the ionization time, the ion number and the dimensions of the ion cloud 

change over time, converging against an equilibrium state with a constant ion den-

sity, i.e., volume and ion number. The ion cloud volume is approximated by the 

oblate spheroid volume Vos, which is given by [195]: 

 
𝑉os =

4

3
𝜋𝑎2𝑐 . 

(4-28) 

The equilibrium charge densities for the simulations with scf = 15 and scf = 50 

are 4.20⋅106 cm-3 and 3.77⋅106 cm-3, respectively (cf. Table 18). The difference be-

tween the two simulation results are readily explained by the impact of the scf on 

the spatial ion acceptance discussed in section 4.4.2, Space charge. 

Table 18: Equilibrium ion cloud parameters from IDSimF simulations with different scf 

scf Ion number Vos (cm3) Charge density (cm-3) 

15 5.38⋅104 1.92⋅10-1 4.20⋅106 

50 3.66⋅104 4.85⋅10-1 3.77⋅106 

 

These charge densities represent the storage capacity limit of the iTrap and are 

in very good agreement with experimental values of 2⋅106 cm-3 and 4⋅106 cm-3 for 

N2
+ and Kr+ ions, respectively, that were determined by Fischer in one of the first 

QIT instruments [145]. There are slight differences between the simulation and 

the conditions of the experiments performed by Fischer. The QIT used in the ex-

periments had twice the size (r0 = 20 mm) of the iTrap, however, both ion traps 

satisfy the condition r02 = 2z02. The qz value in the experiments can be estimated 

from the given experimental parameters: ion trap dimensions: r0 = 20 mm, 

z0 ≈ 14.2 mm; RF frequency: 500 kHz; resonance frequency of N2+ ions: 150 kHz. 

With these values, eq. (3-10) yields qz = 0.845. In the simulations presented above 

qz is lower (qz = 0.487) and the difference between the experiments and simula-

tions matches well with the trend of the qz-dependence of the ion acceptance (cf. 
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section 4.4.2, Space charge). The TIA for the conditions in the simulations is 20% 

for scf = 15 and 17% for scf = 50 (extrapolated from the data in Figure 65). For the 

higher qz value in the experiments (qz = 0.845), the TIA is estimated to 8% and 7%, 

respectively. With these TIA values, the charge densities obtained in the simula-

tions (qz = 0.487) are extrapolated to 1.68⋅106 cm-3 for scf = 15 and 1.55⋅106 cm-3 

for scf = 50, which is in very good agreement with the experimental literature data.  

4.4.4 Collisions and ion loss 

Collisions of ions with the background gas (buffer gas) are essential for scanning 

quadrupole ion traps with an external ion source. Due to collisions with a low mo-

lecular weight background gas ions experience during the injection into the trap, 

the ions’ kinetic energies decrease (collisional cooling), which in turn improves the 

trapping efficiency. This is one of the reasons why the pressure inside scanning ion 

traps is held in the range of 10-3 mbar [106]. Helium is commonly used as back-

ground gas. Using a heavier background gas can lead to a net increase of the mean 

ion energy, which is expressed by the term RF heating (cf. section 4.1.1, Collisions). 

When in-trap ionization is utilized (i.e., ions are created within the quadrupolar 

field), there is no necessity for a buffer gas promoting ion trapping. In fact, every 

collision an ion undergoes during the subsequent mass analysis damps its oscilla-

tion and reduces the measured signal intensity. Hence, the FT operation requires 

the trap pressure to be as low as possible. Collisions can also adversely affect the 

ion storage process, as scattering of ion trajectories potentially leads to ion loss. 

The extent of collisional cooling and heating of the ion motion depends on the ratio 

of the molecular ion and neutral mass. In general, the average ion energy increases, 

when the gas mass is larger than the ion mass and vice versa [101] (cf. section 4.1.1, 

Collisions). 

Ion loss rates 

Collision-induced ion loss rates and lifetimes are evaluated with ion trajectory sim-

ulations in SIMION, utilizing the HS1 collision model. The temporal evolution of an 

ensemble of Ar+ ions (m/z 40) is analyzed at different pressures. In each simula-

tion, 5000 ions are started uniformly distributed in a spherical volume in the trap 

center with a radius of 2.5 mm. The initial kinetic energy is set to zero. Different 

background gas masses are used to investigate the impact of the neutral-ion mass 

ratio. The RF amplitude is 200 V (qz = 0.486) in all simulations. Table 19 summa-

rizes the background gas parameters.  
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Table 19: Background gas information for collision-induced ion loss simulations with Ar+ 

ions (m/z 40)  

Gas mass (Da) Represented gas Neutral-ion 

mass ratio 

Collision cross section 

(10-19 m2) [185] 

4 He 0.1 2.8 

20 Ne 0.5 3.0 

28 N2 0.7 3.9 

40 Ar 1.0 3.6 

84 Kr 2.1 3.9 

 

Figure 68 depicts an exemplary (y, vy) phase space plot of a single Ar+ ion inside 

the ion trap with argon as background gas (left), as well as the temporal evolution 

of the ion’s total kinetic energy (right). The phase space trajectory shows the typi-

cal elliptic relationship between the ion position and velocity in a quadrupolar field 

[192–194]. There are three sections in the trajectory that can be easily distin-

guished due to their different spread in phase space. These sections are also clearly 

discernible as changes in the temporal evolution of the total kinetic energy. The 

oscillation of the total kinetic energy is uniform as long as the ion motion is undis-

turbed. The abrupt change in amplitude is induced by a collision event, which scat-

ters the ion trajectory and results in a different phase relationship between ion 

motion and RF field. This is in contrast to the effect of space charge, which results 

in a continuous distortion of the RF phase relation (cf. Figure 66, right). When com-

paring the phase space and kinetic energy plot in Figure 68, it becomes obvious 

that energy can be transferred between the different coordinates: while the maxi- 

 
Figure 68: Trajectory of an Ar+ ion in an argon gas matrix in (y, vy) phase space at 10-3 mbar 

(left) and the ion’s total kinetic energy over time (right). The colors in the left plot corre-

spond to the colored areas in the right plot. 
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mum total kinetic energy is comparable in the first (blue) and third section of the 

trajectory (green), the maximum energy in the y direction (represented by the 

maximum velocity and position) is significantly different in these sections. This is 

due to energy transfer from the y coordinate to the x and z coordinates. In the 

shown example the total kinetic energy increases after the first collision and de-

creases again after the second collision, even though the gas mass equals the ion 

mass (mgas/mion = 1.0). This is because the collisions are generally not ideal head-

on collisions but occur at different angles and relative velocities (cf. 4.1.1, Colli-

sions). Ultimately, a single collision can trigger ion loss by scattering the ion so that 

its trajectory becomes terminal, i.e., the maximum oscillation amplitude exceeds 

the ion trap dimensions. The loss of individual ions is not caused by a step-wise 

increase of their kinetic energy but by single collision events. Thus, the term colli-

sional excitation is more suitable in this context and will be used accordingly here-

inafter, rather than RF heating, which is more of a bulk effect and carries the con-

notation of a continuous energy increase. The ions’ pre-collision parameters, i.e., 

position, velocity and RF phase correlation, impact on the probability of ion loss 

after such a collision but these parameters are random, i.e., independent of exper-

imental conditions. The frequency of strongly dephasing collisions that lead to ion 

loss scales with the neutral-ion mass ratio. Therefore, low mass background gases 

are usually used in RF trapping devices. This is also reflected in the simulation re-

sults: no strong scattering is observed at a mass ratio of 0.1 (Ar+ ions in helium), 

but collision-induced ion loss occurs already with a mass ratio of 0.5 (Ar+ ions in 

neon) and becomes more pronounced when the background gas mass is further 

increased. 

The kinetics of the collision-induced ion loss is bimolecular and can be de-

scribed with a second order rate equation: 

 𝑑𝑁

𝑑𝑡
= −𝑘loss ⋅ 𝑁 ⋅ 𝑁𝑔 , 

(4-29) 

with the second-order rate coefficient kloss and the number densities of the ion N 

and the gas Ng. The gas density is constant over time at constant pressure and the 

process can therefore be reduced to a pseudo-first-order process. The ion loss rate 

then depends only on the ion density N. The ion density over time Nt is determined 

by the pseudo-first-order rate coefficient 𝑘loss
′ = 𝑘loss ⋅ 𝑁𝑔, with the second-order 

rate coefficient kloss and Ng for a given pressure: 

 
ln (

𝑁𝑡

𝑁0
) = −𝑘loss

′ ⋅ 𝑡 = −
1

𝜏loss
′ ⋅ 𝑡 , 

(4-30) 

where N0 is the initial ion number and t is the time. The lifetime 𝜏loss
′  for the first-

order loss process is defined as the inverse rate coefficient [196]. 
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Figure 69: Exemplary kinetic analysis of the loss of Ar+ ions in a neon gas matrix at differ-

ent pressures. The black lines are linear fits of the data. 

According to (4-30), the logarithm of the ion loss rate is constant over time and 

this is confirmed in the simulations. The kinetic analysis of the loss of Ar+ ions in a 

neon gas matrix at different pressures is shown as an example in Figure 69. 

A linear behavior of the logarithm of the normalized ion number is observed at 

pressures ≤10-4 mbar, which is expected for a first-order process. At higher pres-

sures, the order of the ion loss rate coefficient changes over time. This is a result of 

collisional cooling of the ion motion, which directly correlates to the number of 

collisions. The mean ion energy as well as the mean ion cloud radius both exhibit 

the same temporal profile as the ion loss curve (compare Figure 69 and Figure 71). 

When the mean ion cloud size and ion energy has equilibrated, the individual ion 

loss probability becomes constant and is lower than expected: Ions with a small 

radial position and kinetic energy are less likely to be deflected on a terminal tra-

jectory because they have to experience strong scattering. It is of course debatable, 

which ion loss rate describes these scenarios best. The initial loss matches the ex-

pected pressure dependency, i.e., the ion loss rate changes monotonically with 

pressure. However, when looking at the timescale of the equilibration process 

(tens to hundreds of microseconds at ≥10-3 mbar) compared to the typical lifetime 

of ions during an ion trap measurement (tens to hundreds of milliseconds), the 

equilibrium loss constant is the more appropriate quantity in this context. There-

fore, the equilibrium ion loss constants are evaluated whenever the ion loss rate 

changes over time. At lower pressures, the change of the mean ion cloud size and 

ion energy is negligible in the considered time frame and thus the impact on the 

ion loss rate is not showing in the data.  
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Figure 70: Pseudo-first-order rate coefficient 𝑘loss

′  of the collision-induced ion loss of Ar+ 

ions in dependence of the background pressure for different gas masses. The solid lines are 

linear fits and the corresponding functions with optimized parameters and R2 values are 

given in the lower right part of the plot. 

The pseudo-first-order rate coefficients are evaluated for all background gases 

listed in Table 19 except for helium, where no significant ion loss occurs. The sec-

ond-order rate coefficients are obtained from the pressure dependency of the 

pseudo-first-order coefficients (cf. Figure 70). The linear scaling of 𝑘loss
′  with pres-

sure below 10-3 mbar confirms the first-order dependency on the gas density in 

this range and therefore the assumption that the collision-induced ion loss is a sec-

ond-order process. The rate coefficients are summarized in Table 20. 

The ion lifetime strongly depends on both pressure and gas mass and varies 

between 10-4 s for 10-2 mbar with krypton as background gas, and 10 s for 

5·10-6 mbar with neon as background gas. The mass dependency of the second-

order rate coefficient can be expressed with an exponential function: 

 
𝑘loss = 7 ⋅ 106 ⋅ exp (−2.924 ⋅ (

𝑚ion

𝑚gas
)) . 

(4-31) 

The lifetimes for all gases exhibit a negative correlation below 10-3 mbar and are 

shifted in along the y axis in dependence of the gas mass. Above 5⋅10-4 mbar, the 

trend changes, depending on the gas mass. With Ne as background gas 

(mgas/mion = 0.5), the lifetime increases again above 5⋅10-4 mbar and deviates from 

the trend at lower pressures. The deviation is more pronounced when the gas 
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Table 20: Pseudo-first-order coefficients 𝒌loss
′  and second-order rate coefficients kloss for 

the collision-induced ion loss with different gases 

 Ne N2 Ar Kr 

p (mbar) 𝑘loss
′  (s-1) 

5⋅10-6 1.5⋅10-1 6.4⋅10-1 1.5 6.3 

1⋅10-5 9.9⋅10-2 1.0 1.9 9.4 

5⋅10-5 1.6 6.0 2.9⋅101 9.9⋅101 

1⋅10-4 4.1 2.3⋅101 4.9⋅101 1.9⋅102 

5⋅10-4 9.3 5.9⋅101 2.4⋅102 9.8⋅102 

1⋅10-3 7.6 6.5⋅101 3.4⋅102 1.7⋅103 

1⋅10-2 2.8 1.9⋅102 1.8⋅103 1.5⋅104 

 kloss (mbar-1s-1) 

 1.9⋅104 1.3⋅105 3.9⋅105 1.7⋅106 

 

mass decreases. In the higher pressure range the collision number increases to an 

extent, where collisional cooling starts to occur within the time frame of the simu-

lations. This changes the ion cloud properties, i.e., mean dimensions and kinetic 

energy, over time. Figure 71 shows the mean Ar+ ion cloud radius evolution over 

time, which is a measure for the extent of collisional cooling. The ion cloud prop-

erties remain basically constant at and below 10-4 mbar. The probability of ion loss 

scales with the ions’ initial radial position, i.e., ions that are created closer to the 

electrodes are more prone to loss. When collisional cooling decreases the ion cloud 

size and kinetic energy, the ion loss decreases accordingly. In the case of neon as 

background gas, the probability of strong collisional excitation is comparably low, 

due to the low neutral-ion mass ratio, and is overcompensated by collisional cool-

ing above 10-4 mbar. At 10-2 mbar the ion cloud size has equilibrated after ca. 

300 µs, independent of the background gas mass. At 10-3 mbar the equilibrium is 

not reached during the simulation, i.e., the equilibration time is >1000 µs. In con-

trast to the equilibration time, the mean equilibrium ion cloud radius scales with 

mgas (Ne: 0.9 mm, N2: 1.2 mm, Ar: 1.5 mm). The extent of collisional excitation is 

mass-dependent while the equilibration time is pressure-dependent. The extent of 

collisional cooling (reduction of ion cloud radius) decreases with increasing gas 

mass and this is reflected in the different flattening of the lifetime curves above 

5⋅10-4 mbar. For krypton, the effect of collisional cooling is barely observed be-

cause the collision-induced ion loss rate is significantly larger than the collisional 

cooling rate. The mean ion cloud size in the simulation with krypton as background  
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Figure 71: Temporal evolution of the mean Ar+ ion cloud radius in simulations with differ-

ent background gases: top left: Ne, top right, N2, bottom left: Ar, bottom right: Kr. The de-

crease of the mean ion cloud radius is due to collisional cooling. With krypton (mgas=84 Da) 

as background gas, all ions are lost after 420 µs. 

gas decreases between 0 and 400 µs (Figure 71, bottom right), but this is due to 

the favored loss of ions with large initial radial positions. This effectively reduces 

the mean ion cloud radius and could wrongly be interpreted as collisional cooling. 

Comparison with experimental data 

Ion lifetimes were experimentally determined by Fischer in one of the first QIT 

instruments [145]. In the experiments, ions were continuously created by in-trap 

EI over the course of 30 ms and the ion intensity was repeatedly measured. The 

intensity increased linearly at first and saturated after a certain time, due to equi-

libration of the ionization and loss rates. The experimental results are depicted in 

Fig. 15 in [145]. The data are recreated and shown in Figure 72. 

Fischer defined the lifetime in the experiment as the fraction of the saturation 

intensity h∞ and the initial slope of the temporal ion intensity h0, which is equal to 

the inverse rate coefficient of the pseudo-first-order ion loss. The average lifetime  
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Figure 72: Signal intensity of N2+ ions over time for different filament emission currents Iel 

at a trap pressure of 6⋅10-6 Torr, measured by Fischer. The data are recreated from Fig. 15 

in [145]. 

was 15 ms for N2+ at a pressure of 8⋅10-6 mbar [145]. This value is considerably 

lower than the value obtained in the present work for a comparable scenario, i.e., 

Ar+ ions in Ar background gas (τloss ≈ 500 ms, section Ion loss rates). This is not sur-

prising, since the conditions in the experiment and the simulations are rather dif-

ferent, e.g., different ion trap size and trapping field parameters.  

The impact of different factors contributing to this discrepancy is thus investi-

gated: The experiment is recreated in an IDSimF simulation with the iTrap geom-

etry and consideration of collisions and space charge, to identify factors that con-

tribute to the significantly shorter lifetime in the experiment. The IDSimF simula-

tion parameters are selected to match the conditions of the experiment depicted 

in Fig. 14 in [145] as close as possible. An N2
+ ion ensemble is created from the 

ionization rate distribution for an electron current of 0.1 µA, RF voltage of 240 V 

(qz = 0.835), and a trap pressure of 8⋅10-6 mbar. The space charge factor is set to 

15, which reduces the total particle number in the simulation by this factor to save 

computation time. Ions are continuously started over the total simulation time of 

30 ms. Figure 73 depicts the temporal evolution of the trapped ion number (simu-

lation, red line) and measured ion intensity (values recreated from Fig. 15 in [145], 

black data). Both datasets are normalized to the saturation value that is attained 

towards the end of the simulation and experiment. The result of the simulation is 

in excellent agreement with the experimental data. The lifetime of 15 ms stated by 

Fischer is reproduced from the experimental data when the first four points  
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Figure 73: Comparison of experimental data of the normalized ion intensity evolution over 

time from [145] (black data) and results from a corresponding IDSimF simulation (red 

line). 

(including zero) are used for calculating h0. h∞ is calculated as the arithmetic mean 

of the last four values. Using the same time intervals for calculating the lifetime 

from the simulation results, the same value of 15 ms is obtained. This accordance 

gives confidence that there are no significant systematic errors in the simulations 

and that the deviation of the SIMION results presented earlier in this section (Ion 

loss rates) are due to differences between the experiment and simulation boundary 

conditions. These differences are discussed in the following: 

1) The information on the gas composition in the experiment is incomplete. It 

is stated that the total pressure was 6⋅10-6 torr (8⋅10-6 mbar) and the N2 partial 

pressure was 3⋅10-6 torr (4⋅10-6 mbar). If the remaining gas components have a 

larger mass than N2, the lifetime would decrease due to the promotion of stronger 

scattering collisions. This is feasible because heavier compounds, namely krypton 

(m/z 84) and propane (m/z 38 - 43), were studied in this work. However, the life-

time for krypton as background gas obtained in the present work is still consider-

ably larger than 15 ms. The impact of a heavier gas present in the experiments is 

therefore unlikely to explain the deviation. 

2) Another reason for the lower lifetime in the experiment could be the method 

for ion detection. The primary RF voltage was superimposed with a sawtooth volt-

age, which results in a periodic shift of the operation point of the QIT. An auxiliary 

RF voltage was applied between the cap electrodes for detection. The stability pa-

rameters of ions inside the trap are shifted due to the sawtooth voltage and the 

auxiliary RF voltage is attenuated when ions oscillate at the resonance frequency. 
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This effect is proportional to the number of ions in resonance. When ions are in 

resonance they absorb energy from the electric field and this could lead to addi-

tional ion losses. However, auxiliary voltages were not yet implemented in the 

IDSimF simulation, which matches the experiment very well. It is therefore con-

cluded that the means of detection has no significant impact on the ion lifetime. 

3) In the SIMION simulations, ions are created in a confined volume in the cen-

ter of the ion trap, where the ion acceptance has a maximum (cf. Figure 65, center 

column). In the experiment however, ions were generated with in-trap EI. The 

electron beam enters the ion trap through one of the cap electrodes, therefore ions 

are created along the z axis of the QIT and the ion acceptance decreases with in-

creasing z position, as discussed in section 4.4.2. The ion acceptance in z direction 

is particularly low at large qz values, as it is the case in the experiment. As a result, 

the fraction of ions that is created at unfavorable positions with regard to the ion 

acceptance is smaller in the simulations than it was in the experiment, which in 

turn leads to overestimated lifetimes in the simulations. In addition, ions are more 

likely to be scattered onto a terminal trajectory when they are in close vicinity to 

an electrode. However, the ion loss due to the spatial ion acceptance occurs typi-

cally during a few secular oscillations, which is significantly faster than the colli-

sion-induced ion loss at low pressures.  

4) The qz value was higher in the experiment (qz = 0.845) than in the SIMION 

simulations for determining the collision-induced ion loss rates (section Ion loss 

rates, qz = 0.486). The lower value in the simulations was chosen to match better 

the typical trapping field settings of the iTrap. It is feasible to assume that the trap-

ping field properties impact the ion lifetime, as it does significantly alter the ion 

acceptance distribution (cf. section 4.4.2). This hypothesis is investigated with an-

other IDSimF simulation to model the experiment with a different RF voltage of 

120 V (qz = 0.417). This simulation yields an ion lifetime of approximately 38 ms, 

which supports the conclusion that a lower qz results in longer ion lifetimes. The 

different qz does therefore at least partly contribute to the deviation of the lifetimes 

determined with the SIMION model from the experimental value determined by 

Fischer. 

5) According to Fisher, the ion loss is a result of collisional scattering of ions 

onto trajectories that terminate in one of the trap electrodes as well as superim-

posed defocusing by space charge. The latter is in agreement with his experiments 

with variable electron currents (cf. Figure 72). Higher currents yield more ions 

and, thus, larger space charge, which leads to a decrease of the average ion lifetime. 

The lifetimes for all experiments are calculated from the data presented in Fig. 15 

in [145], the results are given in Table 21.  
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Table 21: Average lifetimes for different electron currents, calculated from the ion inten-

sities over time in Fig. 15 in [145] 

Electron current (µA) h∞ (mV) h0 (mV⋅ms-1) Average lifetime (ms) 

0.07 78.6 5.40 15 

0.1 113 7.57 15 

0.7 349 44.4 8 

1.8 439 73.3 6 

3.5 438 123 4 

 

Above 0.1 µA, the electron current has a strong impact on the lifetime. The val-

ues for 0.07 and 0.1 µA are however identical, suggesting that the impact of space 

charge is negligible at the lower ion densities and that the value of 15 ms is the 

space-charge-free ion lifetime. This is in agreement with the previously presented 

results regarding the ion acceptance of the iTrap (cf. section 4.4.2, Space charge), 

which showed only a small impact of space charge on the total ion acceptance. Also, 

the equilibrium ion number that is obtained in the IDSimF simulation is around 

6⋅105, which is well below the storage capacity of both the ion traps (cf. section 

4.4.3). Therefore, space charge cannot explain the significantly shorter lifetimes in 

the experiment as compared to results of the SIMION simulations. 

The abovementioned discussion suggests that the SIMION simulations pre-

sented in this section (Ion loss rates) reflect the pure collision-induced ion loss pro-

cess decoupled from other factors. Space charge is not considered and the selected 

initial ion distribution, which is limited to a small volume in the ion trap center, 

diminishes the impact of the spatial ion acceptance of the trap. The latter appears 

to contribute significantly to the total ion lifetime. The experimental lifetime de-

termined by Fischer is reproduced with IDSimF when the simulation parameters 

are matched with the experimental conditions. The major difference between the 

experiment and the IDSimF simulation as compared to the SIMION simulations is 

the initial ion distribution and the ion loss caused by the spatial ion acceptance 

remains as the only feasible explanation for the observed discrepancy. Therefore, 

it is emphasized that the total ion lifetimes are considerably smaller than the pure 

collision-induced ion loss lifetimes. 

4.4.5 Ion suppression 

Ion suppression caused by space charge is a widely known issue for the operation 

of ion traps [160, 179, 197]. The pulsed gas inlet and resulting high ionization pres-

sures applied in the iTrap do not only yield large ion numbers, which can promote 
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adverse space-charge-effects, but lead also to varying ion lifetimes due to collision-

induced ion loss. The loss rates scale with the neutral-ion mass ratio and low mass 

ions are therefore more prone to loss at high trap pressures than heavier ions. EI 

typically results in fragmentation of molecular ions due to substantial internal en-

ergy deposition during the ionization process. As a result, EI spectra of molecules 

usually contain ion signals distributed over a wide mass range. This distribution 

can be deteriorated by collision-induced ion loss, which compromises the capabil-

ity of identifying substances by their characteristic fragmentation pattern. 

The effect of different ionization pressures on ion suppression is evaluated 

with an ODE model. The model describes the ion formation with the pressure-de-

pendent ionization rate Ri(p) and the ion loss with the pressure- and mass-depend-

ent collision-induced ion loss rate coefficient kloss(p,m). The ionization rate is pro-

portional to the pressure. The loss rate is interpolated from the pressure depend-

ency described in section 4.4.4. Loss rate coefficients for ions with different m/z 

are derived from the mass dependency expressed by eq. (4-31). The rate equation 

for the ion number change is 

 𝑑𝑁

𝑑𝑡
= 𝑅𝑖(𝑝) − 𝑘loss(𝑝, 𝑚) 

(4-32) 

during ionization and  

 𝑑𝑁

𝑑𝑡
= −𝑘loss(𝑝, 𝑚) 

(4-33) 

outside of the ionization window.  

Benzene is used as a model compound. Loss rate constants are determined for 

all ions present in the reference EI spectrum from NIST [187]. The temporal pres-

sure profiles are obtained with the ODE model for the 20 ms gas pulse from section 

4.2.3, with inlet pressures between 0.1 and 10.0 mbar. Ionization occurs 5 ms after 

the gas pulse. The ionization time is 5 ms. The model is numerically integrated with 

scipy.integrate.solve_ivp from the SciPy package [26], with the default 

Runge-Kutta method RK45 [186].  

The ion number over time increases swiftly during the ionization time and de-

creases exponentially afterwards. The number of each ion species after 1 s is eval-

uated and used as scaling factor for the corresponding peak in the reference spec-

trum to generate simulated spectra for the respective inlet pressure. The peaks are 

displayed as Gaussians with a FWHM of m/z 0.1. The resulting spectra for 0.1, 1.0 

and 10.0 mbar sample pressure are shown in Figure 74, along with the NIST spec-

trum. 
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Figure 74: Reference EI mass spectrum of benzene from NIST [187] (black) and simulated 

spectra at different sample pressures (green, blue and red). The grey lines indicate the po-

sitions of all peaks in the NIST spectrum. The green, blue and red lines in the background 

depict the m/z-dependent relative intensity due to collision-induced ion loss. 

The reference spectrum contains the molecular ion peak (m/z 78) and series of 

characteristic fragment peaks that are formed with 70 eV-EI. At a sample pressure 

of 0.1 mbar, the peaks at m/z 15 and around m/z 27 are already completely sup-

pressed. The corresponding ions have a neutral-ion mass ratio around or larger 

than 1 and therefore exhibit lifetimes that are significantly shorter than the time 

scale of a measurement cycle (cf. section 4.4.4, Ion loss rates). When the sample 

pressure and therefore the trap pressure is further increased, the maximum pres-

sure and pumping time increases, which leads to loss of ions with mass ratios even 

below 1. The fragment spectrum is almost completely lost at 10.0 mbar. The green, 

blue and red curves in Figure 74 show the m/z-dependent relative intensities for 

0.1, 1.0 and 10.0 mbar sample pressure, respectively. These curves show a cut-off 

that shifts towards higher m/z when the pressure is increased.  

These results demonstrate that mass spectra obtained with the pulsed gas 

mode exhibit strong low-mass discrimination due to collision-induced ion loss. 

This effect is more pronounced, the higher the ionization pressure is. This poten-

tially removes information from the spectra regarding the identity of a compound 

(characteristic fragments) and the composition of the sample (compounds with a 

high neutral-ion mass ratio). This counteracts the increase of intensity that is usu-

ally achieved with higher sample pressure.  
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Brachthäuser reported complete loss of the observed toluene signal (m/z 91) 

at high sample pressures (Fig. 62 in [160]) and explained this observation with 

space-charge-induced ion loss, and other adverse effects occurring during opera-

tion of the iTrap, e.g., mass shifts and peak fusion, are known to be attributed to 

space charge. In the experiment, a mixture of 500 ppbv toluene in N2 was analyzed 

with constant ionization conditions (20 ms gas pulse length, 5 ms ionization delay, 

5 ms ionization time) and only the sample pressure was gradually increased from 

0.8 to 9.2 mbar. The RF voltage was 350 V, which sets the LMCO to m/z 37.5. Matrix 

ions formed from N2 (N+ at m/z 14, N2+ at m/z 28) are therefore unstable and 

ejected from the ion trap. After the applied delay time of 900 ms between the gas 

pulse and mass analysis, all ions below the LMCO are confidently removed from 

the trap. The ejection of unstable ions does usually occur on the timescale of the 

secular oscillation period, which is 4.6 µs for N2+ ions at 350 V. Therefore, accumu-

lation of large numbers of matrix ions does not occur and toluene ions are predom-

inantly stored during the experiment. Other common background ions, e.g., H2O+ 

(m/z 18) or O2+ (m/z 32) from residual air are also below the LMCO. This should 

prevent the build-up of high charge densities in the trap. As shown in this section, 

collision-induced ion loss is a feasible explanation for the observed signal loss at 

increased sample pressure, as it can result in complete loss of ions from the trap 

when N2 or Ar are used as background gas in iTrap experiments.  

An effective means alleviating this adverse effect is the use of light matrix gases, 

e.g., helium or hydrogen. With these, ions will experience collisional cooling which 

can even benefit the mass analysis due to a smaller size of the trapped ion cloud. 

In residual-gas mode or generally low ionization pressures, collision-induced ion 

loss eventually becomes negligible. 

4.5 Implications for operation of an FT-QIT with in-trap 
ionization – summary and conclusion 

The sampling, ionization, and ion storage in an FT-QIT employing in-trap ioniza-

tion was studied in this work. The presented results are put into context with the 

ion trap measurement cycle. The gas simulations (section 4.2) suggest that the trap 

pressure increases to >10-4 mbar for typical sampling conditions (1 mbar sample 

pressure, 20 ms gas pulse length). This is in the pressure range of chemical ioniza-

tion (CI) sources and considerably higher than in conventional EI sources, where 

the standard operating pressure is usually in the range of 10-6 mbar [183]. Chemi-

cal transformations can thus occur under these conditions and must be included 

in the interpretation of mass spectra. This was already observed in mass spectra 
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of toluene (T), which contained the signal of protonated toluene [T+H]+ at m/z 93 

(Fig. 82 in [160]). This ion can be formed in the reaction of the toluene radical cat-

ion T•+ (m/z 92) with neutral toluene [198] and is absent in standard 70 eV EI spec-

tra. In another experiment, the formation of [T-H+CH2]+ (m/z 105) from the reac-

tion of [T-H]+ and neutral toluene was observed during the repeated analysis of 

the same ion population (Fig. 89 in [160]). The analyte usually represents only a 

small fraction of the gas inside the ion trap during ionization. Thus, the majority of 

ions that are formed are matrix ions which can lead to secondary ionization reac-

tions of the analyte. Hydrogen, which is often used as matrix gas in semiconductor-

related processes, is a common reagent gas in conventional CI and generates pro-

tonated molecules with H3+ as the reactant ion. EI of N2 creates N2•+ which can act 

as a charge-transfer reactant ion [183]. CI mass spectra are usually not at all com-

parable to 70 eV EI spectra. Therefore, good knowledge of the trap pressure during 

and after ionization aids to interpret mass spectra, which potentially represent ion 

ensembles that resemble a result of a mixture of CI and EI. 

In-trap EI rates depend on the applied RF voltage, due to the dependency of the 

mean electron energy on the RF voltage, and are therefore not easily calculated 

from eq. (4-16). The electron energy also impacts on the fragmentation pattern, 

which is why library EI spectra are determined under precisely controlled condi-

tions. Ill-defined ionization conditions reduce the validity of a database search and 

thus compromise the capability of identifying compounds by their characteristic 

fragmentation pattern. Vacher and coworkers reported a shift of the relative in-

tensities of observed toluene fragments by several percent with an electron energy 

of 78 eV compared to the 70 eV reference spectrum [199], which emphasizes the 

severe necessity of well-controlled ionization conditions for compound identifica-

tion via databases.  

The results presented in section 4.3.3 have shown that the average electron en-

ergy varies significantly with typical trap RF voltages, e.g., around 70 eV at 100 V 

and 125 eV at 400 V. Since the EI cross sections of most molecules and atoms ex-

hibit maxima in the range of 70 eV, a shift of the average electron energy does not 

result in a corresponding shift of relative ion intensities in one particular spectrum. 

For example, a mixture of 78% N2, 20% O2, 1% Ar and 1% benzene yields only 

slightly different relative ion intensities with constant electron energy of 70 eV and 

in-trap EI at different RF voltages. A comparison of the relative intensities for this 

scenario is given in Table 22. It can however not be excluded that the relative in-

tensities in a spectrum may differ extensively compared to a database 70 eV spec-

trum, when compounds with significantly different EI responses are present. 
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Table 22: 70 eV EI cross sections σi and relative ion intensities Irel of an exemplary gas 

mixture with 70 eV EI and in-trap EI with RF voltages of 100 V and 200 V 

Analyte Mixing ratio  

(%) 

σi(70 eV) 

(10-16 cm2) 

Irel(70 eV) 

(%) 

Irel(100 V) 

(%) 

Irel(200 V) 

(%) 

Ar 1.0 2.441a) 1.3 1.4 1.3 

Benzene 1.0 2.67b) 7.9 7.7 7.3 

N2 78.0 2.508b) 100.0 100.0 100.0 

O2 21.0 15.025b) 28.0 25.3 25.9 

a) Taken from ref. [191]. 

b) Taken from ref. [190]. 

 

The ion ensemble created with in-trap EI has its main density around the prop-

agation axis of the electron beam, i.e., the r axis of the ion trap. In combination with 

the spatial ion acceptance of the QIT, stored ion ensembles occupy an approxi-

mately oblate spheroidal volume (cf. Figure 67). The storage capacity is estimated 

to be 106 – 107 cm-3, depending on the RF voltage. The trap volume that can rea-

sonably be filled with ions (oblate spheroid volume with a = r0 and c = z0) is 3 cm3. 

That results in an absolute storage capacity of (3 – 30)⋅106 cm-3. The ionization 

rate for typical ionization conditions at a pressure of 10-6 mbar is in the range of 

109 s-1. With realistic trap pressures of 10-4 mbar during ionization, the storage ca-

pacity is exceeded by at least one order of magnitude. For the analysis of an analyte 

present at a mixing ratio of 1 ppmv only 1 – 10 ions are stored under these condi-

tions, assuming equal storage efficiencies for the analyte and matrix ions. This 

boldly emphasizes the necessity for selective removal of matrix ions, when ions 

are non-selectively generated. The collision-induced ion loss discussed in section 

4.4.4 does work in favor of ions that have a larger mass than the matrix gas, as it 

predominantly removes ions with a large neutral-ion mass ratio. This process may 

become negligible for very small mass ratios; thus, H2 and He are the preferred 

matrix gases for the iTrap. Helium and hydrogen ions are in almost all cases below 

the LMCO of the ion trap and are thus efficiently removed. The same behavior can 

be achieved for high mass matrix gases by increasing the RF voltage, provided that 

the ions of interest have a larger m/z than the matrix. If this is not the case, matrix 

ions can be selectively removed by SWIFT excitation. Only the selective removal of 

excess matrix ions allows accumulation of detectable numbers of analyte ions. The 

urgent necessity for SWIFT for removing matrix ions was already clearly voiced by 

Brachthäuser [160] and is quantified in terms of modeling approaches in the pre-

sent work. 
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One pivotal figure of merit of an analytical method is its sensitivity and the re-

lated necessity of maximizing the measured signal intensity. In the iTrap, the de-

tected signal, i.e., the image current, is proportional to the number of coherently 

oscillating ions. The total ion number can be controlled with the electron current 

of the e-gun, the ionization time, and the ionization pressure. It was shown in sec-

tion 4.4.4 that the pressure does have a significant impact on the ion lifetime, which 

can become smaller than the timescale of a measurement cycle. Collision-induced 

ion loss introduces a mass-dependent suppression of ions and was identified as a 

significant disturbance in the iTrap acquisition procedure, which potenially leads 

to loss of spectral information – to the extent of complete signal loss.  

The time between the gas pulse and the mass analysis cycle is limited by the 

pressure reduction rate within the trap, which ultimately limits the duty cycle of 

the instrument. This can be improved by increasing the gas conductance of the 

trap. With improved conductance, the maximum trap pressure decreases, which 

reduces the extent of collision-induced ion loss and therefore aids to retain spec-

tral information. However, this does naturally decrease sensitivity. As repeatedly 

stated before, the use of low mass matrix gases is highly recommended. 

Careful control of the ion number present in the trap volume is pivotal, as it 

allows operation in a range where space charge effects are predictable and man-

ageable, e.g., correction of space-charge-induced mass shifts with a charge-de-

pendent calibration. Without a reliable means of charge control, the interpretation 

of the acquired mass spectra is rendered difficult, if not impossible. It is at least 

debatable if the measured ion signal in the FT-QIT is generally proportional to the 

ion number and, thus, a reliable means for evaluating the number of ions in a spec-

trum. When the ion motion is significantly distorted by space charge, the measured 

ion current is severely manipulated to the extent of virtually meaningless system 

response. A charge control method based on the measured image current signal 

should be validated with an independent determination of the present ion number, 

e.g., with a secondary electron multiplier.  

4.5.1 Comment on mass resolution and space charge 

The impact of space charge on the performance of ion traps is described in the lit-

erature and well understood (cf. section 4.1.1, Space charge) – and was identified 

as the main cause of several challenges during the operation of the iTrap: mass 

shifts, ion suppression, and peak fusion are observed when high ion numbers are 

present in the trap. These effects are not the focus of this work, but have emerged 

as a field of interest at the department of Physical and Theoretical Chemistry at the 

University of Wuppertal for a number of years [1, 6–11], and were thoroughly 
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studied as benchmark scenarios during the development of the simulation pro-

gram IDSimF. 

The development of new mass analyzer concepts should generally advance 

compared to established methods. In case of the FT-QIT, one proposed advantage 

over quadrupole-filter-based residual gas analyzers (RGAs), which are commonly 

used for monitoring in semiconductor processes, is the capability of acquiring 

high-resolution mass spectra [157]. The mass signals observed in iTrap spectra are 

generally narrow and reported mass resolutions are often in the range of several 

thousand and even up to 20000 [157, 160]. However, the mass resolution, i.e., the 

fraction of the peak position m and the peak width Δm, does not necessarily resem-

ble the resolving power of the method, i.e., its actual capability of separating two 

adjacent peaks. There is strong evidence that peak coalescence severely reduces 

the resolving power of the iTrap. As an example, the spectrum of diborane (Fig. 73 

in [160]) does not contain the isotopic peaks of the diborane ions, e.g., 11B2H3 (m/z 

25.0415), 10B11BH4 (m/z 25.0530) and 10B2H5 (m/z 25.0645). In contrast, only sin-

gle (“fused”) peaks are visible at the nominal masses of the diborane species, even 

though the mass resolution determined from these peaks is sufficiently large for 

fully resolving the isotopic pattern. This example demonstrates that the maximum 

attainable mass resolving power is severely compromised by space charge. The 

mass resolving power of an iTrap is thus not necessarily represented by the mass 

resolution of individual peaks. 

4.5.2 Space charge simulations with IDSimF 

IDSimF has proven to be a valuable tool for studying ion dynamics in scenarios, 

where space charge is to be considered. The lack of a graphical user interface in 

IDSimF may be deterrent for some potential users, but the comparably low effort 

of learning basic usage of a command line program gives access to a very powerful 

open-source tool for space charge simulations in various settings, e.g., trapping de-

vices or ion mobility spectrometry (IMS). IDSimF is continuously further devel-

oped and will hopefully soon be recognized as a valuable tool in the MS and IMS 

community. 

The ionization rates calculated in this work can be used to create realistic ion 

ensembles for future simulations focusing on ion excitation and mass analysis. 

IDSimF enables space charge simulations with large particle counts, which in turn 

give valuable insights into the dynamics of stored ions under different conditions, 

e.g., different excitation schemes. The implementation of the Shockley-Ramo theo-

rem [4, 5] for image current detection in electrodes provides a means for simulat-

ing actual transients and mass spectra in IDSimF. With realistic ion numbers for 
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ion trap experiments in the range of ≤105, a true particle count based simulation 

of ion ensembles is currently within reach of IDSimF, especially when considering 

today’s availability of affordable cloud computing power. 
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