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Abstract

The size of the ATLAS collaboration results in a broad and diverse analysis software

landscape. Previous and ongoing harmonization e�orts aim to reduce the computa-

tional and storage footprint of analyses and provide common concepts to discuss and

develop analysis software within the collaboration. In this dissertation, the recently

introduced CP (Combined Performance) algorithms are studied in the context of an on-

going search for R-parity violating Supersymmetry in the �nal state of 1+ or 2 same-

sign leptons and 4 to 15+ (b-)jets. A comparison between the reference implementation

of the analysis and a new CP algorithm version allows for a detailed discussion of the

con�guration and computing performance.
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Part I
Introduction

The Large Hadron Collider (LHC) [EB08] at CERN is a hadron collider facility, de-

signed for proton-proton and lead ion collisions. It hosts multiple particle physics ex-

periments in several caverns, roughly 100m below the surface, outside of Geneva.

ATLAS [Col08] is a general-purpose detector at the LHC and is considered to be

one of the leading experiments of particle physics. The �rst data taking campaign,

called Run 1, occurred during 2010 – 2012 and proton-proton collisions were recorded

at a centre of mass energy of

√
𝑠 = 7 TeV and

√
𝑠 = 8 TeV [Aad+13]; [Aab+16]. Run 1

�nished with lead ion collisions in 2013. During Run 2 (2015 – 2018), the centre of mass

energy was increased to

√
𝑠 = 13 TeV [19b]. This data is the basis for many published

and ongoing physics studies. Run 3 is scheduled to start in 2022.

The ATLAS collaboration consists of thousands of active scientists from 181 institu-

tions [Colc]. Data analyses within the collaboration are organized by research topic,

resulting in communities focussing on selected particles (e.g. Higgs, top) or theories

(e.g. Supersymmetry, Standard Model). Subgroups are set up to study speci�c models

or processes in greater detail.

This multitude of analysis groups is partially mirrored in the analysis software land-

scape of ATLAS, where many analysis frameworks are developed and used in parallel.

This is in agreement with Conway’s law, stating that “any organization that designs a

system (de�ned broadly) will produce a design whose structure is a copy of the orga-

nization’s communication structure” [Con68].

After Run 1 of the LHC, an ongoing e�ort to centralize and harmonize ATLAS anal-

ysis software was started. A new format to store analysis object data, xAOD, was intro-
duced to optimize the data handling [Buc+15]. The interfaces of CP (Combined Perfor-
mance) tools were harmonized, which are de�ned and developed by the corresponding

CP groups, who are responsible for a best-practice treatment of a given physics object

(e.g. electrons and photons, muons, etc.) [FAR+15]; [Bir+14]. A derivation framework

was introduced, centrally providing data formats containing selected events for multi-

ple ATLAS analyses [Cat+15].

In preparation for Run 3, the harmonization of analysis software continues with the

recent development of CP algorithms. CP algorithms are wrapping CP tools, resulting
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in schedulable entities that act on physics data. This step de�nes a central convention

of the “steering” of analysis decisions and the corresponding con�guration. Integrating

CP algorithms in existing analysis frameworks is an ongoing process.

In this dissertation, the novel CP algorithms are used to reproduce the n-tuple pro-

duction framework of a search for R-parity violating Supersymmetry with a �nal state

of one lepton and multiple jets (≥ 4), called the RPV1L analysis. This validates the

current state of CP algorithms and can serve as a proof-of-concept of their integration

with an underlying analysis framework.

The dissertation is organized as follows: A general introduction to particle physics

is provided in Chapter 1. Chapter 2 introduces the ATLAS experiment at the LHC. The

Chapters 3 and 4 describe the particle reconstruction, common data structures, and

work�ows used within the collaboration.

Part II contains a discussion of the RPV1L analysis. A theory basis for Supersymme-

try is given in Chapter 5. The analysis is motivated and outlined in Chapter 6. Chapter 7

contains the background analysis of misidenti�ed leptons from QCD multi-jet events.

A summary of the analysis results is presented in Chapter 8.

Part III describes developments and studies made with the novel analysis infrastruc-

ture. Chapter 9 introduces CP algorithms in the general context of analysis frameworks

in ATLAS. The reproduction of the RPV1L n-tuples with CP algorithms is discussed in

Chapter 10. A study of the computing performance of CP algorithms is presented in

Chapter 11.

Part IV summarizes and concludes this dissertation.
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1 Theory

In this chapter, a qualitative description of the theory of particle physics is provided.

Section 1.1 describes the Standard Model of particle physics. A brief description of

proton-proton collisions is presented in Section 1.2. The interaction of particles with

matter is described in Section 1.3. The theory of Supersymmetry is addressed in Chap-

ter 5 of Part II.

1.1 Standard Model

The Standard Model (SM) of particle physics describes all known fundamental particles

and their interactions. The discussion of the Standard Model follows Sections one and

two of Gri�ths’ “Introduction to elementary particles” [Gri87, pp. 13-88]. Additional

resources are cited when used.

Figure 1.1 shows a categorization of all particles of the SM. The particle masses are

given in natural units, i.e. ℏ = 𝑐 = 1. Fermions, which are either a quark or lepton, are the
constituents of matter. Bosons act as force carriers, conveying the interactions between
particles. Quarks and leptons are categorized into three generations, where each sub-

sequent generation introduces particles with similar characteristics (e.g. charge, spin,

etc.), but with a higher mass. Fermions of higher generations are unstable and decay

after a characteristic lifetime.

There are three “up”-type quarks, up, charm, and top, with an electrical charge of
2

3
𝑒 .

The “down”-type quarks, down, strange, and bottom, have an electrical charge of −1

3
𝑒 .

Quarks are the only type of fermions that are subject to the strong force, mediated by

the gluon, which also couples to itself. With respect to the strong force, quarks can be in

one of three states, commonly described through colour charges R, G, and B. In a very

simpli�ed description, gluons can change the colour of quarks by carrying a colour

and a second anti-colour. Quarks are only observed in bound states with a combined

neutral colour charge, i.e. as mesons (𝑞𝑞 with colour and anti-colour) or baryons (𝑞𝑞𝑞
or 𝑞𝑞𝑞 with R, G and B). There are also observations of exotic and unstable hadrons

like tetraquarks (𝑞𝑞𝑞𝑞) [Cho+08] and pentaquarks (𝑞𝑞𝑞𝑞𝑞) [Aai+14]; [Aai+15].

A lepton generation consists of a charged particle and its corresponding neutrino.
The charged leptons are called electron,muon, and tau. All quarks and charged leptons
can interact through the electromagnetic force, mediated by the photon.
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Figure 1.1: All fundamental particles of the Standard Model. Modi�ed version of

“Standard model of physics” [GB16], updated mass measurements accord-

ing to “Review of Particle Physics” [Tan+18] in natural units.
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Figure 1.2: Particles of the Standard Model and their interactions [Dre14].

All fermions, including neutrinos, are subject to the weak force, which is mediated

by the charged𝑊 ±
and neutral 𝑍 bosons. Therefore, neutrinos can only take part in

weak interactions. Fermions can change their “�avour”, i.e. lepton or quark type, only

through charged weak interactions, involving a𝑊 ±
.

Since the 𝑍 boson couples to all fermions, measurements of its lifetime can be used

to prove that only three generations of quarks and leptons exist. Its lifetime would be

shorter if there were a fourth generation, allowing for additional decay processes.

A schema displaying all possible interactions between fermions and bosons is shown

in Figure 1.2.

All particles have an anti-particle equivalent with the same mass, but opposite

charges. Some particles, like the photon, are their own anti-particle.

Noether’s theorem states that symmetries in a physical theory result in conservation

laws. For example, the invariance under translation in time yields the conservation law

of energy. Therefore, theories are often expressed in terms of the mathematical groups

𝑈 (𝑛) and 𝑆𝑈 (𝑛) of dimension 𝑛, representing these symmetries. Matrices in the group

𝑈 (𝑛) are unitary, e.g. 𝑈̃ ∗𝑈 = I. Elements of 𝑆𝑈 (𝑛) additionally have the determinant

1 [Gri87, pp. 117-119].

The SM is fully described by the 𝑆𝑈 (3)×𝑆𝑈 (2)×𝑈 (1) group, where each component

is contributing a description of strong and electroweak interactions. 𝑆𝑈 (3) results in
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the eight gluons, mediating the strong force. The remaining 𝑆𝑈 (2) × 𝑈 (1) group de-

scribes the four gauge bosons𝑊 1,2,3
and 𝐵. After electroweak symmetrybreaking, these

eigenstates transform to the photon,𝑊 ±
-, and𝑍 -bosons [Tan+18, pp. 141, 161]; [Gri87,

pp. 366-369].

The Higgs boson is the mediator between the Higgs �eld and quarks, charged lep-

tons,𝑊 ±
-, and 𝑍 -bosons. This interaction is a consequence of the Higgs mechanism,

resulting in massive particles, which is especially relevant for explaining the existence

of massive𝑊 ±
and 𝑍 bosons [Gri87, pp. 378-381, 401–405]. Until its observation in

2012 [Aad+12], the Higgs was the last predicted particle of the SM without su�cient

evidence.

The Standard Model is unlikely to remain the last theory of particle physics since it

is not able to address a range of issues:

1. Parameter problem: The Standard Model relies on over 20 free parameters,

e.g. the quark and lepton masses. Theorists expect a mature model to be able

to explain these masses, as opposed to relying on experimental measurements

[Gri87, pp. 51-52]; [Man10, p. 483].

2. Missing gravity: There is no description of gravity in the SM. An extended

SM that integrates gravity would also have to conform to the theory of general

relativity [Man10, pp. 483-485].

3. Dark matter: Cosmological observations lead to evidence of the existence of

dark matter. Dark matter interacts mostly through gravity with the SM particles

and is only observed indirectly. It has no explanation in the SM [Man10, pp.

506-507].

4. Hierarchy problem: In the SM, the Higgs mass only results in the observed

125.2 GeV/c2 if certain loop corrections cancel each other out in an excessively

�ne-tuned manner. Without these cancellations, the Higgs mass would be or-

ders of magnitudes larger. Theories exhibiting such large discrepancies and �ne-

tuned behaviour are expected to be incomplete [Gri87, p. 412]; [Man10, pp. 510-

511].

5. Grand Uni�cation: The uni�cation of the electromagnetic and weak interac-

tion motivates the search for a theory that also includes the strong interaction.

One observation is that the coupling constants 𝛼 of each interaction are energy-

dependent and their values could meet at very high energies of ∼1016 GeV.
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In the SM, the coupling strength of the strong interaction never reaches the

same value as the weak and electromagnetic force. This motivates the search for

a new theory, where the coupling constants scale di�erently and reach the same

value at high energies [Man10, p. 508]; [Gri87, pp. 405-406].

All of these issues motivate the construction of BSM (Beyond Standard Model) the-
ories and the search for empirical evidence contradicting the Standard Model. One

example is the search for Supersymmetry, and in particular, the RPV1L analysis dis-

cussed in Part II.

1.2 Proton-Proton Collisions

In a circular proton-proton collider, bunches of protons are accelerated in opposite di-

rections and brought to a collision at designated interaction points in the particle de-

tectors. The squared centre of mass energy of two colliding relativistic protons with

energies 𝐸1 and 𝐸2, and momenta 𝑝1 and 𝑝2 is given by [Per87]

𝑠 = 2(𝐸1𝐸2 + 𝑝1𝑝2) + 2𝑀2 ≈ 4𝐸1𝐸2 .

The centre of mass system is at rest in the laboratory if 𝐸1 = 𝐸2, and virtually all of the

energy is available for new particle creation. The reaction rate is described by

𝑅 = 𝜎𝐿

with the luminosity 𝐿 and the interaction cross section 𝜎 , which is a measure for the

probability of an interaction between the two colliding particles. The luminosity of

two directed beams of relativistic particles is described by

𝐿 = 𝑓 𝑛
𝑁1𝑁2

𝐴
,

with 𝑁1 and 𝑁2 as the numbers of particles in each bunch, 𝑛 the number of bunches in

each beam, 𝐴 as the cross-sectional area of the beams, and the revolution frequency 𝑓 .

Colliding protons are not behaving as single point-like particles but exhibit an in-

ternal structure. Richard Feynman �rst described this structure with the parton model,

where a proton is a composite of three valence quarks, of which at least one is involved

in the interaction. Additionally, internal quark-anti-quark pairs and gluons occur.
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Figure 1.3: Parton density functions for the energy scale 𝑄2 = 10 GeV
2
and 𝑄2 =

10
4
GeV

2
with the associated 68% con�dence intervals [Har+15].

Figure 1.3 shows the parton density functions, with respect to the fractional momen-

tum 𝑥 for an energy scale of 𝑄2 = 10 GeV
2
and 𝑄2 = 10

4
GeV

2
, describing the prob-

ability of a parton contributing to the interaction. At higher energies, the interaction

with virtual quarks and gluons in the proton becomes more likely for a small frac-

tional momentum 𝑥 [Per87]; [Tan+18]; [Har+15]. Interacting protons in collider ex-

periments cause a characteristic radiation of quarks and gluons, forming new hadrons

because of con�nement, allowing quarks to only be stable in a bound state. Such cas-

cading hadronic radiation is directed in a narrow cone and commonly referred to as a

jet [Per87].

1.3 Interactions of Particles with Ma�er

High-energy physics experiments rely on particle detectors to identify the type, mo-

mentum, and energy of the particles of interest. To detect these particles, they need to

interact with the detector medium. Chapter eight of Mann’s “An introduction to particle
physics and the standard model” [Man10, pp. 135-144] is followed to give an overview

of common interactions of particles with matter.

Electromagnetically charged particles can interact with the nuclei and atomic elec-

trons of the target matter. The key quantity to characterize these interactions is the

stopping power 𝑑𝐸
𝑑𝑥
, describing the average loss of energy per depth travelled into the
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medium. An average range is computed as

𝑅 =

∫ 𝐸

0

(
𝑑𝐸

𝑑𝑥

)−1
𝑑𝐸 .

Charged particles have three dominant types of interactions:

Ionization The incident charged particle scatters on atomic electrons in an inelastic

process. The atomic electron potentially leaves the bound state with the atom, result-

ing in secondary electrons traversing the medium. Additionally, the remaining atomic

electrons can radiate photons when they occupy the lower free state of the electron

that has left.

Ionization through relativistic electrons, i.e. 𝑣 = 𝛽𝑐 , is described by the Bethe-Bloch
equation:

𝑑𝐸

𝑑𝑥
= −4𝜋𝑁𝐴 (𝑧𝑒)

2𝑒2

𝑚𝑒𝑐
2𝛽2

(
𝑍

𝐴

) [
ln

(
2𝑚𝑒𝑐

2𝛽2

𝐼
𝛾2

)
− 𝛽2

]
with 𝛾 = (1− 𝛽2)−1/2, ionization potential 𝐼 , atomic number 𝑍 , nucleon number𝐴, and

Avogadro number 𝑁𝐴 = 10
23𝑚𝑜𝑙−1.

The number of ionized particles is proportional to the energy loss of the incident

particle. The energy loss due to ionization decreases with increasing particle velocity,

reaching aminimum value before growing again as ln(𝛾2) (see Figure 1.4). At very high
energies,

𝑑𝐸
𝑑𝑥

becomes constant due to long-range interatomic screening e�ects, and

particles become indistinguishable based on ionization loss. The Bethe-Bloch equation

stops describing the physical reality at very low energies since it does not account for

e�ects like electron capture or particle-anti-particle annihilation.

Radiation Charged particles emit bremsstrahlung if they interact with the charged

nuclei in matter. Bremsstrahlung has a stopping power of
𝑑𝐸
𝑑𝑥

= − 𝐸
𝑋0

. The radiation
length 𝑋0 describes the thickness of a given medium after which the energy of an in-

cident particle is reduced by a factor of 𝑒 (Euler’s number). The critical energy for

electrons at which ionization and radiation are of the same magnitude is 𝐸𝑐 ≈ 600

𝑍
MeV,

with the atomic number 𝑍 . Radiation loss is dominant for electrons and positrons at

high energies.

Coulomb sca�ering Electrons and positrons are light enough to scatter on the

Coulomb �eld of nuclei and atomic electrons of the medium. Multiple Coulomb scat-

terings result in a net scattering angle after traversing the medium. The width of the
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Figure 1.4: Stopping power for 𝜇+ particles at various momenta in copper (𝑍 = 29).

Image from “Review of Particle Physics” [Tan+18, p. 447].

angle-distribution is one e�ect that limits the measurement precision when measuring

the direction of detected particles.

Figure 1.4 displays the stopping power
𝑑𝐸
𝑑𝑥

for 𝜇+ in copper (𝑍 = 29). Ionization

is the most dominant e�ect for muons with a momentum of 10 MeV/c to 100 GeV/c,

containing a point of minimum ionization where the stopping power is minimal. At

higher energies, radiative losses become more dominant.

Photons have no charge, but as the mediators of the electromagnetic force, they

still interact electromagnetically. The loss of intensity can be expressed as
𝑑𝐼
𝑑𝑥

= −𝜇𝐼 ,
with 𝜇 as the e�ective absorption coe�cient. 𝜇−1 corresponds to the mean free path for

absorption of a photon. Below are the three most dominant e�ects, expressed in terms

of their cross section 𝜎 [Gri87, p. 199].

Photoelectric e�ect An incident photon is absorbed by an atomic electron, which

in turn leaves its bound state. This e�ect dominates at low energies and in media with

high atomic numbers:

𝜎𝑝ℎ𝑜𝑡𝑜 ≈

𝑍 5

𝐸7/2
, for 𝐸 < 𝑚𝑒𝑐

2

𝑍 5

𝐸
, for 𝐸 > 𝑚𝑒𝑐

2

.
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Compton sca�ering The incident photon scatters o� of an electron in the medium.

This process is dominant at intermediate energies since the photon energy is too high

to be absorbed by shell electrons and too low for pair production. The cross section of

Compton scattering is estimated by

𝜎𝑐𝑜𝑚𝑝𝑡𝑜𝑛 ≈
𝑍

𝐸
.

Pair production A photon with the energy 𝐸 > 2𝑚𝑒 ≈ 1.022MeV can produce

an electron-positron pair. Because of momentum conservation, this process cannot

happen in free space. The photon needs a Coulomb �eld in the medium to recoil. This

e�ect dominates for photons with 𝐸 >10MeV.

Figure 1.5 shows the cross sections for photons with di�erent energies in carbon

(𝑍 = 6) and lead (𝑍 = 82). The photoelectric e�ect is responsible for the various

spikes, which depends on the number of atomic electrons and corresponding energy

states. Compton scattering becomes dominant at around 10 to 100 keV. Pair produc-

tion can occur while interacting with the Coulomb �elds of nuclei or shell electrons

(𝜅𝑛𝑢𝑐 and 𝜅𝑒 ) [Tan+18, p. 454].
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Figure 1.5: Cross section of photons at di�erent energies in carbon (𝑍 = 6) and lead

(𝑍 = 82). Image from “Review of Particle Physics” [Tan+18, p. 454].
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2 The ATLAS Experiment at the LHC

The LHC [EB08] is a synchrotron accelerator for positively charged hadrons (protons

or lead ions). The circular structure repeatedly accelerates the hadrons, increasing

their kinetic energy with each cycle. Due to the increased kinetic energy, the bending

strength of the acceleratormagnetsmust be adjusted, such that the particle beam radius

remains constant, hence the name synchrotron [Man10, pp. 118-120].

The particles are injected into the LHC ring in bunches, containing up to ∼1011 pro-
tons per bunch. These bunches travel through the ring in both directions, with de�ned

interaction points at the experiment locations. Collisions are then a statistical process,

where some particles in these two passing bunches interact, and others do not. An

event is the measurement of the resulting particles of a single bunch crossing. Bunches

are spaced, such that a bunch crossing occurs every 25 ns. As a consequence, exper-

iments are exposed to collisions at a rate of up to 40MHz. Multiple interactions can

occur during the same bunch crossing, resulting in in-time pile-up interactions that su-
perimpose in a given measurement [EB08]. Out-of-time pile-up refers to particles from
uncorrelated interactions of previous or following bunch crossings. For example, the

mean number of interactions per bunch crossing in 2018 averaged to 〈𝜇〉 = 36.1 [Expb].

An example of the resulting amount of data is given in Figure 2.1, displaying the re-

constructed vertices and tracks with 𝑝𝑇 > 100 MeV/c (see Chapter 3) for an event with

65 simultaneous interactions.

The original target peak luminosity for ATLAS and CMS was 𝐿 = 10
34
cm

−2
s
−1
. Ex-

periments commonly report integrated luminosities for a given time period in the unit

of inverse barn, e.g. 1�
−1 = 10

39
cm

−2
, which is a measure for the amount of collected

data.

The LHC operates during scheduled campaigns, called Runs. The accelerator and

experiments have the opportunity to repair and upgrade their facilities during Long
Shutdowns (LS), between each Run. Run 1 and Run 2 occurred during 2010 – 2013 and

2015 – 2018, respectively. Run 3 is scheduled for the 2022 – 2024 period. The LHC

will be upgraded during LS3, to increase the delivered luminosity, i.e. the number of

particle interactions per bunch crossing. This is referred to as theHigh Luminosity LHC
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Figure 2.1: 𝑍 → 𝜇𝜇 candidate eventwith 65 additional reconstructed vertices recorded

in 2017 [Expa]. Tracks with 𝑝𝑇 > 100 MeV/c are displayed.

(HL-LHC) [Pro]; [15].

The ATLAS Experiment is one of two general-purpose detectors at the LHC. It

consists of multiple barrel-shaped layers around the interaction point to track the

path and measure the momentum of post-collision particles. Electromagnetic and

hadronic calorimeters measure the energy deposition of the produced particles. A

muon tracking system improves the muon detection accuracy, which is motivated

by many physics studies [Col08]. Figure 2.2 contains an exemplary proton-proton

collision event recorded in the ATLAS detector.

First o�cial collaboration activities of ATLAS started in 1992, and the experiment

construction �nished in 2008 [Col08].

In Run 1, ATLAS recorded 47 pb
−1+5.5 fb−1 of proton-proton collisions with a centre-

of-mass energy of

√
𝑠 = 7 TeV [Aad+13] and 22.7 fb−1 at

√
𝑠 = 8 TeV [Aab+16]. During

Run 2, ATLAS recorded proton-proton collisions at an integrated luminosity of 139 fb
−1

at

√
𝑠 = 13 TeV [19b]. The integrated luminosity for Run 2 is stated after data quality

selections, while the luminosity for Run 1 is the total amount of recorded events.

The ATLAS detector is upgraded between each Run of the LHC and is expected to

operate at least until the end of the 2030s. During LS1, the inner detector was extended

from 3 to 4 cylindrical pixel layers through the addition of the Insertable B-Layer (IBL).
The IBL improves the vertex- and b-tagging performance, which tag particle objects
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Figure 2.2: Event display of a𝑍 → 𝑒+𝑒− candidate, at
√
𝑠 = 13 TeV. The arcs in the cen-

tral section represent reconstructed tracks of particles. The stacked bars

outside are proportional to the energy deposition in the electromagnetic

calorimeters. The high energy electron-positron pair (green) is likely to be

produced from a 𝑍 -boson decay [Col15].

with their corresponding original p-p collision position (vertex) and if they are a decay

product of a bottom quark [ATL10]; [Abb+18]. During LS2, the installation of theMuon
New Small Wheel and updates to the Liquid Argon Calorimeter, and TDAQ systems are

planned and currently ongoing [11].

Before Run 4, as preparation for the HL-LHC, a thorough upgrade of the detector is

planned. This includes a new tracking detector (ITk), updates to the calorimeter and

muon spectrometer readout systems, and a new trigger architecture [ATL12]; [15].

An important goal of any LHC experiment in the coming Runs 3 and 4 is the search

for hints of “new physics” (NP). The null observation of NP would be valuable as well

since it would be “falsifying some of the paradigms that guided research in fundamental

physics so far” [Cid+19]. Examples for NP studies are the search for Supersymmetry,

exotic particles and dark matter. The study of �avour in the Standard Model, why

masses between fermion families are so di�erent, and the nature of neutrino masses,

may lead to hints of NP as well [Cid+19].
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Figure 2.3: Pseudo-rapidity in forward direction [Jab07].

2.1 Coordinate System

The conventional coordinate systemused in the context of ATLAS is right-handed, with

its origin at the nominal interaction point at the centre of the detector [Col08]. This

coordinate system aligns the z-axis along the beam direction, leaving the x-y-plane in

a transverse direction. The positive x-axis points to the centre of the LHC ring, while

the positive y-axis points upwards. Side A of the detector is located on the positive end

on the z-axis. Consequently, side C lies on the negative side of the z-axis, facing west.

The azimuthal angle 𝜙 de�nes the rotation in the transversal x-y-plane around the

beam axis. The polar angle 𝜃 is the angle from the beam axis. Δ𝑅 ≡
√︁
(Δ𝜂)2 + (Δ𝜙)2 is

often used to measure angular distances. The initial momentum of a proton-proton col-

lision in the z-direction is unknown, which is motivating projections of related quan-

tities in the x-y plane, e.g. 𝑝𝑇 = 𝑝 sin (𝜃 ) =
√︃
𝑝2𝑥 + 𝑝2𝑦 and 𝐸𝑇 = 𝐸 sin (𝜃 ). A commonly

used measure is the pseudo-rapidity 𝜂 = − ln tan (𝜃/2) (depicted in Figure 2.3). The

pseudo-rapidity is useful since the total particle production cross section is following

a �at distribution in 𝜂.

2.2 Detector and Trigger Systems

The detector description in this section follows the original paper “The ATLAS Experi-

ment at the CERN Large Hadron Collider” [Col08]. Figure 2.4 illustrates the cylindrical

detector layout and the major constituents of ATLAS.

The Inner Detector (ID) consists of the silicon Pixel Detector, the SemiConductor Track-
ing Detector (SCT) and the Transition Radiation Tracker (TRT), enabling charged par-

ticle track reconstruction in the range of |𝜂 | < 2.5. The silicon pixel detectors cover

the central collision region and provide four measurements (including IBL [ATL10];
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Figure 2.4: Illustration of the ATLAS detector and its constituents [Col08].

[Abb+18]). Eight additional hits per track are provided by the SCT. The TRT enables

radially extended track reconstruction in the region of |𝜂 | ≤ 2.0 and provides electron

identi�cation information.

Located around the ID is the solenoid magnet, creating a relatively homogeneous

magnetic �eld with a �ux density of 2 T in the centre. Eight barrel segments and two

end-caps form the toroid magnets, which surround the calorimeters and create a mag-

netic �eld with a �ux density of 0.5 T and 1 T for the muon detectors.

The calorimeter subsystem consists of detectors for electromagnetic and hadronic

energy depositionmeasurements. Electromagnetic calorimetry is done by Liquid-argon
(LAr) detectors with �ne granularity for the 𝜂-range of the ID. The hadronic calorime-

try is covered by scintillator tile calorimeters, separated into a larger centre barrel and

two small extended barrel cylinders on either side of the centre. Both systems include

multiple layers of end-caps to close the barrel region, where LAr detectors are also used

for the hadronic calorimeters.

Outside of the calorimeter and partially immersed in the toroid magnets, is the muon

spectrometer. It is composed of multiple trackers, again arranged in a barrel with end-

cap shape, ensuring high precision measurements of muon tracks. The magnetic �eld

is orthogonal to a muon trajectory in the muon spectrometer and has a bending power

of 1.5 to 5.5 Tm in the region of |𝜂 | < 1.4. The bending power can go up to 7.5 Tm in
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the region of 1.6 < |𝜂 | < 2.7.

The trigger system is reducing the rate of recorded events by selecting events with

a pre-de�ned menu of observable properties. The �rst-level trigger is implemented in

hardware and reduces the event rate to <100 kHz. A high-level trigger (HLT) reduces

the number of recorded events to disk to about 1 kHz, by using commodity computer

hardware to perform a fast reconstruction of physics objects. This reduction is essential

to reduce the data rate to a manageable scale while still recording the most relevant

events [ATL17c].
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3 Event Reconstruction

Particles are reconstructed from detector measurements by combining the informa-

tion of all detector systems. Charged particle tracks are reconstructed from hits in the

inner detector and muon spectrometer layers. Energy deposits are measured in the

calorimeters, mainly separating electromagnetic and hadronic processes. Each particle

type, e.g. electrons or jets, is reconstructed di�erently because of their physical proper-

ties and to improve the reconstruction e�ciency in the presence of their corresponding

background processes.

This Chapter focuses on electron, muon, and (b-tagged) jet reconstruction in prepa-

ration for the RPV1L analysis, discussed in Part II.

3.1 Track and Vertex Reconstruction

Charged particle trajectories (tracks) are the basis for multiple particle reconstruction

algorithms. Tracks with 𝑝𝑇 > 0.4 GeV/c are reconstructed in the region of |𝜂 | < 2.5 by

using the measurements of the inner detector [ATL17b]. The particle trajectory is bent

in the magnetic �eld of the Solenoid with a resulting curvature inversely proportional

to the momentum of the particle.

In a pre-processing step, the raw data from the pixel and SCT detectors is converted

to clusters by grouping sensor readings where the deposited energy yields a charge

above a threshold. The timing information of the TRT raw data is converted into cali-

brated drift circles.

Seeds are formed by three hits in the pixel and SCT detectors, with added require-

ments to increase purity and resolve ambiguities, e.g. hits used in multiple track seeds.

A combinatorial Kalman �lter extends the seeds into the following SCT and TRT layers

to form track candidates.

The candidates are �tted, and ambiguities between track candidates are resolved by

favouring tracks with matching clusters, high �t quality, and hits in each subsequent

layer. Selected tracks are extended into the TRT before a �nal �t with the full infor-

mation of all three detectors is done, and the quality of the tracks is compared to the
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silicon-only track candidates. A resulting track is expressed in terms of 𝜙 , 𝜃 , charge

over momentum (
𝑞

𝑝
), and the impact parameters 𝑑0 and 𝑧0, describing the point of clos-

est approach in the transverse and longitudinal plane to the primary vertex.

Reconstructed tracks are used to �nd the primary vertex of the proton-proton col-

lision [ATL17d]. First, the tracks are used to create a vertex seed, assuming it to be

located in the beam spot in the x-y-plane and using the mode of all z-coordinates of

the tracks closest to the reconstructed beam spot centre. The seed is the starting point

for an iterative �t where only the most compatible tracks contribute in each iteration.

Incompatible tracks are removed and used to �nd additional vertices by repeating the

same procedure. Only vertices with at least two associated tracks are valid primary

vertex candidates. The candidate with the highest sum of squares of 𝑝𝑇 is considered

to be the primary vertex of the event.

3.2 Electron Reconstruction

Electrons
1
are created from the detector data inmultiple steps [ATL19b]. The particle is

reconstructed from tracks in the inner detector and clusters in the electromagnetic (EM)

calorimeter. Additionally, it needs to be identi�ed as a prompt electron, i.e. originating

from the primary collision and isolated from other activities in the detectors. Finally,

the electron charge is studied to suppress charge misidenti�cations.

All of these steps have corresponding selection e�ciencies, resulting in a total e�-

ciency for the measurement of electrons:

𝜀𝑡𝑜𝑡𝑎𝑙 = 𝜀𝐸𝑀𝑐𝑙𝑢𝑠×𝜀𝑟𝑒𝑐𝑜×𝜀𝑖𝑑×𝜀𝑖𝑠𝑜×𝜀𝑡𝑟𝑖𝑔 =
(
𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝑁𝑎𝑙𝑙

)
×
(
𝑁𝑟𝑒𝑐𝑜

𝑁𝑐𝑙𝑢𝑠𝑡𝑒𝑟

)
×
(
𝑁𝑖𝑑

𝑁𝑟𝑒𝑐𝑜

)
×
(
𝑁𝑖𝑠𝑜

𝑁𝑖𝑑

)
×
(
𝑁𝑡𝑟𝑖𝑔

𝑁𝑖𝑠𝑜

)
,

with the e�ciencies:

• 𝜀𝐸𝑀𝑐𝑙𝑢𝑠 : Detection of electromagnetic calorimeter clusters from all produced elec-

trons. This is estimated in simulations.

• 𝜀𝑟𝑒𝑐𝑜 : Reconstruction of electrons from all detected clusters.

• 𝜀𝑖𝑑 : Identi�cation of prompt electrons from all reconstructed electrons.

• 𝜀𝑖𝑠𝑜 : Isolated electrons with respect to all identi�ed electrons.

1
In the context of reconstruction, this refers to both electrons and positrons.
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Figure 3.1: Illustration of the trajectory of an electron through the detector. The red

line is the hypothetical path of an electron traversing the detectors. The

dashed line is an exemplary path of a photon produced by the interaction

of the electron with the material. [ATL19b]

• 𝜀𝑡𝑟𝑖𝑔: Isolated electrons with a matching trigger.

The selection e�ciencies result in correction factors for experimentally determined

electrons that need to be applied in every analysis. 𝑍 → 𝑒𝑒 and 𝐽/Ψ → 𝑒𝑒 decays are

used to get unbiased samples of electrons via the tag-and-probe method
2
, to get pre-

cise estimates of all selection e�ciencies. Isolated electrons, selected for physics, are

subject to large backgrounds from misidenti�ed hadrons, electrons from photon con-

version and non-isolated electrons from heavy-�avour decays. Correction weights for
simulated events are extracted to match the measured e�ciencies in data. Additional

event weights, e.g. for the observed pile-up distribution, are required to achieve a good

agreement between simulated events and events from data.

3.2.1 Reconstruction

The electron reconstruction, schematically displayed in Figure 3.1, is done by asso-

ciating identi�ed charged particle tracks in the inner detector to a localized cluster

of deposited energy in the electromagnetic calorimeter. Extrapolated tracks are re-

quired to closely match to EM clusters in 𝜂×𝜙 space to form a �nal electron candidate.

2
Also see Chapter 7 for a description of the tag-and-probe method.
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EM calorimeter clusters without an associated track are reconstructed as photons. Elec-

tron reconstruction is done in the range of |𝜂 | < 2.47.

Cluster seeds in the EM calorimeter are formed by combining localized deposited

energy in an 𝜂 × 𝜙 grid of size 3 × 5. The centre of the 3 × 5 grid moves in small

steps until the whole calorimeter is covered. The energy of a reconstructed cluster is

estimated in a window of 3 × 7 in the barrel region and 5 × 5 in the end caps. If two

clusters are found in close proximity, i.e. overlap in an area of Δ𝜂 × Δ𝜙 = 5 × 9, the

candidate with greater 𝐸𝑇 is retained, if it is at least 10% larger. If it is within 10%, the

candidate with the highest 𝐸𝑇 in the centre of the cluster is kept.

Track candidates are �t with a special treatment for trajectories with larger losses

due to bremsstrahlung. If multiple tracks match to the same calorimeter cluster in 𝜂×𝜙 ,
the primary electron track is identi�ed by considering the number of hits in the inner

detector, 𝐸/𝑝 and 𝑝𝑇 , and the associated vertex.

The energy of the electron candidate must be calibrated and is computed with the

energy deposited in the calorimeter and the 𝜂 and 𝜙 parameters of the associated track.

Above 𝐸𝑇 = 15 GeV/c, the electron reconstruction e�ciency for good quality electrons,

i.e. at least one hit in a pixel layer and at least seven hits in all silicon layers, varies from

97% to 99%.

3.2.2 Identification

Prompt electrons in the central region of |𝜂 | < 2.47 are identi�ed through a likelihood-

based (LH)method. This method usesmeasurements from the tracking and calorimeter

systems and combined quantities. Multiple working points are de�ned to balance iden-

ti�cation e�ciency and background contamination through secondary electrons from

photon conversion, misidenti�ed electrons from multi-jet
3
events, and other sources

of non-prompt electrons that are misidenti�ed. The working points are called Loose
(93% e�cient for electrons with 𝐸𝑇 = 40 GeV/c), Medium (88%), and Tight (80%). All
working points require at least two hits in the pixel layer and seven hits in all silicon

layers. Medium and Tight also require a hit in the innermost layer of the pixel detec-

tor, which increases the likelihood to identify a prompt electron originating from the

proton-proton collision.

3
Also see Chapter 7.
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3.2.3 Isolation

To isolate prompt electrons from background processes, special isolation variables from

calorimeter and inner detectormeasurements are introduced to quantify the di�erences

in activity. A calorimeter based isolation variable is set by computing the deposited en-

ergy in a cone around the electron candidate cluster, with the energy in the core cells

of the cluster subtracted. The track-based isolation variable is computed by summing

the 𝑝𝑇 of all tracks within a cone of radius Δ𝑅, satisfying basic track quality require-

ments from the primary vertex. The contribution of the electron candidate track is

subtracted, including extrapolated tracks close to the EM calorimeter cluster, to com-

bine bremsstrahlung e�ects with the primary electron candidate. Multiple working

points are introduced to combine both variables and isolate electrons with a known

e�ciency, e.g. Fix (Tight) with the requirements 𝐸𝑖𝑠𝑜𝑙
𝑇 ,𝑐𝑜𝑛𝑒

/𝑝𝑇 < 0.2 and 𝑝𝑖𝑠𝑜𝑙
𝑇

/𝑝𝑇 < 0.15.

A new isolationmethod to isolate prompt leptonswas introduced during Run 2 [19a];

[Aab+18], which is the used method of isolation in the RPV1L analysis, discussed in

Chapter 6. This method uses a boosted decision tree (BDT) to separate prompt and

non-prompt leptons by using tracks of jets nearest to the lepton, as well as lifetime and

isolation observables. The prompt lepton veto (PLV ) method has a strong separation

power for leptons with 𝑝𝑇 > 12 GeV/c. A second low-𝑝𝑇 -BDT is used to increase the

isolation e�ciency below 𝑝𝑇 = 12 GeV/c.

3.2.4 Charge Identification

The charge of an electron candidate is reconstructed from the curvature of the associ-

ated track in the inner detector. Misidenti�cation can occur if the electron candidate is

matched to an incorrect track, if the curvature is measured incorrectly, or if three tracks

from pair production are assigned incorrectly. To suppress charge misidenti�cation, a

BDT is used, trained on track variables of single-electron events.

3.2.5 Calibration

The absolute energy scale of electrons has to be calibrated [ATL19a]. The impact of

material in front of the calorimeter is minimized by applying a multivariate regression

algorithm trained on simulated events, relying on an accurate description of the mate-

rial in front of the calorimeters. The relative energy scales of di�erent EM calorimeter

layers is calibrated through studies of muon energy deposits and electron showers.

This step is essential to correct the extrapolation of the energy to the full energy-range
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of electrons. Residual non-uniformities in the calorimeter response are corrected, and

correction factors to match simulated samples to data are estimated.

The �nal energy estimate is derived from a large sample of events with 𝑍 → 𝑒𝑒

decays by comparing invariant mass distributions in data and simulation and extract-

ing correction factors. Validation is done on independent samples from 𝐽/Ψ → 𝑒𝑒

decays. The accuracy is found to vary between 0.03% and 0.2%, depending on |𝜂 |. The
calorimeter energy scale is stable with respect to time and changes in luminosity, with

observed di�erences of up to a few per-mille in the endcap and less than one per-mille

in the barrel calorimeter.

A coarse energy calibration is done during reconstruction, but analyses need to apply

an improved calibration again, derived from a large data set recorded during the Run.

3.3 Muon Reconstruction

Muons are identi�ed through charged particle tracks in the inner detector
4
(ID)

and tracks in the muon spectrometer (MS), located in the outer sections of AT-

LAS [Aad+16a]. Tracks in the MS are reconstructed by analysing hit patterns in

the muon chambers to form segments of multiple hits. Track candidates are de�ned

by taking hit multiplicities and �t quality into consideration. At least two matching

segments are required to build a track, except for the barrel-endcap transition region,

where only a single segment is required. ID and MS tracks are used individually and

in a combined way to de�ne multiple types of muons:

• Combined (CB): Tracks from ID and MS are reconstructed independently. A

global �t is run to yield the �nal track. MS hits may be added or removed to

improve the �t.

• Segment-tagged (ST): An ID track is classi�ed as a muon if its extrapolation to

the MS has at least one associated segment.

• Calorimeter-tagged (CT): An ID track is classi�ed as a muon if it is matched to

an energy deposit in the calorimeter compatible with the minimum-ionizing-

particle.

• Extrapolated (ME): TheMuon trajectory is reconstructed based onMS tracks and

lose requirements to select tracks originating from the interaction point. ME

4
As described in Sections 3.1 and 3.2.
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muons are used to extend the acceptance of muon reconstruction in the region

of 2.5 < |𝜂 | < 2.7, not covered by the ID.

Overlaps between muon types are resolved, giving priority to CB over ST over CT

muons.

To suppress backgrounds, mainly from pion and kaon decays, muons are identi�ed

by analysing helper variables. The variables are 𝑞/𝑝 signi�cance, de�ned as absolute

di�erence between the 𝑞/𝑝 ratios of ID and MS, a comparison of ID and MS track mo-

mentum 𝜌′ =
|𝑝𝐼𝐷
𝑇

−𝑝𝑀𝑆
𝑇

|
𝑝𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑇

, and the 𝜒2 of the combined track �t. With these variables and

requirements on the number of hits in ID layers, four working points are de�ned: Loose,
Medium, Tight, and high-𝑝𝑇 . The Loose working point considers all muon types, with

CT and ST muons restricted to |𝜂 | < 0.1, CB muons in the range of |𝜂 | < 2.5, and ME

muons for 2.5 < |𝜂 | < 2.7. Medium only accepts CB and ME muons with requirements

on ID andMS track momentum to suppress contamination frommisidenti�ed hadrons.

Tight maximizes purity at the cost of selection e�ciency by additional requirements on

the combined �t quality and a two-dimensional cut on
𝑞

𝑝
and 𝜌′. The High-𝑝𝑇 working

point maximizes momentum resolution above 100 GeV/c. It requires CBmuons to have

enough hits in the MS and removes tracks in regions with suboptimal alignment.

Muons from heavy particle decays, e.g.𝑊 , 𝑍 , or Higgs, are often isolated from other

particles. On the other hand, muons from semi-leptonic decays are often embedded

in jets. For this reason, isolation requirements result in a good separation between

“signal” and “background” muons. Similar to electrons, track-based and calorimeter-

based isolation variables are de�ned. 𝑝𝑣𝑎𝑟𝑐𝑜𝑛𝑒30
𝑇

is the scalar sum of all track 𝑝𝑇 in a

cone of variable size Δ𝑅 = 𝑚𝑖𝑛(10GeVc/𝑝𝜇
𝑇
, 0.3), excluding the primary muon track.

The calorimeter-based variable is 𝐸
𝑡𝑜𝑝𝑜𝑐𝑜𝑛𝑒20

𝑇
, the sum of all 𝐸𝑇 of the clusters in a cone

of size Δ𝑅 = 0.2, subtracting the contribution from the muon itself and pile-up e�ects.

Multiple isolation working points are de�ned, e.g. FixedCutLoose with 𝑝𝑣𝑎𝑟𝑐𝑜𝑛𝑒30
𝑇

/𝑝𝜇
𝑇
<

0.15 and 𝐸
𝑡𝑜𝑝𝑜𝑐𝑜𝑛𝑒20

𝑇
/𝑝𝜇
𝑇
< 0.3.

As for electrons in Section 3.2, the new prompt lepton veto working point is intro-

duced and serves as the main isolation technique in the analysis discussed in this dis-

sertation.

Finally, the muon momentum scale is calibrated with 𝐽/Ψ → 𝜇𝜇 and 𝑍 → 𝜇𝜇 de-

cays. Simulated samples are corrected to improve the agreement to data and minimize

systematic uncertainties. The muon reconstruction e�ciency is close to 99% for muons

with 5 < 𝑝𝑇 < 100 GeV/c in the region of |𝜂 | < 2.5. The isolation e�ciency is between

93% and 100%.
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Figure 3.2: Flow chart of the particle �ow method, used during jet reconstruc-

tion. [Aab+17a].

3.4 Jet Reconstruction and b-Tagging

The reconstruction of hadronic jets is implemented with the particle �ow (PFlow)

method and the anti-𝑘𝑡 algorithm [Aab+17a]. The PFlow method was introduced

during Run 2 and improves the jet reconstruction by using the momenta of charged

hadrons from inner detector tracks instead of the deposited energy in the calorime-

ters. This improves the accuracy and resolution of charged hadron measurements and

improves the stability to pile-up interactions. Low-𝑝𝑇 charged particles from hadronic

jets are included, which otherwise would be located outside of the jet cone due to the

magnetic �eld in the inner detector. Flavour tagging is applied to mark jets originating

from heavy-�avour quark decays, especially from b-quarks.

3.4.1 Jet Reconstruction

Jet reconstruction is performed on particle �ow objects, consisting of calorimeter

clusters and tracks originating from the primary vertex. In the forward region, only

calorimeter clusters are used for particle �ow reconstruction since no tracks are avail-

able. Calorimeter clusters are constructed from lateral and longitudinal segments,

which allows for a three-dimensional reconstruction of particle showers, called topo-
logical clusters.

A �ow diagram of the particle �ow method is presented in Figure 3.2. Good quality

tracks are selected with at least nine hits in the silicon detectors, with no missing pixel

hits. Tracks with 𝑝𝑇 > 40 GeV/c are excluded, since energetic particles are often poorly

isolated from nearby activity. Tracks matching with Medium electrons or muons are

not selected since tracks from charged hadrons are targeted. Next, tracks are matched

to a single topological cluster with criteria on Δ𝜂 and Δ𝜙 . The expected deposited en-

ergy in the calorimeter is computed based on the topological cluster position and the

track momentum. It is used to estimate the probability of multiple topological clusters

belonging to a single particle and split particle showers are recovered. It is also used to
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subtract the particle contribution to the cluster on a cell-by-cell basis or remove clus-

ters with exceeding energy contributions. This cell-by-cell subtraction is performed

around the extrapolated track position and a parameterized shower shape, extracted

from simulated single 𝜋±
particles. Rings are formed around the 𝜂 × 𝜙 position, and

an averaged energy density per ring is compared to the expected energy deposit of the

particle. Finally, checks on the remaining energy of the topological clusters are per-

formed to identify if the shower is caused by a single particle or if multiple particles

deposited energy in the volume.

Particle �ow jets are then reconstructed with the anti-𝑘𝑡 algorithm with a radius of

𝑅 = 0.4 [CSS08]. In the algorithm, the distances 𝑑𝑖 𝑗 =𝑚𝑖𝑛

(
𝑘−2𝑡𝑖 , 𝑘

−2
𝑡 𝑗

)
Δ𝑅2𝑖 𝑗
𝑅2

and 𝑑𝑖𝐵 = 𝑘−2𝑡𝑖 ,

between two pseudo-particles 𝑖 and 𝑗 , and between 𝑖 and the beam (𝐵) are introduced,

with 𝑘𝑡 as the transverse momentum of the pseudo-particle. If 𝑑𝑖 𝑗 is smaller, 𝑖 and 𝑗

are recombined, and if 𝑑𝑖𝐵 is smaller, 𝑖 is declared a jet and is removed from the list

of candidates. The distances are recalculated, and the procedure is repeated until no

pseudo-particles are left.

The resulting jet objects are calibrated over a range of 20 < 𝑝𝑇 < 1500 GeV/c.

Multiple calibration stages restore the jet energy scale to that of truth jets [ATL17a].

For example, this includes corrections of jet directionswith respect to the reconstructed

primary vertex, corrections to pile-up e�ects, and calibration of simulated samples. In
situ calibrations, applied to data, use well-measured reference objects, e.g. 𝑍 -bosons,

to calibrate jet objects.

The jet vertex tagger (JVT) helps to suppress jets from pile-up [Aad+16b]. It uses

information from associated tracks to reject jets not coming from the primary vertex.

3.4.2 Flavour Tagging

Flavour tagging refers to the process of identifying jets originating from decaying 𝑏-,

𝑐- or light-�avour hadrons. B-tagging, i.e. jets originating from a 𝑏-hadron, is of spe-

cial interest since it is a major discriminant for the analysis discussed in Chapter 6.

Other �avoured jets (𝑐-hadrons and light-�avour jets), are the largest background of b-

tagging [Aad+19]; [17]. Multiple b-tagging algorithms are applied, exploiting the long

lifetime, high mass and high decay multiplicities of 𝑏-hadrons, and properties of the

𝑏-quark fragmentation. Due to their lifetime, 𝑏-hadrons have a signi�cant mean �ight

length, leading to at least one displaced vertex, di�erent from the primary vertex.

Low-level algorithms reconstruct the characteristic features of b-jets by either using

individual properties of charged particle tracks associated with a hadronic jet or by
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combining multiple tracks to reconstruct displaced vertices. In a second stage, the

low-level b-tagging results are combined in high-level algorithms using multivariate

classi�ers.

The DL1 high-level algorithm is based on a neural network, producing probabili-

ties for a jet to be a b-jet, c-jet or a light-�avour jet. It provides multiple operation

points, with e�ciencies for b-tagging of 85%, 77%, 70%, and 60%, where lower e�cien-

cies have improved background rejection performance. A recent improvement to the

DL1 algorithm, referred to as DL1r, also uses the output of a new low-level algorithm,

which is a recurrent neural network exploiting the correlation between track impact

parameters [Cola].

3.5 Missing Transverse Momentum

Momentum conservation in the transverse plane implies that the transverse momenta

of all particles should sum up to zero [18]. Imbalances indicate invisible particles, e.g.

neutrinos or new weakly interacting particles. To estimate this imbalance, the missing

transverse momentum, ®𝐸𝑚𝑖𝑠𝑠
𝑇

, is reconstructed from all identi�ed and calibrated parti-

cles in the x and y component:

𝐸𝑚𝑖𝑠𝑠
𝑥 (𝑦) = 𝐸

𝑚𝑖𝑠𝑠,𝜇

𝑥 (𝑦) + 𝐸𝑚𝑖𝑠𝑠,𝑒
𝑥 (𝑦) + 𝐸𝑚𝑖𝑠𝑠,𝛾

𝑥 (𝑦) + 𝐸𝑚𝑖𝑠𝑠,𝜏
𝑥 (𝑦) + 𝐸𝑚𝑖𝑠𝑠, 𝑗𝑒𝑡𝑠

𝑥 (𝑦) + 𝐸𝑚𝑖𝑠𝑠,𝑠𝑜 𝑓 𝑡
𝑥 (𝑦) .

Each term is calculated as the negative vectorial sum of 𝑝𝑇 of energy deposits or

charged particle trajectories of the corresponding particles. Energy deposits in the

calorimeters and tracks are matched to reconstructed objects to minimize double-

counting. Ambiguities between jets and electrons or photons and jets and muons are

resolved. Electrons have priority over photons, taus and jets, and the latter are rejected

if they share a calorimeter signal. For muons, certain criteria on track and vertex pa-

rameters are de�ned to isolate them from pile-up jets or excessive loss of energy in

the calorimeter. Signals not associated with the reconstructed particles are collected in

the soft term. The magnitude of missing transverse momentum is also attributed with

a direction in the transverse plane, called 𝜙𝑚𝑖𝑠𝑠 .
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4 Data Formats and Processing in
ATLAS

There are many data formats used in ATLAS particle reconstruction and analyses. The

description of how these data formats are used at di�erent stages of ATLAS data pro-

cessing follows the original “ATLAS Computing: technical design report” [05].

4.1 Overview

Detected events passing the high-level trigger are streamed to the Tier-0 computing

facility as RAW data. The RAW data format is processed into the Event Summary
Data (ESD) during reconstruction, which creates physics objects from “bare-metal data”

recorded by the detector, as described in Chapter 3. AODs (Analysis Object Data) are
derived from ESDs, containing potentially redundant, overlapping and ambiguous ob-

jects. For example, this could be a single electron that is also contained in a given jet

cone.

Simulated data is using generators to create events at the interaction point, which

are then propagated through a simulated detector. Recorded hits in the simulated de-

tector material are then combined with digitization and pile-up e�ects to produce the

Raw Data Object (RDO). Digitisation refers to the simulation of the detector read-out

electronics. The trigger response is simulated on RDOs, which also produces a RDO

format. Finally, RDOs go through the same reconstruction chain as RAW data to pro-

duce simulated AODs. Figure 4.1 shows a diagram of the simulation work�ow with

intermediate data formats.

A common software framework, Athena [Col19], is used for all these central pro-

cessing steps. Analyses can be done directly in Athena, but it is also common for

physics groups to develop their own analysis frameworks on top of the software pack-

age ROOT [Bru+19].
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Figure 4.1: Simulation work�ow in ATLAS. EVNT �les contain events from genera-

tors that are propagated through the detector. Resulting HITS are digitized

and overlaid with other HITS to simulate the detector response. The re-

sulting RDO format is used as if it were the RAW data coming from the

detector (including “Truth” information) [Bir+14].

4.2 Analysis Model in Run 2

The computing Model was updated for Run 2, as described in “Update of the Computing
Models of the WLCG and the LHC Experiments” [Bir+14]. Most notably, a new Event
Data Model (EDM) is implemented to replace the old AOD format. This new xAOD
format was designed to be readable with a minimal amount of software packages, even

without using the Athena framework.

Additionally, dual-use tools were introduced to provide the recommendations of

Combined Performance (CP) groups both inside and outside of the Athena frame-

work [FAR+15]. Each CP group implements the physics recommendations for their

corresponding physics objects via CP tools, e.g. energy calibration, jet vertex or �avour

tagging, as described in Chapter 3. CP tools have a harmonized interface to process

single physics objects or containers of these objects and provide systematic uncertain-

ties for their operation. Analyses implement basic object treatment by calling CP tools

in C++ code on an event-by-event basis.

Systematic uncertainties are conventionally referred to by a string-name and applied

in 1𝜎 up or down variations. Each CP tool can check if it is a�ected by a given variation

and report recommended systematic variations to consider.

Figure 4.2 shows the updated analysis work�ow for Run 2. The xAOD output, pro-

duced in central production, can be used directly for analyses. Additionally, interme-

diate derived formats (DxAODs) that reduce the footprint of xAODs are prepared for
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Figure 4.2: Analysis work�ow for Run 2. Centrally produced xAODs can be used

for analysis and also serve as input to the central derivation framework.

Many analysis-speci�c derivation formats are centrally produced to pro-

vide more storage- and compute-e�cient inputs to analyses. Analysis

groups use “dual-use” CP tools that are usable in ROOT and Athena based

frameworks to produce their analysis n-tuples [FAR+15].

various analysis groups. In both cases, ROOT or Athena based frameworks are making

use of dual-use tools provided by the CP groups. Analysis groups often produce their

own intermediate format as a n-tuple, storing variables in a �at structure.

The outlook section of “Dual-use tools and systematics-aware analysis work�ows in
the ATLAS Run-2 analysis model” [FAR+15] mentions that more work to improve and

harmonize analysis software is expected. One expectation is the trend towards greater

framework �exibility and use of dual-use components and the implementation of ad-

vanced analysis techniques in common CP tools. The possibility of dual-use algorithms

is mentioned, which is an early motivation for the recently developed CP algorithms,

discussed in Part III.

4.3 Derived Analysis Formats

The derivation framework, discussed in “A New Petabyte-scale Data Derivation Frame-
work for ATLAS” [Cat+15], provides centrally produced reductions of xAODs. Analysis
groups can de�ne the content of a given derivation format by removing certain events

(skimming), individual objects (thinning), an object type or part of its variables (slim-
ming). These formats were introduced for Run 2 to address the problem of common

and redundant preparations of reduced formats that was observed during Run 1. They

typically contain all the necessary information to perform common analysis tasks.
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During Run 2, the centralisation of DxAOD production was found to be very suc-

cessful. Now, it is not recommended to perform analyses directly with xAODs, since

many DxAOD formats are available and able to provide the necessary data at a more

storage e�cient way.
1

4.4 Analysis Model in Future Runs

A increasing storage demand is expected for future Runs, which motivates a revision of

the ATLAS production model. A projection of the expected disk resources is displayed

in Figure 4.3. The “Analysis Model Study Group for Run3” (AMSG-R3) was formed to

study the situation and create general recommendations [Elm+20].

The AMSG-R3 is recommending a new, very small sized, analysis format

DAOD_PHYSLITE (∼10 kB/event) and a larger format DAOD_PHYS (∼50 kB/event),
as a central starting point for most analyses. This would greatly reduce the number of

existing derivation formats, and all analysis groups are requested to start their analyses

with these formats.

Both derivations have a reduced amount of particle track, trigger and Monte Carlo

generator information. Physics objectswill already be calibrated in theDAOD_PHYSLITE
format, which is not the case in current DxAODs. Additionally, lossy compression of

�oating-point information, with more signi�cant digits than the physical resolution

and uncertainties is recommended.

1
For the ATLAS authorship quali�cation, I studied possible optimisations of the con�guration of

xAODs and DxAODs. The results of this study are presented in the public note “Impact of ROOT
�le parameters on ATLAS Analysis Object Data” [Col20].



4.4 Analysis Model in Future Runs 33

Year

2020 2022 2024 2026 2028 2030 2032 2034

D
is

k 
S

to
ra

ge
 [E

B
]

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5 =55)µRun 3 ( =88-140)µRun 4 ( =165-200)µRun 5 (

2020 Computing Model - Disk

Baseline
Conservative R&D
Aggressive R&D 
Sustained budget model
(+10% +20% capacity/year)

LHCC common scenario
=200)µ(Conservative R&D, 

ATLAS Preliminary

Figure 4.3: Projected disk requirements for ATLAS during future Runs. The baseline

model refers to a similar operation as in Run 2. Conservative R&Dmodels a

scenario with some improvements, e.g. the addition of lossy compression.

More aggressive R&D, e.g. a wide adoption of DAOD_PHYSLIGHT as the

main analysis format, leads to the largest reduction in resource require-

ments [Cal+20].
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Part II
RPV1L Analysis

As already motivated in Chapter 1, the Standard Model is not expected to be the

last theory of particle physics. Supersymmetry (SUSY) models are one popular class of

theories that are able to address many issues of the Standard Model, and many ATLAS

analyses search for evidence of Supersymmetry. A summary of Supersymmetry theory

is given in Chapter 5.

The RPV1L analysis, described in Chapter 6, is a search for R-parity violating SUSY

processes. The �nal state in this analysis consists of one or more leptons or exactly

two same sign leptons, with 4 to 15+ – possibly b-tagged – jets. The analysis considers

the yields of multiple signal models in the two-dimensional 𝑁 𝑗𝑒𝑡 by 𝑁𝑏 𝑗𝑒𝑡 distribution.

All major backgrounds are estimated with data-driven methods. Chapter 7 contains

the discussion of the background estimate of misidenti�ed leptons from QCDmulti-jet

events. In Chapter 8, a short summary of the expected analysis results is presented.

The RPV1L analysis serves as a benchmark to validate the novel CP algorithms in

Part III. The two same-sign lepton channel and various machine learning studies of the

RPV1L analysis are not discussed in this dissertation to focus on the QCD multi-jet

background and the CP algorithm validation.
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5 Supersymmetry

David Gri�ths is summarizing the characteristics of Supersymmetry (SUSY)1 in his “In-
troduction to elementary particles” [Gri87, pp. 411-413] as a new fundamental symmetry

that relates bosons and fermions. Each SM fermion has a bosonic superpartner, named

by pre�xing its name with an “s-”, e.g. sup, sdown, selectron, et cetera. Correspond-

ingly, SM bosons have fermionic superpartners, which are named by adding the post�x

“-ino”, e.g. gluino, photino, wino, et cetera.

By introducing new particles, the energy dependence of the three running coupling

constants changes such that they can be uni�ed on the grand uni�ed theory (GUT) scale.
SUSY is also able to give a “natural” solution to the hierarchy problem since boson and

fermion contributions cancel each other in the Higgs loop corrections. In some SUSY

models, the lightest supersymmetric particle (LSP) is colourless, electrically neutral, and
stable and therefore a promising candidate for darkmatter. Additionally, there areways

to integrate gravity into SUSY models. On the other hand, Supersymmetry models rely

on many more free parameters than the SM itself.

If Supersymmetry were not broken, all postulated superpartners would have the

same mass as their SM partner. No particles like this were observed in experiments.

For example, no selectron with 𝑠𝑝𝑖𝑛 = 0 and𝑚𝑒 = 0.511 MeV/c
2
has been seen. Robert

Mannmentions another convincing argument against unbroken Supersymmetry. If se-

lectrons behaved exactly like electronswith 𝑠𝑝𝑖𝑛 = 0, theywould bind to atomswithout

being subject to the Pauli principle, causing normal matter to implode [Man10, p. 513].

Therefore, Supersymmetry must be broken. It is assumed that superpartners are much

heavier than their SM partners. The scale at which Supersymmetry is broken a�ects

how well the model can address the hierarchy problem and if the coupling constants

can be uni�ed [Man10, pp. 513-514].

There is no experimental evidence supporting SUSY at this time.

1
First development in a series of publications [GL71]; [GS71]; [VA73]; [WZ74b]; [WZ74a]; [FZ74];

[SS74].
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Table 5.1: The �elds of the MSSM and their 𝑆𝑈 (3) × 𝑆𝑈 (2) ×𝑈 (1) quantum numbers.

Only one generation of quarks and leptons is listed. For each lepton, quark,

and Higgs supermultiplet, there is a corresponding anti-particle multiplet of

charge-conjugated fermions and their associated scalar partners [Tan+18, p.

790].

Supermultiplets Super�eld Bosonic Fermionic 𝑆𝑈 (3) 𝑆𝑈 (2) 𝑈 (1)
�elds �elds

gluon/gluino 𝑉8 𝑔 𝑔 8 1 0

gauge boson/ 𝑉 𝑊 ±
,𝑊 0 𝑊 ±

,𝑊 0
1 3 0

gaugino 𝑉 ′ 𝐵 𝐵 1 1 0

slepton/lepton 𝐿̂
(
𝜈̃𝐿, 𝑒̃

−
𝐿

)
(𝜈, 𝑒−)𝐿 1 2 −1

𝐸𝑐 𝑒̃+
𝑅

𝑒𝑐
𝐿

1 1 2

squark/quark 𝑄

(
𝑢𝐿, 𝑑𝐿

)
(𝑢,𝑑)𝐿 3 2 1/3

𝑈 𝑐 𝑢∗
𝑅

𝑢𝑐
𝐿

3 1 −4/3
𝐷𝑐 𝑑∗

𝑅
𝑑𝑐
𝐿

3 1 2/3
Higgs/higgsino 𝐻𝑑

(
𝐻 0

𝑑
, 𝐻−

𝑑

) (
𝐻 0

𝑑
, 𝐻−

𝑑

)
1 2 −1

𝐻𝑢
(
𝐻+
𝑢 , 𝐻

0

𝑢

) (
𝐻+
𝑢 , 𝐻

0

𝑢

)
1 2 1

5.1 Minimal Supersymmetric Standard Model

A commonly studied supersymmetric model is the Minimal Supersymmetric Standard
Model (MSSM)

2
. To give an overview of the particles and characteristics of the MSSM,

“A Supersymmetry primer” by Martin [Mar10, pp. 3-13, 54-72 and 102-107] and “Review
of Particle Physics” by Tanabashi et al. [Tan+18, pp. 790-793] are followed.

In the supersymmetric extension of the Standard Model, each particle has a super-

partner with a spin di�ering by
1

2
. Both superpartners form a supermultiplet. The

simplest supermultiplet is the chiral, or matter, supermultiplet, consisting of a single

Weyl fermion
3
combined with a complex scalar �eld. The gauge, or vector, supermul-

tiplet consists of a massless spin-1 vector boson (2 helicity states) and a Weyl fermion.

After spontaneous symmetry breaking, the components of gauge supermultiplets can

gain mass. Other particle representations can be reduced to combinations of chiral and

gauge supermultiplets.

Table 5.1 shows the supermultiplets of the MSSM. The gluon/gluino and gauge/-

gaugino pairs are gauge supermultiplets. The matter supermultiplets consist of three

generations of left-handed fermions, their superpartners, and all of their antiparticles.

2
Originally developed by Fayet [Fay76]; [Fay77].

3
Massless spin-

1

2
fermion with two helicity states.
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Left- and right-handed quarks and leptons behave as separate entities with di�erent

gauge transformation properties. For example, left-handed squarks, e.g.𝑢𝐿 and𝑑𝐿 , cou-

ple to the𝑊 boson, while𝑢𝑅 and𝑑𝑅 do not. The “handedness” of bosonic superpartners

(e.g. 𝑒̃𝐿 and 𝑒̃𝑅) refers to the helicity of their SM partner.

In the MSSM, there are two complex Higgs doublets and their higgsino superpart-

ners, 𝐻𝑢 and 𝐻𝑑 , that couple either to “up”-type or “down-type” quarks or charged

leptons.

Superpartners listed in Table 5.1 are not necessarily the mass eigenstates of the

MSSM model. After electroweak symmetry breaking, the𝑊 0
and 𝐵0 gauge eigenstate

mix to 𝑍 0
and 𝛾 . With SUSY breaking, there can be mixing between electroweak gaug-

inos and higgsinos, and within various sets of squarks, sleptons and Higgs scalars with

the same electric charge.

Gaugino mass eigenstates after electroweak and Supersymmetry breaking are called

neutralino if they are electrically neutral, and chargino if charged. There are four dif-
ferent neutralinos, 𝜒0𝑖 (𝑖 = 1, 2, 3, 4), sorted ascendingly by mass. There are also two

positive and two negative charginos, 𝜒±𝑖 (𝑖 = 1, 2). The lightest neutralino, 𝜒0
1
, is typi-

cally assumed to be the LSP.

The gluino is a colour octet fermion, and is often assumed to be heavier than neu-

tralinos and charginos.

The masses of SUSY particles can not be arbitrarily large if the hierarchy problem

should still be addressed by a Supersymmetry breaking SUSY model. This type of lim-

ited symmetry breaking is called soft Supersymmetry breaking. The MSSM requires an

LSP mass that is not much larger than the TeV scale to address the hierarchy problem

without �ne-tuning loop corrections to the Higgs mass, but there is no fundamental

requirement on the LSP mass. The MSSM predicts at least one neutral Higgs with the

mass𝑚𝐻 < 135 GeV/c
2
[Mar10, p. 12].

5.2 R-Parity

As described by Martin in “A Supersymmetry primer” [Mar10, pp. 58-60 and 134-136],

R-parity
4
is a common concept considered in the context of SUSY models. It is de�ned

for every particle by the expression 𝑃𝑅 = (−1)3(𝐵−𝐿)+2𝑠 , with baryon number 𝐵, lepton

number 𝐿 and spin s.

4
First mentioned by Farrar and Fayet [FF78].
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The lagrangian of the MSSM is constructed with the superpotential

𝑊𝑀𝑆𝑆𝑀 = 𝑢yu𝑄𝐻𝑢 − ¯𝑑yd𝑄𝐻𝑑 − 𝑒ye𝐿𝐻𝑑 + 𝜇𝐻𝑢𝐻𝑑 , (5.1)

which could be extended by R-parity violating terms. If R-parity conservation is as-

sumed, terms of the form

𝑊Δ𝐿=1 =
1

2

𝜆𝑖 𝑗𝑘𝐿𝑖𝐿 𝑗𝑒𝑘 + 𝜆′𝑖 𝑗𝑘𝐿𝑖𝑄 𝑗𝑑𝑘 + 𝜇′𝑖𝐿𝑖𝐻𝑢 (5.2)

and

𝑊Δ𝐵=1 =
1

2

𝜆′′
𝑖 𝑗𝑘
𝑢𝑖𝑑 𝑗𝑑𝑘 (5.3)

with family indices 𝑖 = 1, 2, 3, are forbidden. The terms in equation 5.2 violate the total

lepton number by 1, equivalently for equation 5.3 with the baryon number.

Corresponding B- and L-violation processes have not been observed, and there are

experimental constraints on the contribution of these terms. The non-observation of

proton decays, for example, gives one of the strongest limit. If 𝜆′ and 𝜆′′ were present

and unsuppressed, the lifetime of a proton would be extremely short [Bar+05].

In the MSSM, R-parity is introduced as a new symmetry, which eliminates the possi-

bility of 𝐵 and 𝐿 violating terms. The symmetry principle states that a candidate term

is only allowed if the product of 𝑃𝑅 is +1. Particles within the same supermultiplet

have opposing R-parities. All SM particles and the Higgs bosons have 𝑃𝑅 = +1, and all

squarks, sleptons, gauginos and higgsinos have 𝑃𝑅 = −1.
No mixing between sparticles and 𝑃𝑅 = +1 particles is possible if R-parity is con-

served. R-parity conservation (RPC) implies that every interaction vertex in the theory

contains an even number of 𝑃𝑅 = −1 sparticles, which results inmultiple consequences:

1. The LSP with 𝑃𝑅 = −1 must be stable. If it is electrically neutral, it only interacts

weakly, it is therefore an attractive dark matter candidate.

2. Each particle other than the LSP must eventually decay into a state that contains

an odd number of LSPs.

3. In colliders, sparticles can only occur in even numbers.

However, RPC is not a requirement for the theoretical consistency of the MSSM.

If R-parity violation (RPV) is allowed, both RPV violating terms can occur, but some

theories only consider one of the violating terms. Minimum �avour violation is an

example for only naturally occurring 𝐵-violating terms [CGH12], i.e. 𝜆′′ ≠ 0, with 𝜆′′
𝑡𝑠𝑏
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as the largest RPV coupling. Other theories only have naturally occurring 𝐿-violating

terms [LM20]. With RPV, the searches for SUSY in collider experiments look very

di�erent. The additional couplings allow for single sparticle production and imply an

unstable LSP. For example 𝑞𝑞 → 𝜈̃ or 𝑠𝑙𝑒𝑝𝑡𝑜𝑛 are mediated by 𝜆′. The single squark

production 𝑞𝑞 → 𝑞 is mediated by 𝜆′′.

However, if the RPV couplings are su�ciently small, the LSPwill result in a displaced

vertex or even decay outside of the detectors, where the latter case is not distinguish-

able to the RPC case.

5.3 Search for Supersymmetry at the LHC

The search for Supersymmetry is an important motivation for the LHC experiments.

During Run 1, searches for new particles in ATLAS and CMS were focussed on di-

rect productions of new particles close to the electroweak scale, i.e. below and around

1 TeV/c
2
[MP14]. This was motivated by many BSM theories, including the MSSM.

Searches continue for higher mass regions and processes with long-lived particles

due to R-parity violation. Figure 5.1 shows a recent summary plot of exclusion limits

from the Supersymmetry searches in ATLAS. Many mass limits exclude particles in the

sub-1 TeV/c
2
range, with some limits going above 2 TeV/c

2
.

There is no evidence of Supersymmetry so far.
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6 Analysis Overview

The RPV1L analysis searches for Supersymmetry using the full Run 2 dataset of the

ATLAS detector [Col21]. This analysis is an extension of a previous analysis based on

the data recorded in 2015 and 2016 [Aab+17c].

By analysing the �nal state of one or more leptons and 4 to 15+ – possibly b-tagged –

jets, this analysis is covering a phase space that is not covered by other SUSY searches

in ATLAS. This is mainly due to having no requirement on 𝐸𝑚𝑖𝑠𝑠
𝑇

or derived variables,

such as𝑚𝑇 , for background suppression.

The signal models are natural SUSY models with minimum �avour violation, where

only one of the coupling constants in the RPV terms (see eq. 5.2 and 5.3) is considered to

be non-zero [CGH12]. With MFV, the coupling 𝜆′′
323

is orders of magnitude larger than

other decays and therefore considered to produce the dominant process. In the previous

iteration of the analysis, signals with direct gluino and stop production were targeted.

The goal of this analysis is to also reach sensitivity for direct higgsino production. An

overview of the benchmark signal models is given in Section 6.1. The details of the

object de�nitions are discussed in Section 6.2.

The main measurement of this analysis is the distribution of number of jets (𝑁 𝐽𝑒𝑡 ) and
the number of b-tagged jets (𝑁𝑏 𝑗𝑒𝑡 ), without relying on any additional variables. Data-

driven methods are used to estimate the main backgrounds, as described in Section 6.3.

Minor backgrounds are taken from Monte Carlo simulations. Finally, a simultaneous

�t of all background models is performed on the two dimensional distribution of 𝑁 𝐽𝑒𝑡

and 𝑁𝑏 𝑗𝑒𝑡 .

6.1 Signals

Four benchmark models are considered, of which three only have baryon-number vi-

olating 𝑈𝐷𝐷 couplings ≠ 0 (cf. equation 5.3). One benchmark model has a lepton-

number violating coupling 𝜆′ ≠ 0 (cf. equation 5.2).

Compared to the previous publication, new signal models are introduced to to search

for direct higgsino production. The 0-bjet region is sensitive tomodels without 3rd gen-
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eration quarks, and the high-bjet region is sensitive to models where 3rd generation

squarks (stop, sbottom) are the lightest squarks. In models where the lightest neutrali-

nos or charginos are higgsino-like, the large top Yukawa coupling also enhances top

quark production.

The benchmark signal models are:

g̃

g̃

χ̃0
1

χ̃0
1

p

p

q q̄

λ′

q̄′
q

`

q q̄

λ′

q

q̄

ν

Figure 6.1: Feynman diagram for the gluino-LQD model. The non-zero RPV coupling

is 𝜆′
𝑖 𝑗𝑘

≠ 0 with 𝑖, 𝑗, 𝑘 = 1, 2.

Gluino-LQD The Gluino-LQD model is the only one with lepton-number violation,

i.e. the only non-zero RPV couplings are 𝜆′
𝑖 𝑗𝑘

≠ 0 (𝑖, 𝑗, 𝑘 = 1, 2). The process is displayed

in Figure 6.1. A direct gluino pair production decays into two light-�avour quarks and

the lightest neutralino, which is also assumed to be the LSP. The LSP then decays via

the non-zero RPV coupling 𝜆′ into two quarks and one lepton. No b-tagged jets are

present in the �nal state.
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Figure 6.2: Feynman diagrams for the stop-EWKino model. The non-zero RPV cou-

pling is 𝜆′′
323

≠ 0.
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Stop-EWKino Figure 6.2 shows the Feynman diagrams for the Stop-electroweakino

(EWKino) model. A pair of two stops or two EWKinos (either neutralino or chargino)

is produced. The mostly right-handed stops decay to a top and a neutralino or a bottom

and a chargino. Then, the EWKinos decay via 𝜆′′
323

to 𝑡𝑏𝑠 or 𝑠𝑏𝑏. Direct EWKino pro-

duction results in the same �nal states without the intermediate top or bottom quark.

For this model, three scenarios are considered, where the LSP is either a pure bino, a

pure wino or a pure higgsino, which is a�ecting the production cross sections of C1N1

and N1N2.

g̃

g̃

χ̃0
1

χ̃±
1

p

p

t t

λ′′
323

t

b
s

b t

λ′′
323

b

b
s

Figure 6.3: Feynman diagram for the gluino-neutralinomodel. The non-zero RPV cou-

pling is 𝜆′′
323

≠ 0. For the wino and higgsino LSP scenarios, the gluino may

also decay to a chargino or second lightest neutralino.

Gluino-neutralino The gluino-neutralino model considers a pair production of

gluinos that decay via a 3rd generation squark to 𝑡𝑡 and a neutralino, or 𝑏 ¯𝑏 and a

neutralino, or 𝑡𝑏 and a chargino. The EWKinos then decay as described in the stop-

EWKino model to 𝑡𝑏𝑠 or 𝑠𝑏𝑏. Figure 6.3 shows a Feynman diagram of this process.

Gluino-stop In Figure 6.4, a Feynman diagram for the gluino-stop model is shown.

A pair of gluinos is produced, and each decays to a top quark and a stop. The stop then

decays via 𝜆′′
323

to 𝑏𝑠 .

The �rst model is the only one where the �nal state has no b-tagged jets. In the �nal

state of the other models, many (≥ 4) b-tagged jets are expected.
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Figure 6.4: Feynman diagram for the gluino-stop model. The non-zero RPV coupling

is 𝜆′′
323

≠ 0.

6.2 Object Definition

The �nal state of this analysis consists of 4 to 15+ – possibly b-tagged – jets and ei-

ther one or more or two same-sign leptons. A corresponding event display is shown

in Figure 6.5. The objects are selected by following the recommendations of the cor-

responding CP groups and the SUSY group.
1
All events must pass the recommended

good runs list and SCT, LAr, and Tile cleaning selections, which excludes events of bad

quality due to the detector state during data taking. At least one signal lepton, either

electron ormuon, with 𝑝𝑇 > 27 GeV/c and ≥ 4 jets with 𝑝𝑇 > 20 GeV/cmust be present.

Electrons are selected on a baseline level and a signal level. All requirements for both

kinds of electrons are given in Table 6.1. Table 6.2 shows all triggers used to select data

events with electrons. The trigger de�nitions di�er between periods of data taking and

are divided into a standard and a support trigger category. Standard triggers are used for
the nominal selection, while the support triggers are necessary for the QCD fake lepton

background analysis, discussed in Chapter 7. All triggers are de�ned as high level trig-
gers (HLT), that select events based on online reconstructed physics objects. The nomi-

nal triggers are combined with a logical OR expression to form the standard lepton trig-

ger of the analysis. They mainly select single electrons with Tight, Medium, or Loose

isolation, depending on the 𝑝𝑇 range. Support triggers have much looser requirements,

necessitating them to be pre-scaled, i.e. not recording every selected event. For exam-

ple, the average pre-scale factor, de�ned as selected luminosity/delivered luminosity,

for the 5𝐽30 support trigger in 2016 is 0.824. The average pre-scale factor for the single

electron support trigger in 2016 is 0.0056, i.e. recording much fewer events. Events

1
See also the description of the event reconstruction in Chapter 3.
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Table 6.1: Electron object de�nition of the RPV1L analysis.

Selection Value

Preselection

Algorithm AuthorElectron

𝑝𝑇 ≥ 10 GeV/c

𝜂 < 1.37, > 1.52 and < 2.47

Quality MediumLLH

Interaction point

���𝑧𝑃𝑟𝑖𝑚𝑎𝑟𝑦𝑉𝑒𝑟𝑡𝑒𝑥
0

��� < 0.5mm

Signal

𝑝𝑇 > 15 GeV/c and > 27 GeV/c for the leading lepton

Quality TightLLH

Isolation PLVTight

ECIDS Loose (98%) (for 2 same sign leptons)

Interaction point

���𝑑𝑃𝑟𝑖𝑚𝑎𝑟𝑦𝑉𝑒𝑟𝑡𝑒𝑥
0

��� /𝜎 (𝑑𝑃𝑉
0

) < 5

Table 6.2: Electron triggers of the RPV1L analysis.

Year Trigger

Standard

2015 HLT_e24_lhmedium_L1EM20VH
HLT_e60_lhmedium
HLT_e120_lhloose

2016 HLT_e26_lhtight_nod0_ivarloose
- HLT_e60_lhmedium_nod0

2018 HLT_e140_lhloose_nod0
Support (pre-scaled)

2015 None available

2016 HLT_e24_lhmedium_nod0_L1EM20VH
HLT_e26_lhmedium_5J30_0eta240_L1EM13VH_320

2017 & HLT_e24_lhmedium_nod0_L1EM20VH
2018 HLT_e26_lhmedium_nod0_5J30_0eta240_L1EM13VH_320



6.2 Object De�nition 47

Figure 6.5: Display of an event with 15 jets with 𝑝𝑇 > 20 GeV/c (yellow cones) and

one muon with 𝑝𝑇 = 52.6 GeV/c, shown as a red line that is crossing the

blue muon chambers. Of all 15 selected jets, 4 are resulting from b-quark

decays (blue cones).

with 4 and 5 jets are selected with the single lepton trigger. For events with ≥ 6 jets,

a single lepton and 5 jets with 𝑝𝑇 ≥ 30 GeV/c trigger is used (cf. Support section in

Table 6.2).

Muon selection happens similarly to the electron selection. The selection cuts and

triggers are given in Table 6.3 and 6.4.

Jets are selected as described in Table 6.5. The jet vertex tagger rejects jets not origi-

nating from the primary collision vertex. This is important to distinguish jets produced

in pile-up interactions from events with high jet multiplicities.

Overlap removal, i.e. resolving ambiguities between reconstructed particles, is fol-

lowing standard SUSY recommendations. Preselected jets are discarded if their qual-

ity is bad or if they overlap with a lepton. If b-tagged jets are close to a lepton with

𝑝𝑇 < 100 GeV/c, the lepton is discarded instead. Leptons close to the remaining jets

are also discarded to reject non-prompt leptons.

The missing transverse momentum, 𝐸𝑚𝑖𝑠𝑠
𝑇

, is computed as described in Chapter 3

with baseline electrons, muons and jets. This process is following SUSY group recom-

mendations as well.
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Table 6.3:Muon de�nition of the RPV1L analysis.

Selection Value

Preselection

𝑝𝑇 ≥ 10 GeV/c

𝜂 < 2.5

Quality Medium

Interaction point

���𝑧𝑃𝑟𝑖𝑚𝑎𝑟𝑦𝑉𝑒𝑟𝑡𝑒𝑥
0

��� < 0.5mm

Signal

𝑝𝑇 > 15 GeV/c and > 27 GeV/c for the leading lepton

Quality Medium

Isolation PLVTight

Interaction point

���𝑑𝑃𝑟𝑖𝑚𝑎𝑟𝑦𝑉𝑒𝑟𝑡𝑒𝑥
0

��� /𝜎 (𝑑𝑃𝑉
0

) < 3

Table 6.4:Muon triggers of the RPV1L analysis.

Year Trigger

Standard

2015 HLT_mu20_iloose_L1MU15
HLT_mu50

2016 to HLT_mu26_ivarmedium
2018 HLT_mu50

Support (pre-scaled)

2015 HLT_mu24
2016 to HLT_mu24
2018 HLT_mu26_5J30_0eta240_L1MU10_3j20

Table 6.5: Jet de�nition of the RPV1L analysis.

Selection Value

Preselection

Algorithm Anti-kt4PFlow

𝑝𝑇 ≥ 20, 40, 60, 80, 100 GeV/c

Signal

𝜂 < 2.5

Jet vertex tagger Tight

Signal bjet

Algorithm DL1r, 70% working point

𝑝𝑇 ≥ 20 GeV/c

𝜂 < 2.5

Jet vertex tagger Tight
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6.3 Background Strategy

All major backgrounds are estimated in a data-driven approach, making the estimate

independent of known mismodelling in simulated events with large (b-)jet multiplici-

ties. The main backgrounds for the 1 lepton category are𝑊 + 𝑗𝑒𝑡𝑠 events in the 0-bjet

region and 𝑡𝑡 + 𝑗𝑒𝑡𝑠 events in all regions containing b-tagged jets. Minor backgrounds

for the 1 lepton category are estimated from simulations and consist of electroweak

processes, diboson, single top, 𝑡𝑡𝑉 , 𝑡𝑡𝐻 and 4-top events.

Simulated events and dedicated regions in data are used to validate the parameteri-

zation. The model parameters are estimated from data in a simultaneous likelihood �t

in all jet and bjet regions. There is no direct dependence of this method on simulated

events.

In the 0-bjet region,𝑊 /𝑍 + 𝑗𝑒𝑡𝑠 events are the most dominant background. Their

propagation from one 𝑁 𝑗𝑒𝑡 bin to the next is done with a combination of stair-
case [EKS85]; [Ber+89]; [Ger+12] and poission [Ger+12] scaling

𝑟 ( 𝑗) = 𝑁𝑊 /𝑍+ 𝑗𝑒𝑡𝑠
𝑗+1 /𝑁𝑊 /𝑍+ 𝑗𝑒𝑡𝑠

𝑗
= 𝑐0 +

𝑐1

𝑗 + 1

.

The resulting estimate is

𝑁
𝑊 /𝑍+ 𝑗𝑒𝑡𝑠
𝑗,𝑏

= 𝑓
𝑀𝐶𝑊 /𝑍+ 𝑗𝑒𝑡𝑠
𝑗,𝑏

𝑁
𝑊 /𝑍+ 𝑗𝑒𝑡𝑠
4

𝑗 ′= 𝑗−1∏
𝑗 ′=4

𝑟 ( 𝑗 ′).

The fraction of bjet events, 𝑓
𝑀𝐶𝑊 /𝑍+ 𝑗𝑒𝑡𝑠
𝑗,𝑏

, is taken from simulated events. 𝑁
𝑊 + 𝑗𝑒𝑡𝑠
4

,

𝑁
𝑍+ 𝑗𝑒𝑡𝑠
4

, 𝑐0 and 𝑐1 are left �oating in the �t.

To estimate the 𝑡𝑡 + 𝑗𝑒𝑡𝑠 background, which is most dominant in bins with ≥ 1 bjets,

a similar parameterization is used:

𝑟 ( 𝑗) = 𝑐0 +
𝑐1

𝑗 + 𝑐2
.

The additional parameter 𝑐2 is necessary to adjust for extra jets from initial or �nal state

radiation. Three bins, 𝑏,𝑏 − 1 and 𝑏 − 2, of the previous jet slices are used to estimate

the number of bjets of the 𝑗 + 1th bin, i.e. 𝑓 𝑗,𝑏 from data, as shown in Figure 6.6:

𝑁
𝑡𝑡+ 𝑗𝑒𝑡𝑠
𝑗,𝑏

= 𝑁
𝑡𝑡+ 𝑗𝑒𝑡𝑠
𝑗

𝑓 𝑗,𝑏
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𝑁 𝑗𝑒𝑡

𝑁𝑏 𝑗𝑒𝑡

Figure 6.6: Parameterization scheme for the data-driven background estimate of 𝑡𝑡 +
𝑗𝑒𝑡𝑠 . The fraction of bjet events, 𝑓 , in preceding jet-slices is used to esti-

mate the number of events in the current jet-slice.

and

𝑓( 𝑗+1),𝑏 = 𝑓 𝑗,𝑏 · 𝑥0 + 𝑓 𝑗,(𝑏−1) · 𝑥1 + 𝑓 𝑗,(𝑏−2) · 𝑥2 .2 (6.1)

With this parameterization, the estimation of arbitrarily high bjet multiplicities is pos-

sible. The initial bjet shape is taken from the 4-jet slice. This parameterization intro-

duces 11 additional free parameters to the �t.

The �nal �t has a total of 26 free parameters in at least 51 bins. Therefore, the �t is

over-constrained. A good description of the backgrounds is achieved over the whole

jet multiplicity range (see Figure 6.7).

Misidenti�ed leptons from QCD multi-jet events constitute a minor but not negligi-

ble background in the 1 lepton category. A good estimate is especially important for a

stable �t of the𝑊 + 𝑗𝑒𝑡𝑠 background model in the 0-bjet region. This is why a detailed

study of this background is done, as discussed in Chapter 7.

Other background strategies of the RPV1L analysis, especially for the two same-sign

lepton channel, are not addressed here for the sake of conciseness.

2
Colors matching to boxes in Figure 6.6.
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15+ jet slice [Col21].
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7 Background from Misidentified
Leptons in QCD Multi-jet Events

Misidenti�ed (fake) or non-prompt leptons in QCD multi-jet events are a minor back-

ground of the RPV1L analysis. Hadronic jets are misinterpreted as leptons and there-

fore change the number of leptons and jets in a given event. A good estimation of this

e�ect is important for the gluino-LQD signal model and the𝑊 + 𝑗𝑒𝑡𝑠 background �t

since both fall into the 0-bjet region where this is a common occurrence. Figure 7.1

shows a comparison of data and simulated events, with a disagreement at low jet and

bjet multiplicities originating from the QCD fake background. The disagreement at

high multiplicities stems from known mismodelling in simulated events [Aab+17b].

The number of fake leptons is estimated in a data-driven approach using the matrix

method in the full Run 2 dataset. For the matrix method, two transfer factors 𝜀𝑚𝑖𝑠𝑖𝑑

and 𝜀𝑟𝑒𝑎𝑙 are measured. 𝜀𝑟𝑒𝑎𝑙 is measured with the tag-and-probe method [Beh+13, pp.

331-332] in 𝑍 → ℓℓ events. 𝜀𝑚𝑖𝑠𝑖𝑑 is measured in a QCD enriched region by subtracting

all remaining simulated backgrounds from data. Both factors are parameterized as a

function of leading lepton 𝑝𝑇 and 𝜂. This approach is based on the previous iteration

of this analysis [Aab+17c] with additional optimizations.

7.1 Matrix Method

The number of events with misidenti�ed leptons that pass the signal selection, 𝑁𝑚𝑖𝑠𝑖𝑑
𝑠𝑖𝑔𝑛𝑎𝑙

,

is estimated with the matrix method [Beh+13, pp. 334-337]:(
𝑁𝑠𝑖𝑔𝑛𝑎𝑙

𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
=

(
𝜀𝑟𝑒𝑎𝑙 𝜀𝑚𝑖𝑠𝑖𝑑

1 1

) (
𝑁 𝑟𝑒𝑎𝑙
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

𝑁𝑚𝑖𝑠𝑖𝑑
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
. (7.1)

Measured quantities are the number of events containing leptons passing the base-

line, but not signal selection, 𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙 , the number of events with leptons passing

the signal selection, 𝑁𝑠𝑖𝑔𝑛𝑎𝑙 , and the transfer factors 𝜀𝑟𝑒𝑎𝑙 and 𝜀𝑚𝑖𝑠𝑖𝑑 .
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Figure 7.1: 𝑁 𝑗𝑒𝑡 and 𝑁𝑏 𝑗𝑒𝑡 for 2015 – 2018 electrons. The disagreement between data

and simulated background events at low jet- and bjet-multiplicities is due

to a missing description of misidenti�ed leptons.

The transfer factors are de�ned as

𝜀 =
𝑁𝑠𝑖𝑔𝑛𝑎𝑙

𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

and give an estimate of how many misidenti�ed (or true) leptons pass the signal selec-

tion.

To measure the factor of true leptons, 𝜀𝑟𝑒𝑎𝑙 , the tag-and-probe method is applied.

In 2015 – 2018 data events, all events with ≥ 2 baseline leptons of same �avour and

opposite charge are selected. These events are required to pass the nominal trigger.

Additionally, one lepton has to pass the signal selection and is used as the tag. All

combinations of the tag and the remaining baseline leptons are considered. The lepton

pair with its invariant mass𝑚(ℓℓ) closest to the Z-mass𝑚𝑍 :

|𝑚(ℓℓ) − 91187.6𝑀𝑒𝑉 /𝑐2 | ≤ 10000𝑀𝑒𝑉 /𝑐2 ,

is selected as the tag-and-probe pair. The second lepton is very likely to be a true lepton,

since it is produced in a 𝑍 → ℓℓ decay. The transfer factor is estimated by counting
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the number of probe leptons that pass or do not pass the signal requirements

𝜀𝑟𝑒𝑎𝑙 =
𝑁 𝑃𝑟𝑜𝑏𝑒
𝑠𝑖𝑔𝑛𝑎𝑙

𝑁 𝑃𝑟𝑜𝑏𝑒
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

.

This factor is separately measured for electrons and muons.

The transfer factor 𝜀𝑚𝑖𝑠𝑖𝑑 is measured by subtracting simulated background events

from data in a QCD enriched region, interpreting the remaining events as QCD fake

events:

𝜀𝑚𝑖𝑠𝑖𝑑 =
(𝑁𝑑𝑎𝑡𝑎 − 𝑁𝑀𝐶) |𝑠𝑖𝑔𝑛𝑎𝑙

(𝑁𝑑𝑎𝑡𝑎 − 𝑁𝑀𝐶) |𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙
.

Events have to pass the support triggers with at least one baseline lepton (cf. Sec-

tion 6.2). Events with 4 + 5 jets and 6+ jets are treated di�erently, because of the less

pre-scaled support trigger that is available for events with many jets.

Both transfer factors are extracted as a function of leading lepton 𝑝𝑇 and 𝜂, in the

whole 2015 to 2018 period. An event-level weight, representing the contributions to

the misidenti�ed lepton background, is derived. Equation 7.1 is expressing the number

of signal or baseline-and-not-signal events in terms of the number of real and misiden-

ti�ed lepton events that do not pass the signal requirement, so the equation needs to

be inverted: (
𝑁 𝑟𝑒𝑎𝑙
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

𝑁𝑚𝑖𝑠𝑖𝑑
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
=

1

𝜀𝑟𝑒𝑎𝑙 − 𝜀𝑚𝑖𝑠𝑖𝑑

(
1 −𝜀𝑚𝑖𝑠𝑖𝑑

−1 𝜀𝑟𝑒𝑎𝑙

) (
𝑁𝑠𝑖𝑔𝑛𝑎𝑙

𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)

⇒ 𝑁𝑚𝑖𝑠𝑖𝑑
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

=
1

𝜀𝑟𝑒𝑎𝑙 − 𝜀𝑚𝑖𝑠𝑖𝑑
(
−𝑁𝑠𝑖𝑔𝑛𝑎𝑙 + 𝜀𝑟𝑒𝑎𝑙𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
. (7.2)

Since this is expressing𝑁𝑚𝑖𝑠𝑖𝑑
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

and not𝑁𝑚𝑖𝑠𝑖𝑑
𝑠𝑖𝑔𝑛𝑎𝑙

, equation 7.2 needs to bemultiplied

with 𝜀𝑚𝑖𝑠𝑖𝑑 again:

𝑁𝑚𝑖𝑠𝑖𝑑
𝑠𝑖𝑔𝑛𝑎𝑙

= 𝜀𝑚𝑖𝑠𝑖𝑑𝑁𝑚𝑖𝑠𝑖𝑑
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

(7.3)

=
𝜀𝑚𝑖𝑠𝑖𝑑

𝜀𝑚𝑖𝑠𝑖𝑑 − 𝜀𝑟𝑒𝑎𝑙
(
𝑁𝑠𝑖𝑔𝑛𝑎𝑙 − 𝜀𝑟𝑒𝑎𝑙𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
(7.4)

=
∑︁

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 𝑒𝑣𝑒𝑛𝑡𝑠

𝜀𝑚𝑖𝑠𝑖𝑑

𝜀𝑚𝑖𝑠𝑖𝑑 − 𝜀𝑟𝑒𝑎𝑙
(
𝛿𝑠𝑖𝑔𝑛𝑎𝑙 − 𝜀𝑟𝑒𝑎𝑙𝛿𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙

)
. (7.5)
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Figure 7.2: 𝑁 𝑗𝑒𝑡 distribution for 2017 muon events, selected with the nominal (7.2a)

and the support triggers (7.2b). Selecting events with jet 𝑝𝑇 ≥ 20 GeV/c

results in problems with the support triggers used for 6+ jet events since

it only becomes e�cient at 30 GeV/c.

Equation 7.5 is the �nal expression to assign a QCD fake weight to each event. 𝛿𝑠𝑖𝑔𝑛𝑎𝑙

is evaluated as 1, if the event has a signal lepton, otherwise 𝛿𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒!𝑠𝑖𝑔𝑛𝑎𝑙 = 1.

7.2 Trigger Selection and E�iciency Correction

The nominal triggers, as described in Section 6.2, have too tight isolation requirements

for the 𝜀𝑚𝑖𝑠𝑖𝑑 estimation since events with only one baseline, but no signal lepton, are

not selected. Two separate support triggers are used:

1. Events with 4 + 5 jets: Pre-scaled single lepton trigger

2. Events with 6+ jets: Pre-scaled single lepton + 5 jets with 𝑝𝑇 > 30 GeV/c

The corresponding pre-scale factors are included, if support triggered events are com-

pared to nominally triggered events, or if simulated events are compared to data. Fig-

ure 7.2 shows that using the support trigger for 6+ jets events results in a selection

bias.

The object de�nition of jets includes the condition 𝑝𝑇 ≥ 20 GeV/c, which is below

the e�ciency plateau of the secondary support triggers, as illustrated in Figure 7.3.
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Figure 7.3: Trigger e�ciency of the electron + 5jets trigger as a function of the �fth

jet 𝑝𝑇 . The trigger is only e�ciently selecting jets with 𝑝𝑇 > 40 GeV/c.

To reduce this e�ect, the single lepton trigger is also used for the 5 jet events, where

this issue is most prominent.

This ine�ciency can be corrected by comparing the 𝑁 𝑗𝑒𝑡 distribution of nominally

triggered events to the distribution of support triggered events (see Figure 7.4a), after

a signal lepton selection. The ratio of nominal vs. support triggered events is applied

as a correction factor to each event with 6+ jets, that is selected via the support trig-

ger. A separate factor must be extracted for each period (2015, 2016, 2017, 2018) and

data/simulated events. For all bins above 10 jets, the 10 jet correction factor is used.

The corrected 𝑁 𝑗𝑒𝑡 distribution for 2017 electrons is shown in Figure 7.4b.

Figure 7.5 shows the 𝐸𝑚𝑖𝑠𝑠
𝑇

distribution for 2017 electrons in data before (7.5a) and

after (7.5b) the correction. With the correction, the agreement between nominal and

support triggered events is much better in the region of 𝐸𝑚𝑖𝑠𝑠
𝑇

< 100 GeV/c, which is

the relevant region for the QCD fake background estimate.

The pre-scale and trigger correction factors must be applied to all support triggered

data and simulated events.
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Figure 7.4: Number of jet distributions for 2017 simulated events selecting electrons.

The histograms show the distribution for nominally triggered and support

triggered events before (7.4a) and after correction (7.4b).
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Figure 7.5: 𝐸𝑚𝑖𝑠𝑠
𝑇

for 2017 data events selecting electrons with the nominal and sup-

port triggers. 7.5a shows the histogram before correcting the support trig-

ger. 7.5b shows the distribution after correction.
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Figure 7.6: Transverse mass in 2017 muon baseline-but-not-signal (7.6a) and signal

(7.6b) selections. Due to calibrations of the simulated events, the data/mc

agreement is much better for the signal selection.

7.3 𝑚𝑇 Normalization

The transverse mass𝑚𝑇 is de�ned in terms of 𝐸𝑚𝑖𝑠𝑠
𝑇

and the transversal momentum of

the leading lepton 𝑝ℓ
𝑇
[MP14]:

𝑚𝑇 =

√︃
2𝑝ℓ
𝑇
𝐸𝑚𝑖𝑠𝑠
𝑇

(
1 − cosΔ𝜙

(
ℓ, 𝐸𝑚𝑖𝑠𝑠

𝑇

) )
. (7.6)

Since there is no calibration available for simulated baseline-but-not-signal events, the

𝑚𝑇 distribution in simulation is not matching well to data. Figure 7.6 shows data vs.

simulation comparison of the𝑚𝑇 distribution for a baseline-but-not-signal (7.6a) and

a signal selection (7.6b). A better agreement in the tail region of the baseline-but-not-

signal case is expected, since all relevant backgrounds for that region are represented

in simulation. The missing QCD fake background is only expected to impact the lower

region of𝑚𝑇 , which is the visible gap in Figure 7.6b below ∼50 GeV/c.
To correct for the missing calibration in simulated baseline-but-not-signal events, a

calibration factor is extracted by �tting the simulation events to data in the region of

[90, 150] GeV/c. The region below 90GeV/c is excluded because of the expectedmissing

QCD fakes that are to be estimated. The region above 150 GeV/c is excluded because of

known mismodelling of the simulated events in the tail region. Di�erent ranges were

tested and found to lead to variations well below assigned uncertainties.
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A separate normalization factor is extracted for 2015 – 2018, electrons and muons,

4 + 5 jets and 6+ jets, as well as baseline-but-not-signal and signal leptons. The largest

factors occur for baseline-but-not-signal muon events. The normalization factor for

signal events is always close to 1 (within 4%), but is also applied for consistency. This

normalization is only applied to simulated events in the estimation of 𝜀𝑚𝑖𝑠𝑖𝑑 and does

not a�ect data. Figure 7.7 shows the 𝑚𝑇 distribution of 2017 baseline-but-not-signal

muon events before (7.7a) and after (7.7b) correction.
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Figure 7.7: 2017 baseline-but-not-signal selected muon events without (7.7a) and with

(7.7b) the normalization in𝑚𝑇 between [90, 150] GeV/c.

7.4 QCD Enhancing Cuts

To enhance the ratio of misidenti�ed leptons fromQCD events compared to other back-

grounds before estimating 𝜀𝑚𝑖𝑠𝑖𝑑 , QCD enhancing cuts are applied. As can be seen in

Figure 7.8, the contribution of QCD fakes is mostly present in low 𝐸𝑚𝑖𝑠𝑠
𝑇

and𝑚𝑇 regions.

Therefore, an additional requirement on 𝐸𝑚𝑖𝑠𝑠
𝑇

+𝑚𝑇 < 𝑋 GeV/c is introduced. Studies

were done to quantify the impact of di�erent cuts in the search for a bene�cial trade-o�

between the total number of events and QCD enrichment. Figure 7.9 shows the leading

lepton momentum for the three di�erent cuts 𝐸𝑚𝑖𝑠𝑠
𝑇

+𝑚𝑇 < 70, 90, 110 GeV/c. The gap

between data and simulated events, i.e. the amount of QCD fakes, is largest for a cut at

70 GeV/c at a ≈ 50% lower yield, compared to a cut of 110 GeV/c. The �nal requirement

for the estimation of 𝜀𝑚𝑖𝑠𝑖𝑑 is selected as 𝐸𝑚𝑖𝑠𝑠
𝑇

+𝑚𝑇 < 90 GeV/c.
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Figure 7.8: 𝐸𝑚𝑖𝑠𝑠
𝑇

and𝑚𝑇 for 2015 – 2018 electron selected events. The disagreement

between data and simulation for 𝐸𝑚𝑖𝑠𝑠
𝑇

comes from a known mismodelling

in background processes with high jet multiplicities.
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Figure 7.9: Leading lepton 𝑝𝑇 for 2017 electrons with 𝐸𝑚𝑖𝑠𝑠
𝑇

+𝑚𝑇 < 70, 90, 110 GeV/c.
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Figure 7.10: Leading lepton 𝑝𝑇 for baseline-but-not-signal (7.10a) and signal (7.10b)

electrons in 2017.
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Figure 7.11: Fake transfer factor 𝜀𝑚𝑖𝑠𝑖𝑑 for 2015 – 2018 electrons.

7.5 Estimating Fake Electrons

The number of misidenti�ed electrons frommulti-jet events is estimated by measuring

𝜀𝑟𝑒𝑎𝑙 and 𝜀𝑚𝑖𝑠𝑖𝑑 , and applying them in the matrix method while including all mentioned

corrections. Figure 7.10 shows the leading lepton 𝑝𝑇 for the baseline-but-not-signal

(7.10a) and signal (7.10b) events, which are the basis for the ratio in 𝜀𝑚𝑖𝑠𝑖𝑑 .

𝜀𝑚𝑖𝑠𝑖𝑑 is measured in a selection with exactly one baseline lepton and ≥ 4 jets with

𝑝𝑇 > 20 GeV/c. Figure 7.11 shows the resulting 𝜀𝑚𝑖𝑠𝑖𝑑 for electrons from 2015 – 2018

data as a function of leading lepton 𝑝𝑇 (7.11a), 𝜂 (7.11b) and 𝑁 𝑗𝑒𝑡 (7.11c). 𝜀
𝑚𝑖𝑠𝑖𝑑

can be

assumed to be independent of 𝑁 𝑗𝑒𝑡 for the lower jet bins.

The transfer factor 𝜀𝑟𝑒𝑎𝑙 is measured in data. Figure 7.12 shows the resulting factors

as a function of leading lepton 𝑝𝑇 (7.12a), 𝜂 (7.12b) and 𝑁 𝑗𝑒𝑡 (7.12c). Again, the transfer



62 7 Background from Misidenti�ed Leptons in QCD Multi-jet Events

40000 60000 80000 100000
ProbeLep_pt [MeV]

0

2

4

6

8

Tr
an

sf
er

Fa
ct

or

leading lepton 𝑝𝑇

(a)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
ProbeLep_eta

0

1

2

3

4

5

Tr
an

sf
er

Fa
ct

or

leading lepton 𝜂

(b)

4 6 8 10 12
#Jets

0

1

2

3

4

Tr
an

sf
er

Fa
ct

or

𝑁 𝑗𝑒𝑡

(c)

Figure 7.12: Real transfer factor 𝜀𝑟𝑒𝑎𝑙 for 2015 – 2018 electrons.

factor can be assumed to be su�ciently independent of 𝑁 𝑗𝑒𝑡 in the lower jet bins.

Figure 7.13 shows the 𝑁 𝑗𝑒𝑡 ,𝑚𝑇 , and leading lepton 𝑝𝑇 distributions with and without

the resulting estimate of misidenti�ed electrons.

In Figure 7.13, the statistical uncertainty is marked as a grey bar around the data

points. A conservative 50% uncertainty is displayed as a hashed area, which is also

used in the previous iteration of this analysis [Aab+17c]. This is a su�cient descrip-

tion of the uncertainty, since the �nal �t in the RPV1L analysis is insensitive to this

uncertainty. The resulting estimate yields a good description of misidenti�ed electrons

from QCD multi-jet events.
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Figure 7.13: 2015 – 2018 electron events, 𝑁 𝑗𝑒𝑡 without (7.13a) and with (7.13b) the fake

estimate. 2015 – 2018 electron events,𝑚𝑇 without (7.13c) and with (7.13d)

the fake estimate. 2015 – 2018 electron events, leading lepton 𝑝𝑇 without

(7.13e) and with (7.13f) the fake estimate.
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Figure 7.14: Leading lepton 𝑝𝑇 for baseline-not-signal (7.14a) and signal (7.14b) 2017

muon events.

7.6 Estimating Fake Muons

Estimating the number of misidenti�ed muons is analogous to the fake electron esti-

mation. Figure 7.14 shows the leading lepton 𝑝𝑇 for a baseline-but-not-signal and a

signal selection. Compared to electrons (see Figure 7.10), the total number of events is

larger and more QCD fakes contribute to the baseline-but-not-signal category. Fewer

QCD fakes contribute to the signal category, since fake muons originate mostly from

non-prompt muons of b-jet decays, opposed to electron fakes from misidenti�ed jets

and photon conversion.

Figure 7.15 shows the measured transfer factor 𝜀𝑚𝑖𝑠𝑖𝑑 as a function of leading lepton

𝑝𝑇 (7.15a), 𝜂 (7.15b) and 𝑁 𝑗𝑒𝑡 (7.15c). The factor is su�ciently independent of 𝑁 𝑗𝑒𝑡 . For

|𝜂 | > 1.75, the transfer factor 𝜀𝑚𝑖𝑠𝑖𝑑 is 0.

The measurements of 𝜀𝑟𝑒𝑎𝑙 are shown in Figure 7.16 as a function of leading lepton

𝑝𝑇 (7.16a), 𝜂 (7.16b) and𝑁 𝑗𝑒𝑡 (7.16c). The transfer factor behaves similar to the electrons

𝜀𝑟𝑒𝑎𝑙 (see Figure 7.12) and is su�ciently independent of 𝑁 𝑗𝑒𝑡 in the lower jet bins.

The resulting yields of events with misidenti�ed muons from QCD mulijet events

is shown in Figure 7.17. A slight overestimation of all simulated backgrounds occurs

with the estimate at 𝑁 𝑗𝑒𝑡 = 6 and 7. Without the QCD fake estimate, the background is

already matching the data, but a contribution to these bins is expected, which can be

seen by comparing the same bins for electrons (see Figure 7.13b and 7.13a). In the �nal



7.6 Estimating Fake Muons 65

40000 60000 80000 100000
LeadingLep_pt [MeV]

0.00

0.02

0.04

0.06
Tr

an
sf

er
Fa

ct
or

leading lepton 𝑝𝑇

(a)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
LeadingLep_eta

0.00

0.02

0.04

0.06

Tr
an

sf
er

Fa
ct

or

leading lepton 𝜂

(b)

4 6 8 10 12 14
#Jets

0.0

0.5

1.0

1.5

Tr
an

sf
er

Fa
ct

or

𝑁 𝑗𝑒𝑡

(c)

Figure 7.15: Fake transfer factor 𝜀𝑚𝑖𝑠𝑖𝑑 for 2015 – 2018 muons.
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Figure 7.16: Real transfer factor 𝜀𝑟𝑒𝑎𝑙 for 2015 – 2018 muons.

�t, the backgrounds from 𝑡𝑡 + 𝑗𝑒𝑡𝑠 and𝑊 + 𝑗𝑒𝑡𝑠 is estimated from data, instead of the

Monte Carlo simulations used here. This is why the QCD fake estimate contribution is

assumed to be correct. Leading lepton 𝑝𝑇 exhibits the same slight overestimation and

an incomplete closure in the 27 to 30 GeV/c bin, which is likely due to mismodelling

in𝑊 + 𝑗𝑒𝑡𝑠 and 𝑡𝑡 + 𝑗𝑒𝑡𝑠 samples as well. A good description of𝑚𝑇 through the fake

muon estimate is observed.
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Figure 7.17: 2015 – 2018 muon events, 𝑁 𝑗𝑒𝑡 without (7.17a) and with (7.17b) the fake

estimate. 2015 – 2018 muon events,𝑚𝑇 without (7.17c) and with (7.17d)

the fake estimate. 2015 – 2018 muon events, leading lepton 𝑝𝑇 without

(7.17e) and with (7.17f) the fake estimate.
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8 Results of the RPV1L Analysis

The RPV1L analysis found no signi�cant excess in the signal regions.

Figure 8.1 shows the exemplary improvement for the expected exclusion limits in

the Gluino-LQD model (see Section 6.1). The other signal models improve similarly.

Sensitivity to direct electroweakino production is themain target of the current anal-

ysis iteration. Figure 8.2 shows the expected and observed exclusion for the higgsino

LSP and wino LSP hypothesis. The analysis is able to exclude both neutralino hypoth-

esis for the most part below ∼320 GeV/c2.
The RPV1L analysis is also sensitive to the Standard Model four-top production. A

�t with a four-top signal is performed for a jet threshold of 𝑝𝑇 ≥ 40 GeV/c, resulting

in a signal strength of 𝜇𝑡𝑡𝑡𝑡 = 2.0+0.9−0.7, which is consistent with the original ATLAS

measurement [Aad+20].
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Figure 8.1: Exclusion limits as a function of gluino and neutralino mass in the previ-

ous [Aab+17c] (left) and current analysis (right) [Col21].
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Figure 8.2: Expected exclusion of the higgsino LSP and wino LSP hypothesis [Col21].
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Part III
Combined Performance Algorithms

ATLAS analyses are commonly performed with analysis frameworks. Analysis

frameworks provide a con�guration interface for physicists to implement and carry

out analysis decisions, which de�ne the order of physics object preparation, cleaning,

�ltering and selection. Technically, most frameworks are either based on the Analy-
sisBase or AthAnalysis, which implement a common event store and �le operations to

read (derived) xAODs. Both are provided as centrally managed releases in the ATLAS

Athena repository [Col19].
1
The AnalysisBase release is a lightweight xAOD reading

implementation on top of EventLoop and ROOT. AthAnalysis is based on the central

production framework Athena.

Frameworks produce a small intermediate format that is common to a sub-group of

analyses or even a single analysis. In the simplest case, this format is a ROOT n-tuple

of all selected events and objects and is the starting point for �nal analysis tasks.

Examples of commonly used analysis frameworks in ATLAS are SUSYTools, HWW,

Hgam, CxAOD, xTau, xAODAnaHelpers, and AnalysisTop [Sofb]. The names already

indicate that frameworks often evolve in groups of analysers focussing on speci�c

physics processes (e.g. SUSYTools, HWW, Hgam, AnalysisTop, etc.). Their feature-set

ranges from being a simple toolkit of common operations (e.g. SUSYTools) to a stan-

dalone program implementing the analysis solely via con�guration �les (e.g. Analy-

sisTop). Many frameworks implement the same kind of operations, resulting in du-

plicated work between maintainers and su�ering code quality since fewer developers

work on the same code.

CP algorithms and a sensible default con�guration in the form of standard sequences

address the issues of existing frameworks. They reduce the duplication in existing anal-

ysis frameworks by extracting common operations into standardized building blocks.

CP algorithms represent building blocks that are scheduled to prepare physics objects

and perform common operations like overlap removal (OR) between ambiguous objects

or the computation of missing transverse momentum (𝐸𝑚𝑖𝑠𝑠
𝑇

). These building blocks

may also provide a common language to formulate analysis tasks within the collabo-

ration and thus, improve the technical cooperation in the analysis community. Proto-

1https://gitlab.cern.ch/atlas/athena/

https://gitlab.cern.ch/atlas/athena/
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typing new analysis ideas may be simpler and result in code that is compatible with

any other framework utilizing CP algorithms.

In this Part, the n-tuple production code of the RPV1L analysis is used as a reference.

It is based on a modi�ed version of the stop1l-xaod framework to read a derived xAOD

format intended for Supersymmetry analyses (SUSY5) and produce the analysis n-

tuples.

The stop1l-xaod framework is based on EventLoop and uses SUSYTools to calibrate

and select reconstructed objects according to the recommendations of the SUSY sub-

group, which in turn are based on the general CP recommendations. SUSYTools uses

a list of key-value pairs to con�gure physics object de�nitions. For each object type

(electrons, muons, etc.), multiple methods are implemented in SUSYTools to follow the

CP recommendations of that type.

On top of these operations, the stop1l-xaod framework implements multiple al-

gorithms, performing additional selection and preparation decisions on physics ob-

jects and events. In a simpli�ed description, the SUSYTools con�guration is preparing

loosely selected objects and the stop1l-xaod algorithms apply a tighter selection.

The technical implementation and con�guration of CP algorithms is presented in

Chapter 9. Chapter 10 contains a comparison of the RPV1L analysis n-tuple produc-

tion code, implemented with CP algorithms and the reference, as de�ned in Part II. It

outlines the selection of electrons, muons and (b-)jets in both implementations. Val-

idation is done in the form of event-cut-�ow comparisons, comparing the number of

events after de�ned physics decisions. Additionally, event yield comparisons in the

𝑁 𝑗𝑒𝑡 vs. 𝑁𝑏 𝑗𝑒𝑡 distribution and direct comparisons of the n-tuples are presented. The

computing performance of CP algorithms is analysed in Chapter 11.
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9 Overview of CP Algorithms

Combined Performance Algorithms (CPAs) are a new development for ATLAS Run 3

analyses. CP algorithms wrap CP tools in dual-use algorithms, i.e. they are schedule-

able in EventLoop- and Athena-based frameworks and are intended to harmonize the

use of physics recommendations in ATLAS analysis software. As described in Chap-

ter 4, CP tools implement physics recommendations for common object types (e.g. elec-

trons, muons or jets) and are used in all ATLAS analysis frameworks. CP tools have the

drawback that they are not schedule-able and require additional C++ code to be used in

an analysis. Every analysis framework has to maintain the con�guration and instan-

tiation of each CP tool, which may require detailed domain-speci�c knowledge. CP

algorithms, on the other hand, can be scheduled through the Python code of analysis

job con�guration.

CP algorithms also have the potential to improve the speed and e�ciency of analysis

code, since they o�er a central location which can be optimized, rather than optimizing

each analysis on its own. They are designed with early rejection of events as a central

concept, which can reduce time spent on undesirable events. Additionally, CPAs pro-

vide a uniform approach to evaluate systematic uncertainties of the underlying tools.

CP algorithms are used by scheduling them at the very beginning of a user analysis

job. There is a centrally provided default sequence of CP algorithms for each object

type, e.g. the electron sequence, which apply the con�gured selections, cleaning and

calibration procedures. After their execution, CP algorithms store the prepared physics

objects in the event store. Finally, the analysis user-code reads the objects from the

event store without the necessity to call CP tools.

Multiple working points, e.g. for di�erent isolation working points, can be con�g-

ured through partial copies of the CPA sequences, and result in separate decorations
to the �nal object. A decoration in ATLAS software refers to the addition of new in-

formation to already existing and otherwise constant objects. For example, electrons

could be decorated with a �ag indicating if that particular electron passes a certain 𝑝𝑇

requirement or not.

The details of the CPA implementation may still be subject to change, but CP algo-

rithms are recommended for all Run 3 analysis developments. The general approach

is unlikely to change, but more work will go into the con�guration layer of CPAs to

improve the integration with existing analysis frameworks and work�ows.
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Framework developers agreed to investigate the CP algorithm integration in prepa-

ration for Run 3. First prototypes of an integration with SUSYTools are already im-

plemented. A proof-of-concept integration of CP algorithms in the RPV1L analysis

framework, utilizing SUSYTools, is discussed in Chapter 10.

9.1 Infrastructure

CP algorithms and their sequence con�gurations are implemented in Python, where

high-level code results in instantiated C++ objects in EventLoop or Athena. The in-

stantiation itself is handled by the framework. Only the Python con�guration and the

C++ code of the algorithms is user-facing.

Algorithms are scheduled by being accumulated in an AnaAlgSequence, which
is a container class that manages the order of algorithm execution [Sofa]. A sequence

can have stages, e.g. calibration, selection, and e�ciency, to group together multiple

algorithms. This simpli�es the manipulation of sequences, e.g. by removing the cal-

ibration stage of a sequence copy to prepare a second parallel selection based on the

same calibration.

The sequence alsomanagesmetaConfig anddynConfig objects for each algo-

rithm. A metaConfig object holds the stage name, a�ecting systematic variations

and input or output property names of the corresponding algorithm. dynConfig
is used to con�gure properties of the algorithm at con�guration-time dynamically.

With these two helper constructs, CP algorithms can be dynamically added, removed or

changed in a given sequence without breaking dependencies between the algorithms.

A simple example where this is necessary is preselection. With a scheduled selection

algorithm, a subsequent algorithm can declare a preselection property to only work on

events that pass this selection. The preselection condition cannot hold a hard-coded

value; otherwise, it would depend directly on the previous selection algorithm, result-

ing in a less �exible sequence.

CP algorithms inherit from EL::AnaAlgorithm1
[Colb]; [Col19], providing

methods to access the event store, manage histograms and basic message logging capa-

bilities. The dual-use nature of this class allows for simple unit testing and integration

into most existing ATLAS analysis codebases.

Every AnaAlgorithm, and therefore every CPA, implements an execute()
method, which is called during the event loop for every event and contains the body

1https://gitlab.cern.ch/atlas/athena/tree/21.2/
PhysicsAnalysis/D3PDTools/AnaAlgorithm

https://gitlab.cern.ch/atlas/athena/tree/21.2/PhysicsAnalysis/D3PDTools/AnaAlgorithm
https://gitlab.cern.ch/atlas/athena/tree/21.2/PhysicsAnalysis/D3PDTools/AnaAlgorithm
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of work of the algorithm. CP algorithms commonly apply CP tools in their execute
method to break down the workload into individual components. These tools are

often exposed to the Python con�guration to make the algorithm and its tools fully

con�gurable.

Algorithms also commonly implement the initialize() and finalize()
methods. In initialize(), the algorithm performs initial preparations, e.g. re-

trieving handles to tools and event store objects or allocating resources for its opera-

tion. finalize() is called after the event loop is �nished and contains whatever

code the algorithm needs to execute at that point.

Algorithms can read, copy, and write objects and object containers to and from the

event store. Object names in the event store are typically exposed to the Python con-

�guration as con�gurable properties, e.g. allowing for type-agnostic algorithms to be

applied without any changes to the C++ code.

Systematically varied objects, e.g. electrons after applied calibration, are stored in

the event store with di�erent names. These types of objects are speci�ed in the Python

con�guration by adding the su�x _%SYS% to the object name in the event store. The

su�x _NOSYS corresponds to the nominal version of the object, without any system-

atic variation applied. On the C++ side, systematic handles automatically resolve these

su�xes to point to the correct container. CP algorithms that work on systematically

varied objects loop over all relevant systematic variations in their execute method.

By accessing the event store objects through systematic handles, the system can op-

timize object reading such that each algorithm is only applied on relevant systematic

variations. Una�ected systematic variations are resolved by creating shallow copies
2

pointing to the nominal container.

9.2 Centrally Provided CP Algorithms

The CP algorithms and default sequence con�gurations are part of the ATLAS Athena

repository
3
[Colb]; [Col19]. This Section gives an overview of the existing packages,

which are intended to provide everything an analysis developer needs to implement

CP recommendations in their framework.

2
Shallow copies are thin objects that only hold variables with modi�ed values and refer to the original

container for all unmodi�ed variables. Deep copies also copy unmodi�ed variables, resulting in a

complete and independent representation of the data.

3https://gitlab.cern.ch/atlas/athena/-/tree/21.2/
PhysicsAnalysis/Algorithms

https://gitlab.cern.ch/atlas/athena/-/tree/21.2/PhysicsAnalysis/Algorithms
https://gitlab.cern.ch/atlas/athena/-/tree/21.2/PhysicsAnalysis/Algorithms
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Asg The Asg package contains auxiliary algorithms to deal with very common anal-

ysis tasks. An event selection sequence does initial event �ltering through GoodRun-

sList, PrimaryVertex and event cleaning algorithms.

The GeneratorAnalysisSequence decorates simulated objects with the

corresponding truth information. A PileupAnalysisSequence and the corre-

sponding algorithm corrects simulated events to the corresponding pileup pro�le of

the data run. Multiple algorithms help with creating shallow or deep copies of existing

objects and creating links to the original object. Additionally, there are algorithms to

create simple output ROOT n-tuples or xAOD �les from objects in the event store.

The Asg package also contains the necessary algorithms to prepare a complete list of

relevant systematic variations. An overlap removal sequence and the corresponding

algorithm processes multiple object containers via overlap removal CP tools to resolve

ambiguous objects from each event. Finally, a range of general selection, bookkeeping,

and histogramming algorithms are available for generic analysis tasks.

EGamma The EGamma package contains multiple CP algorithms and sequences to

apply CP recommendations for electrons and photons. Both sequences do general se-

lections, calibrations, isolation and output copy operations, as described in Chapter 3.

In the default con�guration, both sequences only allow for a single isolation work-

ing point, but this can be circumvented with multiple partial sequences. The pack-

ages contain many algorithms wrapping the electron and photon CP tools, e.g. the

EgammaCalibrationAndSmearingAlg to calibrate electrons or photons.

Similar packages exist for muon, tau, and jet CP recommendations, with the corre-

sponding sequences and algorithms.

FTag This package implements �avour tagging operations, e.g. identifying jets from

b-quark decays. The FTagAnalysisSequence modi�es a given jet sequence to

correctly use b-tagging working points and compute the corresponding identi�cation

e�ciencies.

MET To analyse the 𝐸𝑚𝑖𝑠𝑠
𝑇

of a given event, all other reconstructed objects need to be

considered since it is derived from the remaining transverse momentum, after remov-

ing all identi�ed objects. The MetAnalysisSequence reads the reconstructed

leptons and jets. Various algorithms derive 𝐸𝑚𝑖𝑠𝑠
𝑇

and handle corresponding systematic

variations.
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Table 9.1: Available options to the makeMuonAnalysisSequence function.

Option Description

dataType Data, MC, or fast simulation

workingPoint Isolation and identi�cation working point

(Tight, Medium, Loose, VeryLoose, HighPt,

LowPtE�ciency)

deepCopyOutput If true, output containers are stored with a

copy of all information. (default False)
shallowViewOutput If true, output containers are stored as

a shallow (“view”) copy, pointing to the

original objects in the event store for all

branches that are not changed. Mutually

exclusive with deepCopyOutput. (de-
fault True)

postfix Post�x to decoration and algorithm names.

Useful if the muon sequence is scheduled

multiple times.

ptSelectionOutput Decides if the 𝑝𝑇 selection is applied to the

output container or not. (default False)
qualitySelectionOutput Decides if the quality requirements are ap-

plied to the output container or not. (de-

fault True)
enableCutflow Store cut�ow information of intermediate

steps of this sequence. (default False)
enableKinematicHistograms Write the kinematic histogram. (default

False)

Trigger A trigger analysis sequence identi�es which triggers have passed for a given

event and provides the correct pre-scale factors in case of simulated events.

Tracking In this package, the VertexSelectionAlg helps with studying

available vertices and identifying the primary vertex.

9.3 Workflow Example: Muon Sequence

In general, CP algorithms are intended to run before the analysis framework code.

The CP algorithms decorate the physics objects, following the standard recommenda-

tions and the sequence con�guration. Standard sequences of CP algorithms are created

through make*Sequence functions in Python. The output of these sequences pro-

vide e�cient access to all selected objects in the processed events.
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This Section contains a discussion of the default muon analysis sequence
4
to give

an example of how CP algorithm sequences work in detail [Colb]; [Col19]. Table 9.1

lists all available options of the muon sequence at the time of writing this disserta-

tion. These options represent the �rst con�guration options exposed to the user. It is

still possible to con�gure scheduled algorithms and their tools afterwards. First, the

sequence function prepares the default values for the meta con�guration:

1 seq.addMetaConfigDefault ("selectionDecorNames", [])
2 seq.addMetaConfigDefault ("selectionDecorNamesOutput", [])
3 seq.addMetaConfigDefault ("selectionDecorCount", [])

These lists hold the decorations created by the sequence, often used for preselection

to skip undesirable events early. A separate list of decorations is managed for the

output container, including or excluding the 𝑝𝑇 or quality selection decorations, de-

pending on the con�guration. The �rst algorithm scheduled in the sequence is the

MuonEtaCutAlg:

1 alg = createAlgorithm( ’CP::AsgSelectionAlg’, ’MuonEtaCutAlg’ + postfix )
2 addPrivateTool( alg, ’selectionTool’, ’CP::AsgPtEtaSelectionTool’ )
3 alg.selectionTool.maxEta = 2.5
4 alg.selectionDecoration = ’selectEta’ + postfix + ’,as_bits’
5 seq.append( alg,
6 inputPropName = ’particles’,
7 outputPropName = ’particlesOut’,
8 stageName = ’selection’,
9 metaConfig = {
10 ’selectionDecorNames’ : [alg.selectionDecoration],
11 ’selectionDecorNamesOutput’ : [alg.selectionDecoration],
12 ’selectionDecorCount’ : [2]
13 },
14 dynConfig = {
15 ’preselection’ : lambda meta : "&&".join (meta["selectionDecorNames"][:])}
16 )

The algorithm is created with a type and a name. Additionally, a private instance of

the CP::AsgPtEtaSelectionTool is assigned to the algorithm. In line 3, the

maxEta property of the selection tool is set to 2.5, adding the requirement of |𝜂 | ≤ 2.5

for all muons. Objects that do not satisfy this requirement are not removed. Instead, the

decoration selectEta is added to mark objects that pass this requirement. Finally,

the con�gured algorithm is appended to the sequence. It is declared as part of the

selection stage, and the metaConfig and dynConfig parameters are used

to add the decoration selectEta to the global and output decoration lists. This

way, the following algorithms’ preselection will ensure that their workloads are only

executed for objects and events that pass the MuonEtaCutAlg.

4https://gitlab.cern.ch/atlas/athena/-/blob/21.2/
PhysicsAnalysis/Algorithms/MuonAnalysisAlgorithms/python/
MuonAnalysisSequence.py

https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/Algorithms/MuonAnalysisAlgorithms/python/MuonAnalysisSequence.py
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/Algorithms/MuonAnalysisAlgorithms/python/MuonAnalysisSequence.py
https://gitlab.cern.ch/atlas/athena/-/blob/21.2/PhysicsAnalysis/Algorithms/MuonAnalysisAlgorithms/python/MuonAnalysisSequence.py
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The remaining analysis sequence continues similarly. Each algorithm is �rst cre-

ated, its con�guration de�ned, and appended to the sequence. User parameters of the

sequence generation method can include or exclude the addition of individual algo-

rithms.

The following algorithms �lter muons based on their vertex properties, apply cali-

brations and decorate whether muons are isolation, in addition to 𝑝𝑇 and scale factor

information.

The muon analysis sequence is an example of a linear sequence of algorithms that

prepare muons from simulated or reconstructed data. For more in-depth requirements,

the individual algorithms can be changed, removed, reordered or appended. Multiple

sequences can be used to use di�erent working points.
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10 Reproducing RPV1L N-Tuples
with CP Algorithms

To test the current state of CP algorithms and their sequences, the n-tuple production

of the RPV1L analysis (see Chapter 6) is re-implemented with CP algorithms. The goal

is to implement the selection, calibration and generally recommended physics object

treatment for the objects relevant to the RPV1L analysis using CP algorithms. These

objects are electrons, muons and – potentially b-tagged – jets.

The n-tuple production code of the RPV1L analysis is a good test project for mul-

tiple reasons. First, the underlying stop1l-xaod framework is migrated to use the

AnaAlgorithm class, which is also the technical basis for CP algorithms. This re-

sults in a compatible Python con�guration of the sequences. Next, the RPV1L analysis

uses SUSYTools (ST), which is a widely adopted analysis package within the SUSY

group of ATLAS. Successfully using CP algorithms with ST would show the usability

of the CP algorithm work�ow and could serve as a prototype of their integration in

common ATLAS analysis frameworks. Finally, reproducing the RPV1L analysis with

CP algorithms serves as a “real world” validation, proving that CP algorithms provide

all necessary physics analyses tools.

10.1 Technical Setup

The validation is performed with a simulated test sample of 10000 𝑡𝑡 events1 with the

original implementation, referred to as reference, and a new CP algorithm version.

Figure 10.1 shows a diagram of the RPV1L analysis job structure in the stop1l-xaod

framework. A sequence of algorithms processes each event during the event loop

in the given order. A shared SUSYTools instance is created during initialization and

provides helper methods to the algorithms implementing the CP recommendations.

1
For reference, the exact sample is:

mc16_13TeV.407342.PhPy8EG_A14_ttbarHT1k5_hdamp258p75_nonallhad.
deriv.DAOD_SUSY5.e6414_s3126_r9364_p4172.
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Public SUSYTools

SUSYTools

EventInit

Common

Data

...

TriggerSelection

EventCleaning

ObjectCalibration

Preselection

GetScaleFactors

...

NTupleOutput

NTuple

Figure 10.1: Algorithm sequence of the stop1l-xaod framework in the RPV1L anal-

ysis. A shared SUSYTools instance provides object selection and other

helper methods to every algorithm. Data to be stored in the n-tuple out-

put, is collected in the CommonData singleton structure. Bold arrows

indicate relations of particular interest (singleton instantiation, output,

and relevant for object selection). The ObjectCalibration and

GetScaleFactors algorithms are of special interest since they im-

plement all object de�nitions and scale factor calculations. Several algo-

rithms that do not a�ect event selections or object de�nitions are omitted

for readability (marked with “. . .”).
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TheTriggerSelection,ObjectCalibration, andGetScaleFactors
algorithms are the most frequent clients of SUSYTools and have implicit calls to

CP tools that have to be replaced in the CP algorithm implementation.

During the initialization of ST, pile-up reweighting (PRW) is applied to simulated

events, to match the observed pile-up pro�le in data. PRW is not applied twice if it was

run before, e.g. in a corresponding CP algorithm. A singleton class, CommonData, is
created by the EventInit algorithm during initialization and is used within stop1l-

xaod to track all event and object data to be stored in the �nal n-tuple. N-tuple writing

is implemented through the NTupleOutput algorithm.

The reference implementation executes the sequence exactly as presented in Fig-

ure 10.1. The CP algorithm implementation schedules all object de�nition sequences

before the beginning of the diagram in Figure 10.1. In this way, all objects (electrons,

muons, and (b-)jets) are calibrated and decorated with all selections, before the stop1l-

xaod sequence starts. A new re-implementation of SUSYTools accesses these deco-

rations instead of calling CP tools. This lightweight implementation of SUSYTools is

re-implementing only a selected list of methods and forwards all other methods to the

original implementation. The changed methods and their purpose are:

• GetJets: Apply CP recommendations to the whole jet container. Calls

FillJet and applies b-tagging.

• FillMuon,-Electron,-Jet: Apply CP recommendations to an individual

jet, muon, or electron object.

• IsSignalElectron: Decorate an electron object with signal de�nition

�ags.

• OverlapRemoval: Do overlap removal between provided electron, muon

and jet containers.

• BtagSF: Calculate the b-tagging scale factor.

• JVT_SF: Calculate the JVT scale factor.

• GetTotalMuonSF: Calculate the total muon scale factor.

• GetTotalElectronSF: Calculate the total electron scale factor.

Only minor technical changes to the reference implementation of stop1l-xaod and

SUSYTools are made. A shared interface class of SUSYTools is used in all stop1l-xaod
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algorithms, to make the reference and lightweight ST implementations con�gurable

from Python.

The job con�guration of the reference happens in two places. First, a regular

SUSYTools con�guration �le of key-value pairs sets a very loose baseline de�ni-

tion of all objects. Second, the stop1l-xaod algorithm sequence de�nes – potentially

tighter – objects in the algorithm properties. This is mainly done via properties of the

ObjectCalibration algorithm.

The new CP algorithm implementation adds a layer of con�guration, by providing

con�guration options in the makeSequence methods, as well as in the underlying

algorithm properties. To achieve the same object de�nitions as the reference, the CP al-

gorithm sequences must be con�gured to select objects in the same order and with the

same parameters as the original SUSYTools methods.

10.2 Object Definitions

The physics objects are read from the centrally produced derivation �les and recon-

structed as described in Chapter 3. Events recorded during bad detector states are

removed and ambiguous (overlapping) objects resolved. The remaining objects are

calibrated and selected, e.g. by isolation working point, 𝑝𝑇 , 𝜂, et cetera, according to

the analysis objectives.

The electrons and muons of the RPV1L analysis are categorized in a baseline and a

signal set, where the latter is always more selective than the baseline selection. Jets

have to ful�l certain baseline conditions and are �avour tagged to identify jets from

decaying 𝑏-quarks.

Figure 10.2 shows a diagram of stored and intermediate object containers. The

containers named “Jets”
2
, “Electrons”, and “Muons” are read from the DxAOD �le

in both versions. In the reference implementation, these containers are read in

ObjectCalibration to produce intermediate containers, pre�xed with calib.
These containers are then treated as follows with the default SUSYTools implementa-

tion:

1. Calibration and object decoration via calls to SUSYTools helper methods.

2. Ambiguities between objects in the calib* containers are resolved in overlap

removal, marking objects that pass OR without removing any.

2
“Jets” is just a simpli�ed description. For reference, the real container name is “AntiKt4EMPFlowJets”.
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Figure 10.2: Intermediate physics object containers in CP algorithms and the stop1l-

xaod framework. The �rst containers are read from the input�le. In the

reference, these are directly used as a source for the calib* containers,

i.e. skipping the �rst box. In the CP algorithm implementation, the �le

containers are processed to pre-select and decorate all objects according

to the sequence con�gurations. The output of these sequences is then the

source for allcalib* containers. Each following container may contain

less selected objects but additional object decorations. 𝐸𝑚𝑖𝑠𝑠
𝑇

calculation

in the CP algorithm sequence is done similarly to the overlap removal

sequence, reading AnalysisJets and leptons passing the baseline

selection. The resulting AnalysisMET container is read on the stop1l-

xaod side (dashed circle) instead of calling a SUSYTools method to com-

pute 𝐸𝑚𝑖𝑠𝑠
𝑇

.
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3. 𝐸𝑚𝑖𝑠𝑠
𝑇

is calculated with objects in calib* containers that are passing baseline

requirements, i.e. not including overlap removal.

4. Finally, �ltered baseline and signal objects are stored separately in the Common
-Data structure. These selections are based only on the prepared decorations,

e.g. baseline(electron) and passOR(electron) to de�ne baseline

electrons.

In the CP algorithm version, the basic objects from the DxAOD �le are read in the

�rst algorithm of each sequence, and stop1l-xaod is only executed with the lightweight

SUSYTools instance:

1. The jet and �avour-tagging sequences prepare AnalysisJets with the cor-

responding object decorations. Similarly, electron and muon sequences prepare

the corresponding lepton containers.

2. The overlap removal sequence reads these objects to remove ambiguous objects

in all Analysis* containers and, as opposed to the stop1l-xaod implemen-

tation, produces new containers that potentially only stores objects passing the

overlap removal (con�gurable).

3. Similarly, the 𝐸𝑚𝑖𝑠𝑠
𝑇

sequence reads AnalysisJets and leptons passing base-

line requirements to compute the missing transverse momentum. The output is

stored in a AnalysisMET container. (Not shown in Figure 10.2)

4. Analysis*OR objects are used in ObjectCalibration to prepare the

intermediate calib* containers by calling the lightweight ST methods.

5. AnalysisMET is read instead of calling SUSYTools method to compute 𝐸𝑚𝑖𝑠𝑠
𝑇

.

(dashed line)

6. The �nal baseline and signal containers are created as in the reference imple-

mentation.

In the following subsections, the technical details are highlighted that are neces-

sary to select the same objects in the CP algorithm implementation compared to the

reference.
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10.2.1 Jet and b-Jet Definition

The jet container is read in the ObjectCalibration algorithm, and each jet is

processedwith SUSYTools helper methods. Each jet is calibrated and decoratedwith jet

vertex and b-tagging tagging information.
3
A second, looser, b-tagging working point

is prepared for overlap removal to ensure that b-tagged jets are retained over leptons

in most relevant cases. The baseline and signal requirements on 𝑝𝑇 and 𝜂 are checked,

and corresponding �ags are decorated. Each jet that passes baseline and jet vertex

tagging (JVT) requirements is assigned the overlap removal priority (2), over jets that

only pass baseline (1) or neither of both requirements (0). If a signal jet is simulated,

it is also decorated with the truth information about its origin from a b-decay. The

resulting container of calibrated jets still contains all jets, with only added decorations

about passing the mentioned decorations, indicating ful�llment of the requirements

mentioned above.

Jets that pass baseline requirements and overlap removal are stored in thebaseJets
container. Signal jets are a strict subset of baseJets, and are stored in the

signalJets container. A last container is created to store all signal jets that

are b-tagged.

Jet vertex and b-tagging have associated scale factors that are computed in the

GetScaleFactor algorithm. In this algorithm, the nominal scale factor and a

scale factor for each a�ecting systematic uncertainty is computed by calling SUSY-

Tools helper methods.

In the CP algorithm implementation, all implicit calls to CP tools of the ST helper

methods are removed by using the lightweight ST implementation. The default jet and

�avour tagging sequences provide most of the required functionality, and only minor

changes are necessary to achieve the same jet selection as in the reference. For ex-

ample, certain decorations had to be renamed to match the expected decorations in

SUSYTools, e.g. the JVT �ag passJVT and the corresponding scale factor name. The

𝑝𝑇 and 𝜂 requirements for forward jets are changed to match the default ST con�gura-

tion. Finally, two simple decoration algorithms are added to decorate each jet with the

baseline �ag and overlap removal priority.

Calibrating jets in CP algorithms results in very small di�erences in jet energy prop-

erties on the order of 10
−7
. These di�erences appear on a binary comparison between

the produced n-tuples, but derived quantities, such as 𝐸𝑚𝑖𝑠𝑠
𝑇

, are a�ected as well. The

impact of these di�erences is discussed in Section 10.3.

3
See Section 3.4 for more details on jet reconstruction.
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10.2.2 Electron and Muon Definition

Reconstructed electrons and muons, see Sections 3.2 and 3.3 respectively, are read in

the ObjectCalibration algorithm. Individual muons are calibrated and deco-

rated with baseline and signal 𝑝𝑇 and 𝜂 requirements. Muons originating from the

primary vertex are decorated with the baseline �ag and an overlap removal priority

of 2. Additionally, two isolation working points (isol, isolHighPt) and the sig-

nal identi�cation (ID) working point are decorated. Each muon passing the baseline,

signal ID, and isolation requirements, is decorated with the signal �ag. Finally, muons

are marked as “bad” if the associated track does not ful�ll certain requirements, e.g.

originating from cosmic events, if the muon track does not match the collision region.

All “good” muons that pass baseline requirements and overlap removal are stored in

the baseMuons container, while signal muons are stored in signalMuons.

Similar procedures are applied for the electron selection, except for the check of bad

or cosmic tracks. Electrons have additional decorations to identify charge �ips or cut

on ambiguity classi�ers.

The CP algorithm sequence for muon preparation is extended with simple decorator

algorithms for the baseline requirement and overlap removal priority again. Addi-

tionally, a short algorithm is included to identify bad muons by their associated track

parameters in the same way as it is implemented in the SUSYTools reference. Sig-

nal muon objects are decorated with multiple isolation working points, such that they

can be read in the lightweight SUSYTools methods. Several scale factor algorithms are

added to the sequence, e.g. to compute the scale factors for isolation and identi�ca-

tion. Muon trigger scale factors can only be computed after overlap removal is applied,

which is why the corresponding algorithms are scheduled after the OR sequence and

therefore only decorate muons in the AnalysisMuonOR container.

The electron CP algorithm sequence requires only minor changes as well, e.g. the

decorator algorithms for baseline and OR priority. All scale factors for electrons can

be computed by individual algorithms in the electron sequence, even before overlap

removal.

Slight di�erences in the total scale factors for electrons and muons, with a maximum

on the order 10
−7
, are observed on the binary level, without a�ecting the �nal cut�ow

or yield results.
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10.2.3 Overlap Removal in CP Algorithms

The current default overlap removal sequence manages individual algorithms to re-

move overlapping objects between two object types. One algorithm manages a single

tool, e.g. to apply overlap removal to individual muons and jets. On the other hand,

the reference implementation in SUSYTools uses the ToolBox helper class that im-

plements recommended con�gurations and prepares all overlap removal tools at once.

To match the behaviour between both approaches, the default CP algorithm se-

quence for overlap removal has to be extended in terms of con�gurable algorithm

properties. The MuPFJetORT is missing the b-jet label to include b-tagging infor-

mation in its OR decisions. Additionally, options for removing calorimeter muons in

the electron-muon OR tool and “ghost association” in the muon-jet OR tool are added

to re�ect the con�guration of the ToolBox approach. In SUSYTools, user priorities

are set for pre-selected jets (1) and selected jets and leptons (2). These user priori-

ties are explicitly enabled in the lepton-jet OR tools. With these changes, the pro-

cessed events behave the same in both setups. By default, the output container of the

OverlapAnalysisSequence is only storing objects that pass overlap removal.

10.2.4 Missing Transverse Momentum

The calculation of missing transverse momentum is done without applied over-

lap removal.
4

In the reference implementation of ObjectCalibration, the
GetMETmethod calculates 𝐸𝑚𝑖𝑠𝑠

𝑇
by calling the corresponding CP tools on all calib

-containers.

In the CP algorithm implementation, that function call is completely replaced by

just reading AnalysisMET from the event store. The standard sequence provides

all necessary options, and only minor changes are necessary to re�ect the SUSYTools

con�guration. The softTermKey is set to PVSoftTrk, the doJetJVT option is

enabled, and doTrackMet is disabled. In the MetBuilderAlg, the finalKey
parameter is set to Final.

The input of the 𝐸𝑚𝑖𝑠𝑠
𝑇

sequence consists of the AnalysisJets, as de�ned above,
and selections of the muon and electron containers, only containing objects that meet

the baseline requirements. This selection is stored in temporary containers.

Minor di�erences in 𝐸𝑚𝑖𝑠𝑠
𝑇

and the derived𝑚𝑇 in a binary comparison have no e�ect

on the resulting event-cut�ow and yields.

4
See Section 3.5 for more details on 𝐸𝑚𝑖𝑠𝑠

𝑇
reconstruction.
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10.2.5 Systematic Variations

Every CP tool declares the systematic variations of its operations and can be executed

with these variations applied. CP tools are typically evaluated in one-sigma up and

down variations, in addition to the nominal execution. The reference implementation

of the RPV1L analysis o�ers two approaches to systematic variations:

1. The analysis is executed with the nominal object de�nitions. In the GetScale
-Factors algorithm, a loop over all weight-a�ecting systematic variations is

performed to calculate the variations of scale factors with respect to the nominal

signal objects.

2. The analysis is executed only with one kinematics-a�ecting systematic varia-

tion. In this mode, no weight-a�ecting variations are evaluated, and an individ-

ual n-tuple production job is required for each kinematics-a�ecting systematic

variation.

In both approaches the systematic variation is applied to the entire SUSYTools collec-

tion of CP tools. After the required operations are performed, SUSYTools is reset to

the nominal mode.

CP algorithms treat systematic variations di�erently. Each CP algorithm that is

potentially a�ected by systematic variations executes a loop over all con�gured sys-

tematic variations in its execute() method. For each loop iteration, a di�erent

container is prepared, e.g. AnalysisMuons_%SYS%, where %SYS% is replaced

with NOSYS for the nominal execution and otherwise the current systematic variation

name. If the algorithm is not a�ected by the current variation, the container points to

the nominal container, in order to be transparent to subsequent algorithms that might

need to access the systematically varied container. There is no di�erentiation between

kinematics- and weight-a�ecting systematic variations in CP algorithms in favour of a

simpli�ed con�guration. However, it is possible to evaluate weight-a�ecting variations

only by creating systematically varied decorations on the nominal container. Through

this mechanism, e.g. scale factor decorations can be evaluated without creating a sys-

tematically varied container for the relevant weight-a�ecting variations.

In order to integrate the CP algorithm approach to systematic variations with the

stop1l-xaod framework, the sequences are con�gured to either run a selected list of

weight-a�ecting systematics or a list of kinematics-a�ecting systematics. Both ver-

sions always also run the nominal evaluation to de�ne a default container for unaf-

fected algorithms to refer to. The ObjectCalibration algorithm is modi�ed
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such that jets, muons and electrons loop over all systematic containers apply the dec-

orations used in the analysis. Only the nominal container or a selected kinematics-

a�ecting systematic variation is written out to the n-tuple. In GetScaleFactors,
all objects of weight-a�ecting variations are read as systematically varied decorations

from the nominal container, and scale factors are computed for all corresponding ob-

jects that match the signal requirements. This implementation is not tuned to yield the

same values as the reference but only added to compare the computational workloads

in both setups.

The strength of the CP algorithm approach is observable if the analysis evaluates

multiple kinematics-a�ecting systematic variations since individual una�ected algo-

rithms resolve the systematically varied container by pointing to the nominal con-

tainer. In comparison, the reference implementation requires complete re-executions

of the whole process for each variation, which does contain redundant operations. The

performance di�erences of both setups with systematic variations are discussed in Sec-

tion 11.4.

10.3 N-Tuple Comparison

10000 𝑡𝑡 events are processed as a benchmark for the n-tuple production with the ref-

erence and the new CP algorithm implementation of the RPV1L analysis. In the result-

ing outputs, only minor di�erences in scale factors, jet energy calibrations, 𝐸𝑚𝑖𝑠𝑠
𝑇

, and

derived quantities are observed. An event by event comparison shows that these dif-

ferences never exceed a maximum of 0.006%, as shown in Table 10.1. Figure 10.3 shows

the ratio of the jet energy and𝑚𝑇 distributions of both versions. Discrepancies in the

binary comparison are negligible and likely caused by di�erences due to �oating-point

operations.

Both versions contain the same events with one lepton and at least four jets, as can

be seen in Listing 10.4. At every intermediate step, the algorithms of the stop1l-xaod

framework select the same number of events. Another quantity to consider is the two-

dimensional distribution of the number of jets vs. number of b-tagged jets. Listing 10.5

shows the identical yields for both versions. This shows that the con�guration of both

versions are identical with respect to object de�nitions (ID, isolation, etc.) and overlap

removal.
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Table 10.1: Maximum relative di�erences observed in a binary comparison of the n-

tuples of both setups with 10000 𝑡𝑡 events.

Variable Di�erence in %

𝑚𝑒𝑡 1.44e-05

𝑚𝑒𝑡_𝑝ℎ𝑖 5.19e-05

𝑚𝑡 0.006

𝑚𝑖𝑛𝑚𝑎𝑥_𝑚𝑎𝑠𝑠 1.19e-07

𝑠𝑢𝑏𝑙𝑒𝑎𝑑𝑚𝑡 7.60e-05

𝑗𝑒𝑡_𝑒 1.19e-07

𝑧𝑙𝑙_𝑚𝑒𝑡 4.02e-07

𝑠 𝑓 _𝑛𝑜_𝑝𝑢 1.33e-07

𝑠 𝑓 _𝑡𝑜𝑡𝑎𝑙 2.24e-07

Figure 10.3: Jet energy and𝑚𝑇 distributions of 10000 𝑡𝑡 events in the CP algorithm and

reference setups. The lower plots show the ratio between both versions,

i.e. 1 corresponds to an exact match.
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Figure
10.4:
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11 Performance Analysis

This Chapter contains a study of the computing performance of the RPV1L n-tuple

implementationwith CP algorithms and its reference. The computingworkload of both

implementations is expected to be similar if no systematic variations are evaluated.

Di�erences in computing performance might be caused by ine�ciencies in the job

con�guration or redundant operations. A study of the computing performance could

help to point out the critical sections of the con�guration, resulting in “best-practice”

recommendations for CP algorithm users.

The event sampling
1
based [Cora] pro�ler Intel

®
VTune

TM2
[Corc] is used to study

the n-tuple production in detail. Occasionally, the ittnotify library is used to limit

the data collection of VTune to the event loop by starting the collection in the �rst event

of the �rst algorithm and stopping in the finalize method of the EventInit
algorithm.

Two essential metrics are reported by the production jobs themselves, namely “wall

clock time” of the event processing and the rate of events per second. Events per sec-

ond are measured both including and excluding the initialization time of the process. A

rate without initialization time is a better approximation of real-world analyses since

n-tuple production is typically run on large amounts of data. The constant initialization

time becomes negligible in this case. For this reason, the event rate without initializa-

tion time is used as the �nal metric to evaluate the performance of a given setup.

All performance measurements are executed on the same computer:

• Intel
®
Core(TM) i7-6700 CPU @ 3.40GHz, 4 physical cores, 8 logical cores

2× 128kB L1 (instruction, data), 1MB L2 (uni�ed), 8MB L3 (uni�ed)

• 8GB DDR4 RAM @ 2133 MHz

• SSD: SAMSUNG MZ7LN256 256GB, 520 MB/s seq. write, up to 550 MB/s read,

100K IOPs random read, up to 90K IOPS random write

1Hardware event is referring to the data of dedicated performance monitoring units in the CPU. Regular

readout of these counters enables pro�lers to derive an estimated utilization of the CPU with little

overhead in execution time.

2
As part of Parallel Studio XE 2020.4.912.
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During performance measurements, no other processes are executed on the computer,

except for the usual system processes. This minimizes �uctuations between measure-

ments. Wall times and event rates are measured as the average of 10 repetitions with

the corresponding standard deviation. Occasionally, the minimum or maximum of 10

repetitions is provided to give an estimate of the best-case performance.

Event sampling based pro�ling is prone to larger �uctuations since performance

metrics are collected at regular intervals during the process execution. These samples
can vary compared to a second pro�le with the same con�guration. Thus, the results of

pro�les are only used in relative measurements between changes to the con�guration

and to locate interesting sections of the code.

The n-tuple code depends on a published analysis release, distributed via the CERN

VM �le system [Blo+20]. Software read from this network storage is automatically

cached locally. For this reason, the �rst execution of a given process can be slower

than any subsequent execution.

To improve the reproducibility betweenmultiple executions, the Linux kernel caches

are dropped by calling sysctl vm.drop_caches=3, freeing up the RAM of any

cached pages and slab objects, e.g. dentries and inodes [RM]. This also emulates a

typical analysis process, where reading data from disk or even network storages is a

regular operation.

11.1 Initial Performance Evaluation

An initial evaluation of the CP algorithm implementation and the reference of the n-

tuple production code is done to assess the general performance of both setups. At

the time of this initial test, the CP algorithm implementation did not include the 𝐸𝑚𝑖𝑠𝑠
𝑇

and scale factor calculation, and the corresponding default SUSYTools methods are

used. This might also lead to some redundant calculations since the CP algorithm

sequences already contain some algorithms for the calculation of scale factors. No sys-

tematic variations are evaluated in this initial test, which can be disadvantageous for

the CP algorithm implementation since it executes some infrastructure to address sys-

tematic variations by default. This includes, for example, the SysListLoaderAlg,
which prepares a list of all applicable systematic variations.

Table 11.1 shows the average wall times and event rates for the n-tuple production

of 10000 𝑡𝑡 events in both setups. As expected, the CP algorithm implementation is

slightly slower than the reference in this setup, which amounts to a ∼11% longer exe-

cution time and a ∼10% lower event processing rate.
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Table 11.1: Wall time and event rate of processing 10000 𝑡𝑡 events with the CP algo-

rithm and the reference implementation of the RPV1L n-tuple producton

code. The average and standard deviation of 10 repetitions is shown. No

optimizations are applied.

Wall time (𝑠) Event rate (𝐻𝑧)

Reference 229.70 ± 2.72 43.44 ± 0.52

CP algorithms 255.30 ± 3.29 39.08 ± 0.50

11.1.1 Performance Snapshot

Intel
®
VTune

TM
provides a performance snapshot pro�le with the intention to guide the

user through detailed pro�ling types. Figure 11.1 contains a screenshot of the result-

ing recommendations for the reference. The recommendations for the CP algorithm

implementation are almost identical, except for a reported 37.3% (vs. 37.7%) of retired

instructions
3
at the microarchitecture exploration stage, which is likely within the un-

certainty of event sampling based pro�ling.

This summary emphasizes three points. First, a hotspot analysis should be run to iso-
late single sections of the code responsible for a large part of the total runtime. These

hotspots are typically promising candidates for optimization. The second suggestion

is the threading pro�le to measure utilization of all available CPU cores. This pro�ling

type is not very relevant for this study since the underlying ATLAS analysis release is

not intended to provide multithreading capabilities. The last pro�ling type, microar-
chitecture exploration, points out issues with micro-operation dispatching, branch pre-

diction and port utilization. This is a common occurrence in ATLAS event processing

code since event-by-event processing is hard to predict by nature [Err16]. Each subse-

quent event is physically independent. Additionally, many C++ classes are instantiated

to treat the possibly occurring physics objects in a given event, which results in unlo-

calized code that is hard to be cached in the instruction cache of the CPU.

11.1.2 Hotspot Analysis

The hotspot pro�le reveals that a signi�cant proportion of the n-tuple production pro-

cess is caused by calls to various isAffectedBySystematicmethods of multi-

ple CP tools in both versions. Figure 11.2 shows the six most time-consuming function

calls, including a list of callers for the �rst two.

3Retired instructions are all instructions the CPU fully executes and that are actually required to execute

the current program [Corb].
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Figure 11.1: Recommendations of the performance snapshot pro�le for the reference

n-tuple production, recommending a hotspot, threading and microarchi-

tecture pro�le. The result of the CP algorithm version is almost identical,

except for 37.3% retired instructions at the microarchitecture explaina-

tion stage.

Table 11.2: Wall time and event rate with caching the systematics list in

GetScaleFactors. The average and standard deviation of 10 repe-

titions is given.

Wall time (𝑠) Event rate (𝐻𝑧)

Reference 72.00 ± 0.63 137.99 ± 1.02

CP algorithms 99.10 ± 2.39 100.33 ± 2.33

All of these function calls are ultimately caused bygetSystInfoList(), which
assembles a list of all available and relevant systematic variations for the current con-

�guration. This function is used in the stop1l-xaod algorithm GetScaleFactors,
which calculates and stores all relevant scale factors, potentially dependent on system-

atic uncertainties. The algorithm calls getSystInfoList() during initialization,

but also for every event during the event loop. The list of relevant systematic variations

does not change for each event and can be cached during initialization instead.

Table 11.2 shows the total run time and event rate after implementing a �x for the

GetScaleFactors hotspot. A comparison to Table 11.1 shows that this simple

�x improves the reference by a factor of ∼3 and the CP algorithm implementation by a

factor of∼2.5. This optimization only a�ects analyses using the stop1l-xaod framework



96 11 Performance Analysis

Figure 11.2:Most time-consuming function calls as the fraction of the total time

in the CP algorithm implementation. Many functions are called by

isAffectedBySystematic methods of various CP tools, which

happens in both, the CP algorithm and the reference implementation.

since the original issue is the ine�cient usage of a method provided by SUSYTools.

Including this optimization, the di�erence between the reference and the CP algo-

rithm version becomes more pronounced. The event rate of the CP algorithm imple-

mentation is ∼27% lower compared to the reference.

11.1.3 Hotspot Analysis with GetScaleFactors Fix

A second hotspot analysis is done to assess the di�erences between the reference and

the CP algorithm implementation after the �rst hotspot is resolved. Figure 11.3 shows a

top-down call graph showing theexecutemethods of all involved algorithms, which

are called on every event in the �le. It shows a di�erence between both setups that is

not localized in a single location of the program.

In the reference (left), the algorithms ObjectCalibration, GetScale-
Factors and TriggerSelection account for ∼93% of the run time spent in all

execute methods. These algorithms implement the object selection, compute scale

factors and check if given objects pass certain triggers of interest.
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Figure 11.3: Time spent in individual algorithms in the reference (left) and the CP al-

gorithm implementation (right).
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For the CP algorithm implementation, these three algorithms only account for ∼57%
of the total time and the workload appears to be distributed. The absolute time spent

in ObjectCalibration is lower, compared to the reference, since physics de�ni-

tions are now executed in the corresponding CP algorithms. For example, the jet cal-

ibration, is extracted from ObjectCalibration into the JetCalibration
algorithm.

Jet calibration takes up ∼4 s in the CP algorithm implementation, but the reference

pro�le shows only∼1.7 swithin the object calibration algorithm of the reference. These

absolute time measurements can vary between pro�les, but this di�erence is large

enough to suggest a di�erence in the con�guration. This is likely caused by di�erences

in the preselection before jet calibration. In the GetJets and FillJetmethods of

the reference, a set of jet property checks are executed before jet calibration is applied.

For the CP algorithm setup, fewer preselection cuts are applied, resulting in more jets

being calibrated, only to be �ltered by baseline and signal requirements later. A similar

di�erence also occurs in the case of muon calibration.

In both versions of theObjectCalibration, a signi�cant part of the time in the

event loop is spent in trigger matching methods that check if a given particle activated

a speci�c trigger.

Time spent inGetScaleFactors andTriggerSelection does not change

signi�cantly since both setups perform the same operations in these algorithms. The

runtime of GetScaleFactorsmostly consists of calculations of JVT, electron and

muon scale factors. For TriggerSelection, most of its self-time comes from

�nding relevant triggers that passed for a given event.

A fourth time-consuming section, only occurring in the CP algorithm case, is the

AsgViewFromSelectionAlg. The overhead originates from making deep

copies of calibrated electron, muon and jet containers in the current test. This is

an ine�ciency in the con�guration of the corresponding CP algorithm sequences of

this test and not of the default sequences.

In summary, there are opportunities for performance optimizations in the reference

and the CP algorithm implementation of the n-tuple production code. Additionally,

there is a measurable di�erence between the CP algorithm implementation and the

reference, which is caused by the current con�guration of the test.
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Table 11.3: Average and maximum event rates of 10 repetitions of processing 10000 𝑡𝑡

events in the reference and the CP algorithm implementation with and

without doing deep copies of the output electron and muon containers. In

this test, the GetScaleFactor algorithm is con�gured to not evaluate

anyweight-a�ecting variations, resulting in higher event rates than shown

in Table 11.2.

Mean event rate (𝐻𝑧) Max. event rate (𝐻𝑧)

Reference 190.66 ± 2.25 195.13

CP algorithms with deep copies 115.58 ± 4.34 120.97

CP algorithms without deep copies 130.52 ± 1.58 133.49

11.2 Deep Copies of Containers

The version of the CP algorithm sequences that is pro�led in Section 11.1 cre-

ates deep copies of the AnalysisElectrons and -Muons containers. Deep

copies ensure that the resulting container is independent and complete, i.e. there

are no links to a separate container in the event store. With this operation, the

AsgViewFromSelectionAlg is a dominant component in the VTune pro�les.

There is no bene�t of doing deep copies at this point since the objects are read from

memory in the stop1l-xaod framework. The decision of enabling or disabling deep

copies is typically located at the end of CP algorithm sequences.

Table 11.3 shows the event rates of 10 repetitions of processing 10000 𝑡𝑡 events in

the reference and the CP algorithm setup with and without deep copies. By avoiding

deep copies, the event rate in the CP algorithm setup improves from 115.59 ± 4.34𝐻𝑧

to 130.52 ± 1.58𝐻𝑧. This observation motivates an e�cient treatment of intermedi-

ate containers by avoiding deep copies when the containers are solely processed in

memory.

11.3 Preselection in CP Algorithms

Pro�ling the complete implementation of CP algorithms with weight-a�ecting sys-

tematic variations reveals that a large fraction of time is spent in di�erent func-

tions as the reference. 12.7% of the time is spent in the __popcountdi2 builtin

method, counting bits in a bit set. This is followed by 6.2% in the CxxUtils::
ConcurrentBitset::Impl::count, which is also the callee of the above

population count. In the reference, the most dominant function call is the new opera-

tor with 7.3%, which is 5.4% in the CP algorithm version.
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The stack trace of both population count methods shows that they are caused by re-

trieving the data or resolving the original object links from shallow copied containers.

As described in Section 10.2.5, each systematic variation introduces new lightweight

copies of the processed object containers in CP algorithms. The fact that these opera-

tions appear in the pro�le suggests that individual calls are cheap, but they scale with

the number of intermediate containers and systematic variations.

One minor cause is identi�ed as the preselection condition on many CP algorithms.

For example, the muon sequence manages a list of selection decorations, e.g. 𝑝𝑇 and 𝜂

requirements, and algorithms can be con�gured such that they are only executed on

objects where all preselection requirements are met. Each requirement in the prese-

lection list involves a read access to the corresponding container to retrieve the status

of the �ag for the current event. Since these requirements often accumulate and imply

each other, e.g. by only checking the 𝜂 requirements on events where the 𝑝𝑇 require-

ments are already met, it is su�cient to only use the latest preselection �ag.

In a simple test, the electron and muon sequences are modi�ed to only access the

last preselection since these sequences use this mechanism considerably. With this

reduction of preselection evaluations, the VTune pro�le reports 10.9% of the runtime

coming from __popcountdi2 and 5.5% from count. Therefore, this represents a
slight improvement that is easy to implement and should be considered best-practice

whenever preselections are used accumulatively.

Table 11.4 shows the event rates while checking either all or just the last preselec-

tion �ag. The process that evaluates weight-a�ecting systematic variations improves

through this change since each preselection is checked for every systematic variation.

The process that only runs over a single kinematics-a�ecting variation is not mea-

surably improving by this approach since this behaviour scales with the number of

evaluated systematic variations

The remaining calls to the population countmethods are still responsible for a signif-

icant proportion of the job execution if many systematic variations are evaluated. This

is due to distributed access to various systematically varied containers, which is a fun-

damental design decision for CP algorithms. There is no design improvement to solve

this problem other than reducing the number of CP algorithms and their operations to

a minimum.

The machine instruction popcnt is available on all computer architectures that

support the SSE 4.2 instruction set [Cor20]. Recompiling the ConcurrentBitset
class with the gcc option -mpopcnt4

, improves the performance of this code sec-

4
Included in -march=native, but used exclusively here.
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Table 11.4: Average and maximum event rates of 10 repetitions of processing 10000 𝑡𝑡

events while either checking all or the last preselection �ags in the elec-

tron and muon sequences. “CP algorithms (weights)” refers to the nominal

execution, where also multiple weight-a�ecting systematic variations are

evaluated. “CP algorithms (kinematics)” refers to a job where only a single

kinematics-a�ecting systematic variation is evaluated.

Mean event rate (𝐻𝑧) Max. event rate (𝐻𝑧)

CP algorithms (weights) 43.34 ± 0.28 43.63

CP algorithms (weights) one presel. 44.78 ± 0.37 45.31

CP algorithms (kinematic) 113.69 ± 1.85 116.73

CP algorithms (kinematic) one presel. 114.12 ± 1.02 116.34

tion. The average event rate of processing 10000 𝑡𝑡 events increases to 50.21± 0.64𝐻𝑧,

which is a ∼11% improvement, matching the previously reported 10.9% spent in the

builtin population count. The largest remaining hotspot in a new VTune pro�le is the

allocation operator with 6.6%, similar to the reference.

ATLAS software is usually compiled with very few assumptions about the underly-

ing architecture because of unpredictable computing environments in the Collabora-

tion. For this reason, the -mpopcnt option is not used in the following studies.

11.4 Systematic Variations

As already mentioned in Section 10.2.5, the two approaches to kinematics-a�ecting

and weight-a�ecting systematic variations could introduce di�erences in the comput-

ing performance between the reference and the CP algorithm setup. Various tests are

performed to evaluate these di�erences in both setups. All tests include the previously

discussed optimizations.

11.4.1 Scaling

Figure 11.4 shows the event rate scaling of the CP algorithm setup with respect to

the number of processed variations. A list of 36 weight-a�ecting and 14 kinematics-

a�ecting systematic variations is passed to the CP algorithm sequences, and each con-

tainer is also processed in the ObjectCalibration or GetScaleFactor al-

gorithms of the CP algorithm implementation. The event rate is reduced with an in-

creasing number of variations due to the workload of preparing a systematically varied

container for each variation. Each CP algorithm that modi�es a systematically varied
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Figure 11.4: Event rate of processing 10000 𝑡𝑡 events in the CP algorithm setup with

an increasing number of systematic variations. Each test is repeated 10

times, showing the mean, standard deviation, and minimum/maximum.

container creates a new shallow copy of it. The slowdown of the event rate is unex-

pected for the �rst 36 variations since no systematically varied container should be

created and only systematically varied decorations to the nominal containers are ap-

plied.

11.4.2 Weight-A�ecting Variations

In the previous test it is found that processing the nominal containers and additionally

calculating systematically varied scale factors is slower in CP algorithms than in the

reference. This di�erence is also visible in Table 11.4, which amounts to a 2 to 3 times

lower event rate. To further test this, 36 weight-a�ecting systematic variations (e.g.

JET_JvtEfficiency__1down and 1up) are evaluated in addition to the nom-

inal containers. Table 11.5 shows the event rates of the CP algorithm and the reference

setup, only including the evaluation of weight-a�ecting variations. The CP algorithm

implementation is ∼3 times slower in this case. A third measurement is performed,

where weight-a�ecting variations are not evaluated in GetScaleFactors, which
shows that the overhead is located in the scheduled CP algorithms.

The overhead is unexpected since only weight-a�ecting systematic variations are
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Table 11.5: Average and maximum event rates of 10 repetitions of processing 10000 𝑡𝑡

events with only weight-a�ecting variations in addition to the nominal

containers. Turning o� the evaluation of weight-a�ecting variations in the

GetScaleFactors algorithm is not a�ecting the event rate by much.

This shows that the overhead is mostly caused by operations in the CP

algorithm sequence. Forcing all algorithms that create scale factor decora-

tions to only consider the nominal container increases the event rate by a

factor of ∼2. Avoiding the output property in scale factor calculating algo-

rithms removes the overhead from unnecessary particle container copies.

Mean event rate (𝐻𝑧) Max. event rate (𝐻𝑧)

CPA 45.12 ± 0.26 45.42

CPA (w/o GetScaleFactor) 44.99 ± 0.89 45.97

CPA (forced to NOSYS) 91.53 ± 1.68 93.69

CPA (no output properties) 110.70 ± 1.71 113.47

Reference 138.87 ± 1.01 140.36

considered, which mostly a�ect scale factor decorations. CP algorithms should be able

to automatically optimize this situation such that no unnecessary copies of systemati-

cally varied containers are created, and only the nominal containers are decorated with

systematically varied scale factors.

In a separate test, the automatic system of handling systematic variations is man-

ually disabled for the corresponding scale factor algorithms, which in turn are forced

only to evaluate the weight-a�ecting variations for decorations to the nominal con-

tainer (NOSYS). In this proof-of-concept approach, the event rate roughly doubles

from 45.12±0.26𝐻𝑧 to 91.53±1.68𝐻𝑧. This is an extreme and non-standard optimiza-

tion, strictly assuming that no weight-a�ecting variations would ever be evaluated on

top of kinematics-a�ecting systematic variations. Such manual con�gurations should

be avoided in regular analyses.

The �nal cause of this ine�ciency is found to be a subtle miscon�guration in the test

setup. Each scale factor calculating algorithm had a de�ned output property name for

the corresponding particle container. With this, the system automatically assumed a

systematically varied particle container and therefore created an unnecessary copy. Re-

moving this property from all scale factor algorithms results in the intended behaviour

and an average event rate of 110.70±1.71𝐻𝑧. The centrally provided default sequences
do not contain this miscon�guration. Figure 11.5 shows the updated event rate scal-

ing with 36 weight-a�ecting and 14 kinematics-a�ecting systematic variations. Each

weight-a�ecting variation introduces little overhead, and kinematics-a�ecting varia-

tions show an expected slowdown.
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Figure 11.5: Event rate scaling of processing 36 weight-a�ecting and 14 kinematics-

a�ecting systematic variations (ordered) 10 times in the CP algorithm im-

plementation. Each weight-a�ecting variations adds little overhead, if no

output container of the underlying particle type is con�gured in all scale

factor algorithms.
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11.4.3 Kinematics-A�ecting Variations

Processing a single kinematic-a�ecting systematic variation could also be slightly

slower in the CP algorithm setup since the nominal containers are always required

to serve as a default fall-back if a given CP algorithm is not a�ected by the variation.

The average event rate in this case is 115.28 ± 1.02𝐻𝑧 for the CP algorithm setup and

115.37±1.72𝐻𝑧 for the reference implementation. In this one-to-one comparison, both

event rates are within the uncertainties, which shows that the CP algorithm approach

can be as e�cient as the reference.

The strength of the CP algorithm approach is observable if multiple kinematics-

a�ecting systematic variations are evaluated in one job. In this case, the reference

implementation requires individual jobs for each variation. A comparison is done by

executing the nominal job, including weight-variations and 14 additional kinematics-

a�ecting systematic variations. The results are shown in Table 11.6, where the CP al-

gorithm approach is up to ∼8 times faster. This comparison is biased by not storing

systematically varied containers in the n-tuple in the CP algorithm version.

Processing all selected systematic variations at once in a CP algorithm job can be sig-

ni�cantly faster than re-executing the whole analysis for each variation. A resulting

best-practice recommendation could be to omit systematic variations in CP algorithms

during development and schedule an n-tuple production with all systematic variations

at oncewhen the analysis is matured. This recommendation depends on how e�ciently

the used analysis framework treats weight- and kinematics-a�ecting systematic vari-

ations.

It is also recommended to minimize the number of CP algorithms that need to re-run

if their input containers are a�ected by a systematic variation. For example, the overlap

removal sequence needs to re-run for any systematic variation that a�ects its input

objects. Any subsequent algorithm that works on the output of the overlap removal

sequence is evaluated as well. Therefore, ensuring that most processing is done on the

individual object-sequences before overlap removal is most e�cient.

11.5 TrigDecisionTool Improvement

A pro�le of an unrelated analysis revealed an ine�ciency in the TrigDecision-
Tool, which is also used in the RPV1L analysis. This tool provides theisPassed()
method, which determines if a given event passes a speci�c trigger. The pro�led anal-

ysis spends roughly 40.7% of all clock cycles in the isPassed() method and more
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Table 11.6: Average event rate and total time of 10 repeated executions. The CP algo-

rithm version is executing all weight- and kinematics-a�ecting variations.

The reference implementation is split into nominal and weight-a�ecting

variations, and individual executions for single kinematics-a�ecting sys-

tematic variations. The total time of all reference jobs is summed to be

comparable to the CP algorithm execution.

EventRate (𝐻𝑧) Total time (𝑠)

CP algorithms 65.96 ± 1.11 151.00 ± 2.72

REF (nominal + weight variations) 131.33 ± 4.97 75.80 ± 3.06

REF (EG_RESOLUTION_ALL__1down) 119.42 ± 2.18 83.10 ± 1.51

REF (EG_RESOLUTION_ALL__1up) 117.89 ± 2.89 84.30 ± 2.33

REF (JET_GroupedNP_1__1down) 110.67 ± 3.60 89.90 ± 2.98

REF (JET_GroupedNP_1__1up) 111.94 ± 2.08 88.90 ± 1.76

REF (JET_GroupedNP_2__1down) 111.66 ± 3.25 89.10 ± 2.59

REF (JET_GroupedNP_2__1up) 111.74 ± 2.10 89.10 ± 1.58

REF (JET_GroupedNP_3__1down) 112.00 ± 3.18 88.90 ± 2.70

REF (JET_GroupedNP_3__1up) 114.93 ± 2.70 86.60 ± 2.20

REF (MET_SoftTrk_ResoPara) 125.36 ± 3.13 79.50 ± 1.86

REF (MET_SoftTrk_ResoPerp) 125.80 ± 1.75 79.00 ± 1.18

REF (MET_SoftTrk_ScaleDown) 126.62 ± 2.02 78.50 ± 1.36

REF (MET_SoftTrk_ScaleUp) 126.76 ± 2.32 78.40 ± 1.50

REF (MUON_ID__1down) 116.36 ± 1.24 85.50 ± 0.81

REF (MUON_ID__1up) 114.94 ± 2.88 86.50 ± 2.42

REF (sum) - 1263.10 ± 8.12
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Figure 11.6: VTune pro�le of what portion of the unpackChains() method is

spent in which operation.

speci�cally in the call to unpackChains(), which makes it a promising hotspot to

investigate.

Since there are up to 3500 triggers to test for, some analyses call this methodmultiple

times for each event. The code section causing the ine�ciency is:

1 for( auto& cntrchain : cache ) {
2 unsigned cntr = cntrchain.first;
3 cntrchain.second->reset();
4 cntrchain.second->setDecisions(
5 get32BitDecision( cntr, raw ),
6 get32BitDecision( cntr, passedthrough ),
7 get32BitDecision( cntr, prescaled),
8 get32BitDecision( cntr, resurrected ) );
9 output[ cntrchain.second->getChainName() ] = cntrchain.second; // <<< Expensive

line
10 }

This section stores a new key-value pair in the std::map output container,

which is cleared before the for-loop. Figure 11.6 shows a breakdown of how much

time is spent in subsequent function calls.

A lot of time is spent comparing values, which is due to the fact that std::map
is an ordered container. Replacing it with a std::unordered_map is a simple

improvement. The same pro�ling information for the improved version is shown in

Figure 11.7, proving that the std::unordered_map does not do the expensive

key comparison anymore. Now only 24.4% of the total clock cycle count is spent in the

isPassed()method. The total wall time is reduced from 72.8 ± 0.4 s to 55.5 ± 0.8 s,

which corresponds to a reduction of roughly 24%.
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Figure 11.7: VTune pro�le of unpackChains() after implementing the �x.

Table 11.7: Walltime for number of calls to isPassed() in seconds for di�erent

underlying containers in the demonstrator.

Version 1 500 1000 2000 3408 (all)
std::map 16 21 25 33 46

std::unordered_map 11 13 16 23 34

std::vector 9 11 17 32 58

A demonstrator, where only isPassed() is called for each event a variable

number of times, was developed
5
. It compares three implementations of the above-

mentioned code. One with the default std::map, a std::unordered_map and

a std::vector<std::pair<...>>. In Table 11.7 the execution times of this

demonstrator are shown for each version and a variable number of triggers.

The original implementation performs worse in every case. The std::vector
implementation can be even faster for fewer checked triggers, likely due to better cache

alignment. Since some analysis work�ows require many trigger checks and since the

std::vector implementation is less clear to read, the std::unordered_map
implementation is the recommended solution to this issue. The �x has been merged

into the upstream repository and went into the analysis release 21.2.40.

11.6 Summary of the Performance Analysis

The performance analysis of the CP algorithm implementation and a reference ver-

sion of the RPV1L n-tuple production highlights multiple ways to optimize the event

throughput. An initial pro�le revealed the unnecessary creation of a list of relevant

5
gitlab.cern.ch/merrenst/trigdecsdemonstrator

https://gitlab.cern.ch/merrenst/trigdecsdemonstrator
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systematic variations in the GetScaleFactor algorithm for each event, a�ecting

both versions of the analysis. By creating the list once during the algorithms initial-

ization, the performance of this particular analysis can be improved by a factor of 2.5

to 3. A technical optimization of the TrigDecisionTool is implemented and po-

tentially improving all future analyses in ATLAS.

The modular and �exible design of CP algorithms is found to introduce some over-

head in certain con�gurations. Creating deep copies of intermediate containers should

be avoided whenever possible. The remaining overhead can be attributed to shallow

copies of intermediate containers that are required to implement the modular design of

CP algorithm sequences. A minor improvement is possible by reducing access to these

containers through the optimization of preselection conditions. If SSE 4.2 instructions

are available, the overhead of using shallow copies could be further reduced by 10%

by compiling the underlying C++ libraries with the compiler �ag -mpopcnt. The
availability of SSE 4.2 is usually not assumed since ATLAS software is used in many

di�erent computing environments.

CP algorithms automaticallymanage the execution ofmultiple systematic variations.

If only weight-a�ecting systematic variations are evaluated on top of the nominal ex-

ecution, it is recommended to ensure that scale factor calculating algorithms do not

de�ne an output property for the corresponding particle container. Otherwise, the CP

algorithm implementation can be signi�cantly slower by creating unnecessary con-

tainer copies, e.g. resulting in a ∼3 times slower execution of this particular analysis.

However, the automatic management of systematic variations is found to work very

well when multiple kinematics-a�ecting variations are evaluated. The CP algorithm

implementation is ∼8 times faster in this particular test by evaluating all variations in

a single execution, as opposed to the reference where individual processes need to be

con�gured for each kinematics-a�ecting variation.
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Part IV
Conclusion

The ATLAS collaboration has a large and diverse analysis community, also resulting

in a diverse analysis software landscape. Previous and ongoing harmonization e�orts

of the analysis software and work�ows aim to reduce the amount of duplicated work

between analysis software developers and ensure e�cient resource usage. A common

basis for physics object preparation was recently introduced with the CP algorithms

for Run 3 analyses. CP algorithms wrap the widely used CP tools in schedulable ob-

jects, standardizing the con�guration of the most common CP tools. This reduces the

amount of work analysis framework developers need to do in order to implement CP

recommendations.

In this dissertation, a prototype implementation of the RPV1L analysis based on the

novel CP algorithms is compared to the original production framework. The RPV1L

analysis is a search for supersymmetric particles with R-parity violation in the �nal

state of 1+ or 2 same-sign leptons and 4 to 15+ (b-)jets. A computing performance

analysis of the reference and the CP algorithm implementation assesses the current

state of CP algorithms.

The RPV1L analysis, discussed in Part II, uses the whole Run 2 dataset to iterate on a

previous analysis of the 2015 – 2016 data. It improves the exclusion limits for various R-

parity violating benchmark models. Additionally, the analysis reaches sensitivity for

direct electroweakino production. The background estimate of misidenti�ed leptons

from QCD multi-jet events is discussed in greater detail. A good estimate for the QCD

background is extracted, which is essential for a stable �t in the 0-b-jet control region

for the purpose of statistical interpretation.

The n-tuple production code of the RPV1L analysis is re-implemented with the novel

CP algorithms, as discussed in Part III. Minor discrepancies in a binary comparison

are observed without a signi�cant e�ect on the �nal object selection. Identical event

cut�ows and yields for all selected electrons, muons and (b-)jets are achieved. The new

CP algorithm implementation applies all recommended object treatments, including

overlap removal and 𝐸𝑚𝑖𝑠𝑠
𝑇

and scale factor calculations.

A computational performance analysis of the reference and CP algorithm implemen-

tation reveals ine�ciencies in the RPV1L framework. Resolving these issues increased



112

the execution speed by a factor of 2.5 to 3. Fundamental di�erences in the job struc-

ture between the CP algorithm implementation and the reference are highlighted. The

performance of CP algorithms is found to be signi�cantly better than the reference if

kinematics-a�ecting systematic variations are evaluated. The reference only supports

a single variation per execution and needs to be rerun for each variation, whereas the

CP algorithm implementation evaluates all variations in a single process.

The development and integration of CP algorithms is an ongoing process, but the

default sequences provide all essential features to reproduce an analysis based on SUSY-

Tools. During discussions in the collaboration, it became clear that the general struc-

ture of CP algorithms is unlikely to change drastically. On the other hand, the con-

�guration layer of CP algorithms is identi�ed to require further work. Sequences are

di�cult to split into sub-sequences, and the handling of systematic variations via reg-

ular expressions is not always easy to grasp. A clear separation between “user-” and

“expert-” level con�gurations could help with a good integration of CP algorithms in

existing and future frameworks.

The greatest value of centrally provided CP algorithms lies in the harmonization of

analysis frameworks and the formation of a common technical language to prototype

and develop future analysis software in ATLAS.
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