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Abstract

Neutral winds in Earth’s upper atmosphere play an important role in atmospheric

dynamics and energetics. As a candidate for the origin of ionospheric variability, the

neutral winds prompt the interaction between neutral molecules and plasmas by blowing

the ionospheric plasma across the Earth’s magnetic field. Moreover, the behavior of

upward propagating gravity waves between the planetary atmosphere and the near space

environment is being studied, which leads to an increasing demand for the wind data

in the upper atmosphere. Global network observation of thermospheric winds is an

effective method to obtain the thermospheric wind data.

As a potential candidate to observe the neutral winds in Earth’s upper atmosphere

from the ground, an optical instrument based on a Doppler asymmetric spatial hetero-

dyne (DASH) interferometer is developed in this dissertation. A DASH instrument, de-

veloped from a spatial heterodyne interferometer (SHI), records stationary interference

fringes in an array detector, and its fringe phase is sensitive to Doppler shifts of emis-

sion lines owing to the introduction of an additional optical path on one arm. Based on

the optical interference theory, a mathematical formula is deduced to describe the fringe

pattern produced from a field-widening DASH interferometer, which provides the fun-

damental basis to derive the wind velocity. As a carrier of wind information, Doppler

shifts of emission lines can be retrieved by a Fourier transform algorithm. A window

function is generally used to isolate the targeted spectrum, and the choice of window

function employed in a retrieval routine is also analyzed.

The first part of this dissertation examines the feasibility of wind measurements.

A signal acquisition is always accompanied by instrument noises, which are critical

factors to affect the measurement accuracy. With the knowledge of spectral radiance of

the airglow emission and parameters of the instrument, the detected signal in a DASH

instrument is estimated. A series of experimental tests have been performed for the de-

tector, which quantifies the noise level including the dark current, read out noise and



signal offset. Using the estimated signal level and the performance of the detector,

interferograms observed at different atmospheric conditions are simulated, and the cor-

responding signal-to-noise ratios are also discussed.

In the second part, a DASH instrument including a monolithic interferometer and a

double-telecentric imaging system is designed. Since the fringe contrast decreases with

the increase of optical path difference (OPD), an optimum OPD offset is found using

numerical studies. In order to achieve field widening and thermal compensation, the Lit-

trow angle, dimensions of each component as well as the material of each component

are also optimized. A double-telecentic system is determined to relay the fringe pattern

from the localization plane to the detector. With the support of ray-tracing software,

interferograms in a designed DASH instrument are simulated and the corresponding

visibilities are also discussed. Using the results of tolerance analysis, an instrument per-

formance model is established and measurement uncertainties during different seasons

are also investigated.

Finally, a thermally stable monolithic DASH interferometer with field-widening

prisms is built and tested in the laboratory as part of this dissertation. A setup, mon-

itoring the fringe contrast and the spatial frequency in real time, is built to assemble

the DASH interferometer. The fringe visibility and the Littrow angle of the built inter-

ferometer are determined using a series of experimental tests. Before the wind velocity

retrieval, the raw interferograms must be processed to produce corrected interferograms,

and the general corrections include the spike and defect removal, dark current and sig-

nal offset correction, flat-field correction and phase-distortion correction. To evaluate

the thermal performance, sensitivities of the spatial frequency and the optical phase are

characterized based on experimental measurements and a model study. In laboratory

Doppler measurements, Doppler velocities could be reproduced with a mean deviation

of 1.82 m/s. Instrument field tests confirm that the interferogram produced from the

oxygen red-line nightglow can be recorded and the corresponding phase information

can be derived.
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Chapter 1

Introduction

1.1 Background

Earth’s atmosphere, a set of layers of gases surrounding the planet due to its gravity,
provides us an environment suitable for life. According to temperature variation at
different heights, the atmosphere is classified into four different layers, which are the
troposphere, stratosphere, mesosphere and thermosphere from the lowest to the highest.
Another useful classification refers to the ionized particles. The atmosphere lower than
the height of about 80 km is called neutral atmosphere, because its main components
are neutral molecules. At the higher altitudes, ionization processes become more signi-
ficant, so it is named ionosphere in this region (Koppmann, 2017). With the differences
of electron density, the ionosphere is further divided into the F region at heights above
150 km, E region from about 90-150 km and D region about 60 km to 90 km (Hedlund,
2010). The stratification of the atmosphere using the both methods is given in Figure
1.1, and the data of temperature and plasma density are taken from Kelley (2009).

The neutral and ionized compositions in Earth’s upper atmosphere are relevant to
the magnetosphere-ionosphere coupling, input solar wind and solar radiation at extreme
ultraviolet (EUV) wavelengths (Kelley, 2009). Except for the external influences, a
number of recent studies emphasize the interaction between the planetary atmosphere
and near space environment, which highlights the propagation of waves generated in
the troposphere and stratosphere (Immel et al., 2009; England et al., 2018; Rider et al.,
2015; Immel et al., 2006; England et al., 2006; Sagawa et al., 2005). The transfer of en-
ergy and momentum from the lower atmosphere into the upper atmosphere is realized
by atmospheric tides, planetary waves and gravity waves (Immel et al., 2006; Hagan
et al., 2007; Titheridge, 1995). As a driver of ionospheric variability, the effect of up-
ward propagating gravity waves is still not quantified and its mechanism is still not well

1
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Figure 1.1: Stratification of Earth’s atmosphere based on the vertical temperature profile
and electron density.

understood (Hines et al., 1993; Killeen et al., 2006).

The neutral wind in the atmosphere, driven by pressure gradients resulting from the
EUV solar radiation, auroral heating, large-scale convection of magnetic field lines and
upward propagation energy (Titheridge, 1995), plays an important role in electrodynam-
ics and neutral-plasma interactions. The neutral wind blows the ionospheric plasma
across the magnetic field, which creates dynamo electric fields. Then the generating
electric field interacts with the magnetic field to drive the F-region ion drifts (Armstrong,
2008). Therefore, the neutral wind can be the source of ionospheric variability, which
requires observations of the wind profiles at different altitudes to verify (Immel, 2018).
To understand these coupled neutral-ion processes, the knowledge of neutral winds is
critical in the thermosphere and ionosphere.

The wind data in the lower atmosphere are routinely available based on the act-
ive Doppler-shift measurements (Souprayen et al., 1999; Gentry et al., 2000; Reitebuch
et al., 2009) , but there are still some challenges for the measurements of thermospheric
winds. The main methods to obtain neutral winds in this region include rocket meas-
urements, meteor radars measuring the drift of ionized trails, incoherent scatter radars
and Doppler airglow observations (Titheridge, 1995). The Doppler airglow observation
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is the strongest candidate to obtain precise wind information on a global scale in this
region, which has been widely carried out in the past few decades (Hays and HRDI
Science Team, 1992; Oberheide et al., 2006; Englert et al., 2017a).

1.2 Horizontal Wind Model

At low-latitudes and midlatitudes, the EUV absorption is the main source to drive the
thermospheric winds, which was validated by early observations (Salah and Holt, 1974;
Burnside and Tepley, 1989; Hedin et al., 1988). At high latitudes, influences from the
auroral heating and the ion-neutral coupling are also significant. Though the predomin-
ant processes of the circulation are almost understood, the wave coupling from below is
not, which was considered as a primary driver of the day-to-day variability of the iono-
sphere (Roble, 2000; Fang et al., 2013). With the increasing desire to understand the
physics in the upper atmosphere, accurate specifications of the wind fields are expected.

Based on the data from satellite, rocket and ground-based wind measurements, an
empirical model, Horizontal Wind Model (HWM), was derived to describe the com-
plex dynamics of the atmosphere (Hedin et al., 1994, 1996; Drob et al., 2008, 2015).
This model calculates horizontal wind fields from the ground to the exosphere with the
specified latitude, longitude, time, and magnetic activity index (Ap index). The empir-
ical specifications of wind fields can be used to check physical models as well as new
measurements. HWM provides a reasonable start point and boundary conditions, which
simplifies the complex computation during model calculations and retrieval algorithms
(Doornbos et al., 2010; Kelly et al., 2014).

Hedin et al. (1988) released the first version of HWM in 1987 (HWM87), which
only works in the altitude range from 220 km to 400 km. The new updated HWM model
is HWM14, and all of analyses are based on this version in the following discussion.
The global horizontal wind fields at 250 km on September 21, 2014 are presented in
Figure 1.2, which is the calculation result from HWM14. The Ap index is 10 in the
simulation according to the British Geological Survey (Survey, 2014). A purpose of
this dissertation is to develop an instrument operating in Wuppertal, so that zonal and
meridional winds are simulated for the location of Wuppertal as shown in Figure 1.3.
The horizontal winds change with the local time, altitude and magnetic activity, and
their speeds (magnitude) are mostly in the range from 0 to 150 m/s.
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Figure 1.2: Daily averaged horizontal wind vectors at 250 km on September 21, 2014,
as a function of latitude and longitude.
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Figure 1.3: Zonal wind profiles and meridional wind profiles at Wuppertal (51.26◦N,
7.15◦E) on September 21, 2014, as functions of altitude and local time. Positive values
represent eastward zonal winds (left) and northward meridional winds (right).
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1.3 Atomic Oxygen Red Line Emission

In the Earth’s atmosphere from 150 km to 300 km, atomic oxygen in metastable state
emits light of 630.0 nm arising from the O(1D-3P) transition. Due to the long radiative
lifetime (110 seconds), atomic oxygen experiences a sufficient number of collisions with
its surrounding molecules, so that a thermodynamic equilibrium between atomic oxygen
and its ambient atmosphere is established (Shepherd et al., 1985, 1993; Thuillier and
Hersé, 1991). Therefore, the Doppler shift of the emitted light contains the movement
information of atomic oxygen, which is equivalent to the atmospheric neutral wind in
this region.

Table 1.1: Chemistry of the 630.0 nm nightglow

No. Reaction Rate coefficient

R1 O++O2 −→ O+
2 +O k1 = 3.23×10−12e3.72/(Ti/300)−1.87/(Ti/300)2

cm3/s

R2 O+
2 + e−→ 2O(3P,1 D,1 S) α1 = 1.95×10−7(Te/300)−0.7cm3/s, β1D = 1.1

R3 O(1D)+N2 −→ O(3P)+N2 k3 = 2.0×10−11e111.8/Tn cm3/s

R4 O(1D)+O2 −→ O(3P)+O2 k4 = 2.9×10−11e67.5/Tn cm3/s

R5 O(1D)+ e−→ O(3P)+ e k5 = 1.6×10−12T 0.91
e cm3/s

Transition Einstein transition probability (s−1)

T1 O(1D2−3 P2) A6300 = 5.15×10−3

T2 O(1D2−3 P1) A6364 = 1.66×10−3

Based on the Atmosphere Explorer (AE) satellite measurements, atomic oxygen
photochemistry in the nightglow was analyzed (Cogger et al., 1980; Link and Cogger,
1988). The chemistry of the 630.0 nm nightglow is described in Table 1.1 (Cogger et al.,
1980; Link and Cogger, 1988; Yiyi, 2012). At night, the dissociative recombination of
O+

2 occurs with a rate coefficient of α1 in the upper atmosphere, which produces O(1D2)
(R2 in Table 1.1). Then the metastable O(1D2) emits a photon at the wavelength of
630.0 nm (1D2−3 P2) or 636.4 nm (1D2−3 P1). The molecular oxygen ion O+

2 is the
result of a reaction between O+ and O2 (R1 in Table 1.1), and its rate coefficient is k1.
Except the photon radiation, the O(1D2) are also quenched by the N2, O2 and e with the
corresponding rate coefficients of k3, k4 and k5, respectively (R3 to R5 in Table 1.1).
Accordingly, the volume emission rate (VER) of oxygen red line V6300 is given by
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V6300 =
0.76β1Dk1 [O+] [O2]

1+(k3 [N2]+ k4 [O2]+ k5 [e])/A1D
, (1.1)

where [O+], [O2], [N2] and [e] represent the densities of these particles, β1D is the pro-
duction efficiency of O(1D) in the reaction, A1D is the transition coefficient, which is
the sum of A6300 and A6364 (Link and Cogger, 1988). These parameters are presen-
ted in Table 1.1, where Te, Ti and Tn are the temperatures of electron, ion and neutral,
respectively.
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Figure 1.4: Volume emission rates of oxygen red line emissions at Wuppertal (51.26◦N,
7.15◦E) in the different seasons of 2009 (solar minimum) and 2014 (solar maximum)
with the local solar time at midnight.

The densities and temperatures of particles in the atmosphere are available using
empirical models. Naval Research Laboratory Mass Spectrometer Incoherent Scatter
Radar 2000 (NRLMSISE-00) model can provide the [O2] and [N2] (Picone et al., 2002).
And the [O+], [e], Te, Ti and Tn can be modeled from International Reference Ionosphere
2012 (IRI2012) model (Bilitza et al., 2014). The VER profile of oxygen red line emis-
sion can be therefore estimated. For example, VER profiles at Wuppertal (51.26◦N,
7.15◦E) in different seasons of 2009 and 2014 with the local solar time at midnight are
shown in Figure 1.4. In a recent solar cycle, 2009 and 2014 are the years with the lowest



1.4 Optical Passive Detection Technique in the Atmosphere 7

solar activity and strongest solar activity, respectively. The VER varies with the altitude,
season and solar activity, and it achieves the peak at the altitude about 250 km. Appar-
ently, the VER becomes higher when more solar energy is possible to be absorbed in
the atmosphere such as in summer or on the year with stronger solar activities.

During daytime, the photoionization caused by the injected solar flux enhances the
density of O(1D2), which causes more red-line transitions to occur. On the other hand,
the dissociative recombination still exists. The photochemical process becomes more
complicated, which involves the electron impact, dissociative recombination, photo-
dissociation, cascade O1S, chemistry, collisional deactivation and radiative transition
(Witasse et al., 1999).

1.4 Optical Passive Detection Technique in the Atmo-
sphere

Remote sensing is a general technique to study the atmospheric composition, thermal
structure and dynamics. Based on different radiation sources, the remote sensing tech-
nique can be classified into active detection using radars or lidars and optical passive
detection. A passive wind detection is generally implemented by observing the Dop-
pler shift of natural emission lines. In the region of the thermosphere, the airglow lines
emitted by atomic oxygen and molecular oxygen can be used as targets to measure
thermospheric winds.

1.4.1 Fabry-Perot Interferometer

A Fabry-Perot interferometer (FPI) consists of two parallel reflecting plates (etalon),
and it was firstly discussed in 1897 by Fabry and Perot (Hernandez, 1988). When a
light beam goes through an FPI, multiple-beam reflections occur in the etalon and the
multiple-beam interference produces a fringe pattern on the focal plane. Owing to the
high spectral resolution, the Doppler shift can be determined from the fringe pattern
change.

FPI instruments have been widely used to measure thermospheric winds due to their
high sensitivity and simple configuration. In the 1950s, Armstrong (1955, 1959) firstly
used an FPI to study atmospheric properties such as temperatures in the middle and up-
per atmosphere. With the development of the image plane detector and coupled charge
device (CCD), an FPI technique without scanning process was developed and it was ap-
plied in ground-based observations and satellite observations (Sivjee et al., 1980; Killeen
et al., 1983; Hays and HRDI Science Team, 1992). Most instruments observing ther-
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mospheric winds from the ground are based on FPI, and this type of instruments was
also utilized in space missions such as the High-Resolution Doppler Imager (HRDI) on
NASA’s Upper Atmospheric Research Satellite (UARS) and the TIMED Doppler In-
terferometer (TIDI) on NASA’s Thermosphere-Ionosphere-Mesosphere Energetics and
Dynamics (TIMED) mission (Hays et al., 1993; Killeen et al., 2006). The HRDI is a
two-axis-gimbal system with three etalons, which was designed for the wind observa-
tions from 10 km to 120 km with an accuracy of 5 m/s (Hays et al., 1993). The TIDI
was developed for globally measuring the wind and temperature profiles in the meso-
sphere and lower thermosphere (MLT). With the applications of a circle-to-line imaging
optic (CLIO) technique and a high quantum efficiency and low noise CCD, the circle
fringes were transformed into line fringes and multiplexing observations were available
(Killeen et al., 1999). The TIDI inteferometer measured horizontal vector wind from an
altitude of 60 to 300 km with a vertical resolution of ∼2 km and an accuracy about 3
m/s (Killeen et al., 1999, 2006).

Extreme manufacturing tolerance (smaller than λ /20) of the etalon is required for
an FPI, which results in its high costs. In order to achieve good optical throughput, the
large and heavy volume is inevitable because of its limited field of view. But the FPI is
still the most common instrument for thermpspheric wind observations.

1.4.2 Michelson Interferometer

The Michelson interferometer, also known as Fourier transform spectrometer (FTS), is
another typical instrument for atmospheric wind detection. This interferometer monitors
the phase shift of interferograms to trace the Doppler shift. For an isolated atmospheric
emission line, a small number of phase points around a large optical path difference
(OPD) are sampled during a scanning process. Detecting Doppler shifts requires high
spectral resolution, which corresponds to large OPD values. A field-widening tech-
nique can be employed in a Michelson interferometer, which allows large-solid-angle
illumination and highly improves the measurement responsivity. In addition, the system
stability and accuracy are further improved due to the application of thermal compens-
ation.

Owing to the particular advantages, field-widening Michelson interferometers were
widely employed in atmospheric studies. A field-widening Michelson interferometer
was firstly presented by Bouchareine and Connes (1963). Based on this concept,
Hilliard and Shepherd developed an instrument to observe atmospheric temperatures,
which are related to the fringe modulation depths (Hilliard and Shepherd, 1966). In
1985, Thuillier and Shepherd (1985) described a technique to thermally compensate
a fixed-path Michelson interferometer, and this technique was adapted in the WINd
and TemperaturE by Remote Sensing (WINTERS) instrument and its ground-based
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version Michelson interferometer for coordinated auroral Doppler observations (MIC-
ADO) (Thuillier and Shepherd, 1985; Thuillier and Hersé, 1991). An achromatic
field-widening Michelson interferometer with good thermal stability was developed to
acquire images of winds and temperatures in the upper atmosphere (Shepherd et al.,
1985), and its name is wide-angle Michelson Doppler imaging interferometer (WAM-
DII). WAMDII is a Spacelab instrument which employs four quarterwave phase-stepped
images to derive line-of-sight velocities from the line shifts with an error of 10 m/s
(Shepherd et al., 1985). The wind imaging interferometer (WINDII), a combination of
WINTERS and WAMDII, was also launched on the UARS and achieved wind obser-
vations with an accuracy of 5 m/s from the satellite (Gault et al., 1994; Hersom and
Shepherd, 1995; Shepherd, 1996). Its targeted emission lines include OH (8-3) bands,
O2 atm (0-0) band, O1S green line and O1D red line in the altitude range from 80 km to
300 km. The WINDII interferometer recorded four (or eight) interferograms positions
using the moving mirror which was controlled by piezoelectric pillars (Shepherd et al.,
1993).

In order to improve the system stability in a Michelson interferometer, large ef-
forts were made to avoid moving parts. Gault et al. (1996) described a divided-mirror
scanning technique that one of the mirrors is divided into four quadrants with a path dif-
ference of λ /4 from one quadrant to another using different coatings in the quadrants. In
2011, Gao et al. (2011) reported a modified super-wide-angle Sagnac imaging interfer-
ometer based on liquid crystals on silicon for atmospheric wind measurements, which
can measure phase changes in multi-band emissions without moving mirror. A concept
of novel static polarization wind imaging interferometer (NSPWII) was proposed for
atmospheric wind and temperature measurements (Zhang et al., 2011). In the NSPWII,
a pyramid prism and a polarization array were adapted, so that four optical beams with
different phases were recorded on a CCD simultaneously (Zhang et al., 2011).

A challenge of a Michelson interferometer is the ultra-narrow prefilter, which is
employed in isolating the single airglow emission line. When there are other emissions
close to the targeted line, an additional Fabry-Perot etalon prefilter is necessary (Ward
et al., 2001, 2003), which further increases the system volume and reduces the system
throughput. For each measurement, only one emission line is allowed to pass through
the system, so that the instrument thermal drift can not be monitored using an artificial
emission line. In addtion, stringent scanning stability and accuracy are also required for
a Michelson interferometer.

1.4.3 Spatial Heterodyne Interferometer

The Spatial heterodyne interferometer (SHI) is an effective methodology to achieve
a high-resolution spectrum using stationary interference fringes. It is similar to the
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Michelson interferomter system with two diffraction gratings replacing the reflection
mirrors. The principle of SHI is that two crossed wavefronts produced by a beamsplitter
and gratings on two arms are imaged onto an array detector. Then a Fizeau fringe pat-
tern,whose spatial frequency is determined by the input wavelength, Littrow wavelength
and Littrow angle of the gratings, is recorded on the detector. The input spectrum can be
recovered by a Fourier transform, and the resolution power of the dispersive elements
(gratings) is maintained in this device. Field widening can also be employed in an SHI,
which significantly increases its system throughput by four orders of magnitude com-
pared to conventional grating spectrometers with similar spectral resolution (Harlander
et al., 1992). Its features of high throughput and no moving parts mean that a rugged
compact SHI can be built, which is particularly suited for observations of weak diffuse
emissions such as atmospheric airglow from space (Harlander et al., 2002; Kaufmann
et al., 2018). A two-dimensional detector is utilized to record fringe images in a satel-
lite instrument, which realizes limb observation for different altitudes simultaneously
without limb scanning. In addition, SHI can be developed in all-reflection configura-
tions, which provides additional advantage for UV and EUV applications.

The SHI concept was conceived by Pierre Connes in a configuration of Spectromètre
interférentiel à sélection par l’amplitude de modulation (SISAM) (Connes, 1958). In or-
der to search for an alternative to conventional FPI and FTS techniques, this concept was
developed by Harlander and Roesler (Harlander and Roesler, 1990; Roesler and Har-
lander, 1990). Harlander discussed the concept of SHI, two-dimensional SHI technique,
field widening and all-reflection SHI configuration (Harlander, 1991), which provides
the basic theory of SHI. Based on this concept, a sounding payload was developed to in-
vestigate the hot component of the diffuse interstellar medium (Harlander et al., 1993,
1994, 1995). In 1999, an infrared imaging spatial heterodyne spectrometer (IRISHI)
for imaging spectroscopy at ultraspectral resolution (1 cm−1) was reported (Smith and
Harlander, 1999; Smith et al., 1999; Milligan et al., 1999). A monolithic SHI, shown
in Figure 1.5, was firstly produced using optical contact bonding, which was a crucial
part of the Spatial Heterodyne Imager for Mesospheric Radicals (SHIMMER) (Har-
lander et al., 2003). The SHIMMER on the Space Test Program Satellite-1 (STPSat-1)
observed the OH solar resonance fluorescence spectrum in the global scale, which suc-
cessfully demonstrated the capability and advantages of SHI in a long-duration space
mission (Harlander et al., 2002; Englert et al., 2010a). A method using SHI to ver-
tically resolve the water vapor profile in the upper troposphere and lower stratosphere
was presented (Lin et al., 2005; Langille et al., 2017). The Spatial Heterodyne Obser-
vations of Water (SHOW) on balloon and aircraft were successfully carried out (Dupont
et al., 2015; Langille et al., 2018). Recently, a highly miniaturized satellite instrument
based on a SHI was proposed to measure atmospheric temperatures by observing the O2
A-band in limb viewing mode in the MLT (Kaufmann et al., 2018).
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Figure 1.5: Monolithic SHI for the SHIMMER (Englert et al., 2006).

1.4.4 Doppler Asymmetric Spatial Heterodyne Interferometer

The Doppler asymmetric spatial heterodyne (DASH) interferometer, developed from
the Michelson interferometer and SHI, is a novel technique to probe atmospheric winds
by observing the airglow emissions. The principle of a DASH interferometer, similar
to Michelson interferometer, is that the Doppler shift can be resolved by comparing
the phase change around a large OPD. Lengthening the optical path on one arm trans-
forms an SHI into a DASH interferometer. This simple modification makes it possible
to sample hundreds of phase points around a large OPD without moving components,
which strengthens its immunity to ghost fringes and background noise. Owing to the
fact that a DASH interferometer can resolve multiple emission lines simultaneously, it
is possible to use a reference line to track instrument drifts. The thermal compensation
and field widening can also be employed in a DASH interferometer. Compared with
the conventional FPI and Michelson interferometer, the DASH instrument can not only
achieve similar responsivity and accuracy but can also be built into a compact and ro-
bust system with looser manufacturing and alignment tolerances, which is expected for
a space flight instrument.

Englert et al. (2006) extended the SHI concept to an innovative method to observe
the winds in planetary atmospheres. Then the experimental demonstration was repor-
ted by the same group (Englert et al., 2007), which proves that a DASH interferometer
is capable of measuring atmospheric winds with an accuracy of 1.6 m/s. Harlander
et al. (2010) designed a monolithic DASH interferometer based on a Köster’s double-
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reflection prism, where the two splitting beams go through different areas of a single
field-widening prism and diffraction grating. The Redline DASH Demonstration In-
strument (REDDI) was developed using this monolithic interferometer, which enables
the thermal drift tracking with a calibration lamp (Englert et al., 2010b). The ground-
based REDDI measurements were successfully conducted, which was validated by the
simultaneous FPI observations (Englert et al., 2012). The Michelson Interferometer
for Global High-Resolution Imaging of the Thermosphere and Ionosphere (MIGHTI),
an instrument on NASA’s Ionospheric Connection (ICON) Explorer satellite using the
DASH technique, was developed to measure thermospheric winds and temperatures on
a global basis (Harlander et al., 2017; Englert et al., 2017a). The limb image superim-
posing fringe pattern at altitudes from 90 km to 300 km is separately recorded by two
MIGHTI interferometers from two perpendicular fields of view during day and night.
Then the thermospheric horizontal wind profiles can be retrieved by observing Dop-
pler shifts of the atomic oxygen red line (630.0 nm) and green line (557.7 nm) with an
uncertainty ranging from 1.2 to 4.7 m/s (Harding et al., 2017). Lower order Echelle dif-
fraction gratings and a mosaic filter were employed in the MIGHTI instrument, so that
red-line and green-line images can be detected simultaneously using one interferometer
and one detector (Englert et al., 2017b; Harlander et al., 2017).

1.5 Research Objective and Instrument Requirements

The research objective of this dissertation is to develop a ground-based remote sensing
instrument to observe thermospheric winds at altitudes of 250±50 km. A miniatur-
ized and rigid DASH interferometer is selected for this instrument, which measures the
Doppler shift of the atomic oxygen red line emission at 630.0 nm. This instrument is
characterized by its high throughput at a small form factor, allowing scientific remote
sensing measurements from the ground.

Since this instrument is developed to measure horizontal wind velocities including
magnitude and direction, measurements pointing in two perpendicular directions are
necessary, which requires a precise and stable skyscanner in the system. Another im-
portant measurement requirement is to achieve ±3 m/s accuracy in harsh environments
of remote observatories. The instrument requirements driven by the measurement re-
quirements include:

• wavelength shifts smaller than 8 orders of magnitude of the emission wavelength
can be detected,

• high optical efficiency including all optics and detector quantum efficiency (larger
than 25%),
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• high throughput, full field of view ≥ 9◦,

• low thermal drift sensitivity (1 rad/◦C),

• low fringe distortion (≤ 1.0%),

• high visibilities for the interferograms produced from atomic oxygen red line and
calibration line (≥ 60%),

• high resolving power (the interferograms produced from observed line and calib-
ration line can be separated),

• stable temperature control (± 0.1 ◦C for interferometer and ± 5 ◦C for camera
optics),

• narrow bandpass optical filter (≤ 5 nm),

• low detector dark current (≤ 0.6 e−1/s/pixel) and readout noise (≤ 2 e−1/s/pixel).

1.6 Motivation

Atmospheric winds play an important role in atmospheric dynamics and energetics.
Thermospheric neutral winds impact on the interaction between neutral molecules and
plasmas, which is relevant for space weather forecasts and modern satellite commu-
nications (Hargreaves, 1992; Rees and Rees, 1989; Makela et al., 2009; Sultan, 1996).
There is evidence from the wind observations that a link between the lower and upper
atmosphere exists, which can be achieved by the propagation of atmospheric tides, plan-
etary waves and gravity waves (Hays and HRDI Science Team, 1992; Shepherd et al.,
1993; Killeen et al., 2006). The role of upward propagating gravity waves in the upper
atmosphere is currently being studied, which requires more data to validate.

In order to study the evolution of mesospheric or thermospheric phenomena, global
network observations of thermospheric winds are routinely carried out (Meriwether,
2006; Emmert et al., 2006; Jiang et al., 2012). The satellite measurements were per-
formed as well, but the wind data in the upper atmosphere still remain sparse. With the
increasing need, a more inexpensive and precise instrument has to developed, so that
it can be widely employed in network observations. A thermally compensated DASH
instrument is one of the potential candidates. In addition, another motivation behind
this study is to explore the possibility to apply a DASH instrument in the future space
mission.
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1.7 Outline

This dissertation focuses on the development of a DASH instrument capable of measur-
ing velocities of thermospheric winds. Firstly, Chapter 2 provides a theoretical frame-
work of a DASH instrument. Using this theoretical framework, the fringe pattern ob-
tained from a DASH interferomter is modeled and an algorithm to retrieve Doppler wind
velocities is described. In Chapter 3, the instrument response is investigated taking into
account realistic airglow emssions and the detection characteristics of the instrument.
Combining the estimated signal level and detector performance, the signal-to-noise ra-
tio of system is evaluated. In Chapter 4, a DASH interferomter design including the
Littrow wavelength, OPD offset, thermal compensation and field widening is discussed.
An imaging system to relay the fringe pattern to the detector is also designed using ray-
tracing software. With the optimized configuration, an instrument performance model is
established and uncertainties of the instrument are also analyzed in this chapter. Chapter
5 describes the construction and laboratory test of a demonstrated instrument built in an
optical breadboard. In this chapter, properties of the instrument, interferogram correc-
tions, the thermal performance, Doppler measurements and field tests are investigated
experimentally, which confirms that this built instrument is a promising sensor for ther-
mospheric winds. Finally, a summary concerning current work and an outlook for future
work are presented in Chapter 6.



Chapter 2

Instrument Principle

The DASH interferometer, a modification of an SHI, is a passive detection technique
to acquire neutral winds and temperatures by observing Doppler shifts and thermal
broadening of an airglow emission in the thermosphere. In this chapter, the principle
of the DASH interferometer is discussed from the aspects of the DASH instrument
concept, derivation of wind velocity, derivation of Doppler temperature and associated
algorithms. The interferogram produced from a DASH instrument is modeled, which
helps to understand the instrument principle. A DASH instrument, similar to an SHI in-
strument, records stationary interference fringes on an array detector, where the spatial
frequency of the interferogram is related to the Littrow angle of the grating, the Littrow
wavenumber and the wavenumber of the incident radiation. The asymmetric optical
path makes the interferometer sensitive to the phase change, which can be deduced by a
fast-Fourier-transform algorithm. The fringe contrast, decreasing with the increment of
the sampled OPD, contains the temperature information, which is the basis to retrieve
the Doppler temperature. Algorithms for phase-change determination and thermal-drift
calibration are also discussed here. A suitable window function implemented in spectral
domain can retrieve more precise phase information from the obtained interferograms.

2.1 DASH Instrument Concept

The DASH instrument concept is developed from the SHI instrument and Michelson
interferometer technique. Lengthening the optical path on one arm transforms an SHI
into a DASH interferometer. This simple modification makes it possible to measure tiny
wavenumber changes arising from Doppler shifts. In addition, the field-widening design
highly increases the optical throughput, which allows the system to receive radiation
from a relatively large solid angle with high fringe contrasts.

15
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As illustrated in Figure 2.1, a conventional field-widening DASH interferometer
consists of fore optics L1, a beamsplitter, two field-widening prisms, diffraction gratings
and exit optics (L2 and L3). Incoming radiation is divided into two coherent wavefronts
by the beamsplitter. After reflection from the gratings, these two wavefronts with an
intersection angle of 2γ recombine on the detector producing a Fizeau fringe pattern,
where the zero OPD point shifts from the center to some place on one side due to the
additional length ∆d on one arm. The fringe localization plane is located in a position
close to the grating and this plane is a virtual image of the grating. The role of the exit
optics (L2 and L3) is to image the fringes from the localization plane onto the detector.

Beamsplitter

Grating 1

Prism 2

Grating 2

Prism 1

Exiting wavefront

2g

L1

L2

L3

x

d0+Dd

d0

Detector

Figure 2.1: Schematic of a field-widening DASH interferometer. The quantities d0 and
d0 +∆d represent the optical paths from the beamsplitter to the gratings on the arm one
and arm two, respectively.

The fringe pattern obtained in a DASH interferometer is modeled in Appendix A
including the on-axis analysis and off-axis analysis. Assuming the intensity of the input
radiation is I0, the intensity of the interferogram I (x) at position x can be expressed as
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I (x) =
I0

2
{

1+VI (σ0,x)cos [2π ( f x+2σ0∆d0)]exp
(
−2π

2P2
DL2)} , (2.1)

where VI (σ0,x) is the instrument visibility function, σ0 is the central wavenumber of
the emission line, f is the spatial frequency, and ∆d0 is the extended distance at the
central wavelength of the emission line. PD is a Doppler-broadening parameter defined
in Equation A.11, which is related to the emission line wavenumber and the temperature.
The spatial frequency f can be calculated by

f = 4tanθ (σ0−σL) , (2.2)

which is related to the Littrow angle of the grating θ and its corresponding Littrow
wavenumber σL. When the incident wavelength is equal to the Littrow wavelength, a
zero-spatial-frequency pattern is produced on the detector. In Equation 2.1, L= D+
4tanθx, which is defined to describe a decrease of the fringe contrast. Note that D is
defined to replace the fixed OPD offset (2∆d) when the optical dispersion is considered,
and it is defined as

D = 2∆d0−λ0

[
2

∂ (∆d)
∂λ

]
, (2.3)

where λ denotes the wavelength and λ0 denotes the central wavelength of emission
line. Using Equation 2.1, interferograms without and with Doppler shift can be sim-
ulated and the corresponding intensity difference between the two interferograms can
be calculated. Comparing the two simulated interferograms, the interferogram without
Doppler shift and the intensity difference between the two interferograms are presented
in Figure 2.2. The fringe contrast of the interferogram declines with the increase of L,
which is the result of the temperature broadening. The envelope of the intensity differ-
ence first increases with the increment of L, but then its rate of change becomes negative
when L is larger than a certain value. Hence, there is an optimum OPD offset (D value),
which makes the interferometer most sensitive to the change of the interferogram.

As for the SHI, the resolving power of DASH interferometer is determined by grat-
ings, and the resolving power R can be calculated by

R = 4Wσ sinθ , (2.4)

with the illuminated width of grating W and the wavenumber of emission line σ . The
derivation of the resolving power is discussed in Appendix A.4. With a good resolving
power, aliasing interferograms with different spatial frequencies can be separated in the
spectral domain. Accordingly, it is possible to select an artificial line to simultaneously
tack thermal drifts during measurements.
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Figure 2.2: Interferogram without Doppler shift and intensity difference between inter-
ferograms without and with Doppler shift as functions of L. The temperature broadening
of 1000 K and Doppler velocity of 300 m/s are applied here to simulate the interfero-
grams.

2.2 Derivation of Wind Velocity

2.2.1 Field-measurement Strategy

In order to determine the wind velocity including the magnitude and the direction, a
scientific observation strategy should be implemented, which is discussed in this sec-
tion. The vector of wind velocity can be obtained by the sum of two velocities re-
trieved from two-orthogonal-direction measurements. Thus, it is necessary to perform
at least two-direction measurements in field measurements. Figure 2.3 illustrates the
field-measurement strategy of a ground-based DASH instrument. In order to detect the
horizontal wind velocity, sequential measurements viewing zenith, eastward and north-
ward are performed. The zenith measurements are used for zero-wind calibration, which
assumes that the average vertical wind throughout the night is zero. It is a reasonable
assumption because the vertical winds are mostly less than 7 m/s (Widdel, 1987; Sipler
et al., 1995; Smith, 1998). For each direction measurement, the horizontal wind is calcu-
lated by dividing the line-of-sight velocity by the cosine of the elevation angle. Finally,
the wind velocity ~υ can be expressed as
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Figure 2.3: Measurement strategy of a ground-based DASH instrument. Note that α

represents the elevation angle and v represents the horizontal wind velocity.

~υ = ~υeast +~υnorth, (2.5)

where ~υeast and ~υnorth represent the horizontal wind velocities in the east and north
directions.

2.2.2 Determination of Doppler Velocity

The thermospheric wind causes a Doppler shift of the airglow emission, which is gen-
erally smaller than 7 orders of magnitude of the emission wavelength. This small shift
results in a small phase change in the interferogram recorded in a DASH system. The
determination of line-of-sight velocity based on the phase change is presented in this
section. Given a non-Doppler shifted wavenumber σ0, the corresponding wavenumber
σv with Doppler shift can be calculated by

σv = σ0

(
1+

v
c

)
, (2.6)

where v is the observed velocity of the emission source and c is the speed of light.
According to Equation 2.1 and Equation 2.2, the obtained interferograms without and
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with Doppler shifts can be generally written as

I0 (x) ∝ 1+VI (x)cos{2π [4tanθ (σ0−σL)x+2σ0∆d0]}exp
(
−2π

2P2
DL2)

Iv (x) ∝ 1+VI (x)cos{2π [4tanθ (σv−σL)x+2σv∆dv]}exp
(
−2π

2P2
DL2) . (2.7)

The Doppler shift of the wavenumber results in a phase shift in the interferogram. Com-
paring these two interferograms, the phase change ∆ϕ (x) is obtained by

∆ϕ (x) = 8π tanθ (σv−σ0)x+4π (σv∆dv−σ0∆d0) . (2.8)

Considering the optical dispersion, the extended value ∆d varies with the wavenumber
shift caused by the Doppler effect. An effective OPD D′, similar to Equation 2.3, is
defined. Consequently, a relationship holds for 2∆dvσv

2∆dvσv = D′ (σv−σ0)+2∆d0σ0. (2.9)

Note that the D′ is in reference to the emission line without Doppler shift, while the D in
Equation 2.3 is in reference to the emission central line. Although their definitions are
different, the numerical difference is negligible. Therefore, a unified effective optical
path difference D is utilized in the following discussion. Substituting Equation 2.9
and Equation 2.6 into Equation 2.8 deduces a relation between phase change and wind
velocity

∆ϕ (x) = 8π tanθxσ0
v
c
+2πDσ0

v
c
. (2.10)

The first term of this equation presents the phase change across the detector, and the
second term represents the contribution from the OPD offset. The phase change can be
determined by the algorithm of Fourier transform or Hilbert transform, which will be
discussed in Section 2.4. Combining the phase change information and the relation in
Equation 2.10, the Doppler velocity is retrieved accordingly.

2.3 Derivation of Doppler Temperature

As shown in Equation 2.1, the interferogram visibility V (σ ,x) can be expressed as

V (σ ,x) =VI (σ ,x)exp
(
−2π

2P2
DL2) . (2.11)
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Apparently, the fringe pattern contrast consists of two different terms including the
instrument visibility function VI (σ ,x) and the exponential term exp

(
−2π2P2

DL2).
VI (σ ,x) is used to describe the instrument property, which is determined by its optics
and system design. Another term is the product of the thermal broadening of emission
line, which introduces a damping factor in the amplitude. This factor is related to its
emission temperature, and its amplitude attenuation becomes more serious when the
OPD gets larger. The function VI (σ ,x) is an inner property of an instrument, which can
be characterized by viewing a homogeneous source from a narrow-line laser or other
calibration light with a known line profile.

After the Fourier transform, the modulated part of the interferogram can be obtained
by implementing a window function in the spectral domain, which will be discussed
in Section 2.4. The modulus of this modulated interferogram gives the interferogram
amplitude, and the normalization of the amplitude is the corresponding interferogram
visibility described in Equation 2.11. After dividing by the term VI (σ ,x) obtained from
the calibration, the temperature information can be retrieved from the exponential term
based on Equation A.11. The exponential term is related to the effective OPD D, so the
calibration for D is also significant.

The fringe contrast is affected by the background noise and stray light, which must
be subtracted before the retrieval routine. For the dayglow, the oxygen red line is emitted
by both hot atoms and non-thermal atoms (Shepherd et al., 1993), which results in an un-
derestimation of the temperature. Although there still are some problems to measure the
temperature during the daytime using the fringe contrast, this methodology is suited to
the temperature measurement during the nighttime. Doppler temperature measurements
based on Michelson interferometers using the fringe contrasts have already succeeded
(Hilliard and Shepherd, 1966; Lathuillėre et al., 2002).

2.4 Determination of Phase Change

Fourier transform decomposes a signal into its constituent frequencies, which is a gen-
eral method to obtain the phase information of a signal. The Fourier transform of an
interference pattern is a complex-value function of spatial frequency, whose argument
provides the phase-offset information of the signal. But the inevitable spectral leakage,
noise and spectral broadening bring in additional deviations of the phase estimation in
the spectral domain. The more elegant strategy is to calculate the phase distribution in
the spatial domain, which was presented by Englert et al. (2004, 2007). The targeted
signal can be extracted in the spectral domain using a suitable window function, and
then the backward transformation for the isolated spectrum yields the modulated part of
the interferogram, which can be expressed as
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I f (x) = A( f ,x){cos [2π f x+Φ( f ,x)]+ isin [2π f x+Φ( f ,x)]} , (2.12)

where f denotes the spatial frequency and Φ( f ,x) denotes the phase offset. Con-
sequently, the phase ϕ ( f ,x) can be estimated by

ϕ ( f ,x) = 2π f x+Φ( f ,x) = arctan

{
ℑ
[
I f (x)

]
ℜ
[
I f (x)

]} , (2.13)

where ℑ
[
I f (x)

]
and ℜ

[
I f (x)

]
represent the imaginary and real parts of the modulated

part of the interferogram, respectively. For each interferogram, the phase distribution
can be obtained by Equation 2.13. The unwrapping process, making the phase continu-
ous, is necessary before comparing the phase difference, which may cause additional
computational efforts. Adopting trigonometric identities, bypassing the unwrapping to
calculate the phase difference directly is possible. For interferograms with and without
Doppler shift as shown in Equation 2.7, the modulated parts after isolating the corres-
ponding spectrum can be expressed as

I′0 (x) = A( f ,x) [cos(ϕ0)+ isin(ϕ0)]

I′v (x) = A( f ,x) [cos(ϕv)+ isin(ϕv)]
, (2.14)

where A( f ,x)∝VI (σ ,x)exp
(
−2π2P2

DL2) and ϕ0,v = 2π [4tanθ (σ0,v−σL)x+2σ0,v∆d0,v].
Then according to the relation between their imaginary and real parts, the phase differ-
ence can be derived

∆ϕ (x) = arctan
[

sin(ϕv−ϕ0)

cos(ϕv−ϕ0)

]
= arctan

{
ℑ [I′v (x)]ℜ

[
I′0 (x)

]
−ℜ [I′v (x)]ℑ

[
I′0 (x)

]
ℜ [I′v (x)]ℜ

[
I′0 (x)

]
+ℑ [I′v (x)]ℑ

[
I′0 (x)

]} ,

(2.15)

where ℑ

[
I′0,v (x)

]
and ℜ

[
I′0,v (x)

]
represent the imaginary and real parts of the cor-

responding modulated parts of the interferograms, respectively. It is not necessary to
separately estimate the phase information for each interferogram. The phase change is
determined directly using the Fourier transform results, which bypasses the phase un-
wrapping process. In addition, Hilbert transform can be considered as a phase shift of
-π/2 to every Fourier component of a function in the frequency domain, which also can
be used to retrieve the phase change. The similar method using a Hilbert transform to
retrieve the phase difference was discussed by Liu et al. (Liu et al., 2018).
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Therefore, the process of phase-change determination is illustrated in Figure 2.4.
Fourier transforms are performed for two interferograms, then the targeted spectra are
isolated in the spectral domain by multiplying window functions. The complex in-
terferograms are obtained after the inverse Fourier transforms for the targeted spectra.
Using Euler’s formula and trigonometric identities (Equation 2.15), the phase change is
finally determined.
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Figure 2.4: Process of the phase-change determination. Interferogram 1 and intefero-
gram 2 are the obtained interferograms without and with Doppler shift.

2.5 Choice of Window Function

As a mathematical function that is zero-valued outside of some chosen interval, a win-
dow function is general used in Fourier transform analysis to reduce the amplitude of the
discontinuities at the boundaries of a finite signal. As discussed previously, a window
function also can be used to extract the targeted spectrum in the phase-change determ-
ination. Similar to the spectral leakage effect, the introduction of a window function
results in an additional error in the phase determination. In this section, the choice of
the window function is studied by comparing the errors using different window func-
tions, and the width of the window is also investigated.

Based on Equation 2.1, an interferogram obtained from a DASH interferometer can
be expressed as

I (x) =
I0

2
{1+A( f ,x)cos [2π ( f x+2σ0∆d0)]}

=
I0

2
+

I0

2
A( f ,x)exp [−2πi( f x+2σ0∆d0)]

+
I0

2
A( f ,x)exp [2πi( f x+2σ0∆d0)] ,

(2.16)
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with A( f ,x) = VI (σ ,x)exp
(
−2π2P2

DL2). A window function t ( f ) is implemented to
isolate the positive component, so that the isolated modulated portion I′ (x) is yielded
after inverse Fourier transform

I′ (x) = T (x)~
I0

2
A( f ,x)exp [2πi( f x+2σ0∆d0)] , (2.17)

where T (x) is the inverse Fourier transform of t ( f ) and ~ denotes the convolution
operator. The algorithm to determine the phase difference is based on the imaginary
part and real part of I′ (x). In order to analyze the effect from the convolution term, a
restored interferogram Ir (x) is defined and it can be calculated by the relation below

Ir (x) = 2I′ (x)+1. (2.18)

The convolution term of T (x) causes a distortion of the restored interferogram com-
pared with the original interferogram, which brings in an additional error in the retrieval
routine. The difference between restored interferogram Ir (x) and the initial interfero-
gram I (x), including intensity and phase differences, can be used to evaluate the devi-
ation arising from the term of T (x). The small difference means that the error resul-
ted from T (x) is also small. In order to choose the best window type, interferogram
differences using different window functions are calculated, and the corresponding in-
tensity differences and phase differences are presented in Figure 2.5(a), Figure 2.5(b)
and Figure 2.5(c). The initial interferogram is produced based on Equation 2.1 with a
temperature broadening of 1000 K and the phases of the interferograms are determined
using Equation 2.13. Apparently, the interferogram differences in the middle region are
pretty small, but the values on the both sides increase dramatically. The utilization of
a rectangle window function results in the largest difference especially in the middle.
For the other five window types, the interference difference attenuates quickly in the
middle, and the minimum intensity difference and phase difference are achieved when
a Hanning or Hamming window is selected. Therefore, it is suggested to use a Hanning
or Hamming window to isolate the modulated signal, and the edge region needs to be
excluded when computing the phase change.

The window width is another important parameter to consider. A narrow window
function may lead to a loss of the spectral component, which further distorts the restored
interferogram and produces retrieval error. On the other hand, the implementation of a
wide window increases the risk to contain unwanted spectrum parts and noise, and then
errors are produced accordingly. The simulated interferogram and the restored inter-
ferograms using Hamming windows with different widths are compared, and the cor-
responding intensity differences and phase differences are also plotted in Figure 2.6(a)
and Figure 2.6(b), respectively. With the broadening of the window function, the inter-
ferogram difference attenuates. When the width is larger than 6 times of the spectral
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Figure 2.5: (a, b) Intensity and (c) phase differences between the restored interferograms
and initial interferogram using different window functions. Note that the y axes are
logarithmic coordinate and the window widths of 8 times of the spectral full width at
half maximum (FWHM) are applied for all window functions.
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Figure 2.6: Top panel: (a) Intensity differences when Hamming window functions with
different widths are applied. Bottom panel: (b) Phase differences when Hamming win-
dow functions with different widths are applied.



2.6 Thermal-drift Calibration 27

FWHM, the phase and intensity differences in the middle are almost equal to zero. Al-
though the minimum difference obtained in the width of 15 times FWHM, it does not
mean that the width of the window being as large as possible can perform better. The ex-
istence of adjacent spectrum and noise limit the width of window function. A Hanning
or Hamming window with a suitable width is suggested to extract the targeted spectrum,
which brings in the minimum error in the retrieval procedure.

2.6 Thermal-drift Calibration

The Doppler wind is measured by comparing phase differences, which are highly sensit-
ive to ambient temperature around the instrument. For the 32 mm OPD offset, a thermal-
induced phase shift of less than 3.2 mrad is required to achieve 3 m/s accuracy. Owing to
the fact that a DASH interferometer can resolve multiple emission lines simultaneously,
it is possible to use a reference line to track thermal changes to the instrument. In this
section, the thermal-drift calibration is studied.

Based on Equation 2.1 and Equation 2.2, the phases of the red line emission ϕE and
calibration line ϕcal in the zero-wind measurement (the zenith observation in the field
measurement) can be expressed as

ϕE = 2π [4tanθ (σE −σL)x+2∆dEσE ]

ϕcal = 2π [4tanθ (σcal−σL)x+2∆dcalσcal] ,
(2.19)

where σE,cal represent the wavenumbers of red line emission and calibration line, and
∆dE,cal represent the extended values at the wavelengths of red line emission and calib-
ration line. Assuming the ambient temperature changes in the second measurement, the
corresponding phases ϕ ′E and ϕ ′cal are modified by

ϕ
′
E = 2π

[
4tanθ

′ (
σ
′
E −σ

′
L
)
(x+∆x)+2∆d′Eσ

′
E +δd′Eσ

′
E
]

ϕ
′
cal = 2π

[
4tanθ

′ (
σcal−σ

′
L
)
(x+∆x)+2∆dcalσcal +δdcalσcal

]
.

(2.20)

Due to the Doppler shift, the wavenumber σE is changed to σ ′E . The thermal expan-
sion of the grating and the thermal change of the refractive index in the field widening
prism affect the Littrow angle and Littrow wavelength, so that the new Littrow angle
and Littrow wavelength are denoted by θ ′ and σ ′L. The thermally induced OPD-offset
variations are represented by δd′E and δdcal at the wavenumbers of σ ′E and σcal , re-
spectively. Though the interferometer is temperature controlled to minimize the phase
shift, other components of the instrument are not, which may cause an image shift on
the detector. This thermally induced image shift can be considered as a slight OPD
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change for each pixel, which is described by the introduction of ∆x in Equation 2.20.
In general, the change rate of the Littrow angle is smaller than 10−6 radians/◦C. With
the precise temperature control for the interferometer, the difference between tanθ and
tanθ ′ is negligible and one parameter of tanθ is used to replace the both in the following
discussion. The phase difference caused by the Doppler shift can be calculated by

∆ϕ =ϕ
′
E −ϕE −

(
ϕ
′
cal−ϕcal

)
=2π

[
4tanθ

(
σ
′
E −σE

)
x+2∆d′Eσ

′
E −2∆dEσE

+4tanθ
(
σ
′
E −σcal

)
∆x+δd′Eσ

′
E −δdcalσcal

]
.

(2.21)

Compared with Equation 2.8, the error 4 tanθ (σ ′E −σcal)∆x+ δd′Eσ ′E − δdcalσcal re-
mains. If there are ±2 ◦C temperature control for the optical bench and ±0.1 ◦C
temperature control for the interferometer, the error resulting from image shift is less
than 1m/s (Englert et al., 2017a). In addition, the difference of σ ′E and σcal is only
11.3 cm−1 and the typical variation of optical offset (δd′E or δdcal) is less than 10−5

cm/◦C. With the thermal compensation design and the temperature control, the term of
4tanθ (σ ′E −σcal)∆x+δd′Eσ ′E−δdcalσcal can be neglected. Accordingly, the obtained
phase difference can be used to retrieve the wind velocity using Equation 2.10.

The thermally induced image shift is possible to be tracked by periodic notches on
the top of grating (Englert et al., 2010b, 2017a). The notch pattern is imaged on the
detector along with the produced interferogram, so that the image shift can be obtained
by monitoring the position change of the notch pattern. Using the quantification of the
image shift, ∆x in Equation 2.20 can be corrected and it will change to

ϕ
′
E = 2π

[
4tanθ

′ (
σ
′
E −σ

′
L
)

x+2∆d′Eσ
′
E +δd′Eσ

′
E
]

ϕ
′
cal = 2π

[
4tanθ

′ (
σcal−σ

′
L
)

x+2∆dcalσcal +δdcalσcal
]
.

(2.22)

Using the intercepts of ϕcal and ϕ ′cal , the phase shift δdcalσcal can be determined.
Neglecting the dispersion effect, the phase shift δd′Eσ ′E can be obtained by

δd′Eσ
′
E =

δdcalσcal

σcal
σE . (2.23)

Combining the results of Equation 2.19, Equation 2.22 and Equation 2.23, the calibrated
phase difference can be expressed as

∆ϕ = ϕ
′
E −ϕE −

(
ϕ
′
cal−ϕcal

)
+δdcalσcal−δd′Eσ

′
E . (2.24)

Accordingly, the wind velocity can be determined by the relation of Equation 2.10.



Chapter 3

Instrument Response

The signal propagation is accompanied by uncertainties, which may impact on the meas-
urement accuracy of a DASH instrument. In this chapter, the systemic input-output-
response is investigated including the estimation of the detected signal, noise propaga-
tion, characterization of detector and analysis of signal-to-noise ratio. Spectral radiance
of airglow emission can be modeled for a specific solar activity and solar local time.
With the knowledge of the field of view, aperture and transmittance of instrument, the
signal detected in a DASH instrument can be estimated. The noise propagation is de-
scribed in the detection of airglow emission, and its main compositions are the photon-
limit noise and detector readout noise. The performance of the selected image sensor is
characterized by a series of tests involving dark current measurements and photon trans-
fer measurements. To evaluate the instrument responsivity and noise effect, the detected
interferograms are simulated based on the results of the characterization of detector, and
the corresponding signal-to-noise ratios are also analyzed.

3.1 Estimation of Detected Signal

The low intensity of the atomic oxygen red line emission requires a high responsivity
of the instrument. The detected signal is a crucial factor to determine the instrument
responsivity, and the estimation of the received signal provides a baseline to determine
the system aperture and field of view. As discussed in Section 1.3, the atomic oxygen
red line emission is modeled given the date and solar activity. Based on the knowledge
of airglow VER and instrument characteristics, the incoming photons can be estimated,
which is significant to evaluate an instrument signal-to-noise ratio (SNR). For an iso-
tropic source, the emission rate from an unit column along the line of sight is equal to
4πLγ (Hunten et al., 1956), where Lγ is the spectral radiance. Therefore, the spectral

29
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radiance Lγ of the airglow can be calculated from the integration along the line of sight
s

Lγ =

∫
s ε (l)dl

4π
, (3.1)

where ε (l) is the VER at position l. Assuming the radiation within the field of view is
uniform, the photon flux Φγ on the aperture S can be expressed as

Φγ = TaLγ

∫∫
dScosζ dΩ = TaLγE, (3.2)

where Ta represents the transmittance of the atmosphere, ζ is the inclined angle with
respect to dS and E is the etendue of the instrument, which is defined to evaluate the
flux gathering capability of an optical system. The etendue with a crossing area S can
be calculated by E =

∫∫
dScosζ dΩ = πSNA2, where NA is the numerical aperture of

system. In an optical system, the etendue is a conserved parameter, so that the received
photoelectrons neγ

on the detector is estimated

neγ
= QEtintTaTf ToLγE. (3.3)

Here QE is the quantum efficiency of the detector, tint is the exposure time, Tf and To
are the transmittance of the filter and optics, respectively. Combining Equation 2.1 and
Equation 3.3, the signal recorded on the detector yields

I (nx) =
neγ

2N

{
rb +1+VI (σ0,nxsp)cos [2π ( f nxsp +2σ0∆d0)]exp−2π

2P2
DL2} , (3.4)

with L = D+4tanθnxsp. Here N denotes the pixel number of the detector, VI (σ0,nxsp)
denotes the instrument visibility function, nx denotes the pixel index in x direction, sp
denotes the pixel size, f denotes the spatial frequency of the interferogram, σ0 denotes
the wavenumber of the emission line, ∆d0 denotes the extended distance, D denotes the
effective OPD, PD denotes a Doppler-broadening parameter and θ denotes the Littrow
angle of the grating. Within the transmission curve of the filter, spectra except the
targeted emission line decrease the visibility of the fringe pattern, and this effect is
described by rb, which is a ratio of background spectra to the targeted emission line.
Note that rb is determined by the characteristic of the filter and atmospheric spectra.
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3.2 Noise Propagation

Noise plays an important role in the detection of airglow emission, which is a
photon-limited signal. The noise propagation based on a complementary metal-oxide-
semiconductor (CMOS) detector is discussed in the following.

Shot noise occurs when photons arrive due to the uncertainty principle, and this
process follows a Poisson distribution. In addition, another contribution to shot noise
comes from the electrons spontaneously generated within the silicon chip even when no
photons reach the detector, which is called detector dark current. Therefore, the variance
of the shot noise σ2

s is equal to the mean signal, which consists of the photoelectons n̄eγ

and dark current n̄ed . Accordingly,

σ
2
s = n̄eγ

+ n̄ed . (3.5)

Except for the shot noise, the readout noise and the fixed pattern noise (FPN) are also
noticeable, and they are Gaussian noise. The FPN describes the pixel-to-pixel variation
under uniform illumination, which consists of signal offset and gain components. For
CMOS sensors, the FPN usually can be corrected by adjusting the pixel gain on the
whole detector. For the low-signal application, the FPN can be neglected. Therefore,
the variance of the detector noise σ2

noise can be expressed as

σ
2
noise = G2

σ
2
s +σ

2
r , (3.6)

where G is the system gain describing the conversion ratio from an electron number
into a digital number (counts) and σ2

r represents the variance of the readout noise. Con-
sequently, the SNR in the detector can be calculated by

SNR =
Gn̄eγ√

G2σ2
s +σ2

r
. (3.7)

If background spectra with the ratio of rb are considered, the SNR needs to be modified
to

SNR =
Gn̄eγ√

G2σ2
s +σ2

r +Grbn̄eγ

. (3.8)
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3.3 Characterization of Detector

3.3.1 Overview of Image sensor

The performance of the detector affects the SNR of the signal obtained, which is an
important factor to affect the measurement accuracy. A scientific CMOS image sensor,
GSENS400BSI, is selected to record the fringe pattern owing to its relatively low noise
levels and high quantum efficiency. This CMOS sensor can operate in both rolling
shutter HDR (high dynamic range) and rolling shutter STD (standard dynamic range)
modes, and a high-pixel gain and a low-pixel gain are available in STD mode, which
are named STD-HG mode and STD-LG mode (Gpixel Inc., 2017). According to our
application requirement, the detector operates in STD-HG mode, which is optimized for
low readout noise. The specification of the detector running in STD-HG mode is shown
in Table 3.1, which is provided from the manufacturer (Gpixel Inc., 2017). The pixel
number of the detector is 2048 × 2048 with a pixel size of 11 µm, and the maximum
active image size achieves 22.528 mm × 22.528 mm. The sensor operates in electronic
rolling shutter and features extremely low temporal dark noise and readout noise. The
quantum efficiency of the sensor is higher than 90% at the wavelength of 630.0 nm.

Table 3.1: Specification of GSENSE400BSI sensor running in STD-HG

Item Description
Resolution 2048 horizontal × 2048 vertical pixels
Pixel size 11 µm × 11 µm

Active area 22.528 mm × 22.528 mm
Readout noise 1.6 e−

Dark current 0.52 e−/s/pixel at -16 ◦C
Gain 1.938 counts/e−

Quantum efficiency > 90% @ 630 nm
Shutter type Electronic rolling shutter

3.3.2 Dark Current Measurements

The dark current measurements were performed in a dark room with the temperature
control for the GSENSE400BSI device. Owing to the fact that the dark current is lin-
early related to the exposure time, the dark current was recorded during different expos-
ure times. The tests were taken at exposure times from 0.25 seconds to 4 seconds with an
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(d) Histogram of the signal offset

Figure 3.1: Upper plots: (a) Measured dark current and (b) signal offset at a temperature
of 19.5 ◦C. Lower plots: (c) Histograms of the dark current and (d) signal offset at a
temperature of 19.5 ◦C.

interval of 0.5 seconds. For each exposure time, 20 frames images were sampled, which
can be used to calculate the mean value and standard deviation. Although the signal
offset is always accompanied by the acquisition of the dark current, a linear regression
of the obtained signal against the exposure time gives the signal offset (intercept). The
temperature dependencies of the dark current and signal offset were also characterized
by repeating the previous processes during different temperatures.

The mean value of the samples for each pixel as a function of the exposure time was
calculated, then fitting a linear line to the mean values yields the dark current (slope)
and signal offset (intercept). Taking an example at the temperature of 19.5 ◦C, the
dark current and signal offset are displayed in Figure 3.1. The dark current and digital
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offset vary with the position. The enhanced dark current is probably caused by the
mechanical stress or the higher temperature of the read out circuit. Two peaks appear
on the histogram of signal offset, which is the result of two separate programmable-gain
amplifiers for odd lines and even lines. In order to remove the effects from hot pixels and
defect pixels, a median dark current of all pixels is used to represent the dark current of
whole detector. The detector dark current at temperatures of 13.5 ◦C, 16.5 ◦C and 19.5
◦C were measured, and the results are plotted in Figure 3.2. Accordingly, the detector
dark current at temperatures of 13.5 ◦C, 16.5 ◦C and 19.5 ◦C are 7 counts per second,
8 counts per second and 11 counts per second, respectively. The signal offsets for the
three temperatures are almost same and the value is 261 counts. With the increase of
the temperature, the detector dark current increases. Therefore, it is necessary to cool
down the detector to further suppress the effect from dark current during instrument
measurement.
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Figure 3.2: Comparison of dark current at the temperatures of 13.5 ◦C, 16.5 ◦C and 19.5
◦C.

Similarly, the standard deviation of the samples for each pixel as a function of the
exposure time was calculated, and the value of the standard deviation can be used to
describe the noise. The readout noise can be estimated by fitting a linear function to the
standard deviations. During the dark current measurements, the contribution of the noise
only includes dark current noise and readout noise, so that the intercept of fitting results
can be considered as the readout noise. Based on the measurements at temperatures of
13.5 ◦C, 16.5 ◦C and 19.5 ◦C, the dark current standard deviations were calculated and
the results are shown in Figure 3.3(a). Note that a median standard deviation is used to
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(b) Histogram of the readout noise

Figure 3.3: (a) Estimated dark current standard deviations during different temperatures
and (b) distribution of the readout noise. In the upper plot, each measured point is the
median dark current standard deviation of all pixels.
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represent the standard deviation of whole detector here. Accordingly, the readout noise
was estimated and the corresponding value is about 7 counts. The readout distribution is
also presented in Figure 3.3(b), which indicates that the spatial variation of the readout
noise is small.

3.3.3 Photon-Transfer Curve

Tho photon-transfer curve (PTC) described by Janesick (Janesick et al., 1987) is a gen-
eral method to determine the detector readout noise and system gain. The detector sys-
tem gain is a parameter to describe the conversion rate between electron (e−) and digital
number. PTC method is based on the property of shot noise, which can be modeled by a
Poisson distribution. As discussed in Section 3.2, the variance of the shot noise is equi-
valent to the mean value of signal. Therefore, the variance of the signal noise σ2

noise,DN
in units of counts2 can be expressed as

σ
2
noise,DN = G2

σ
2
s,e−+σ

2
r,DN = G

(
S̄DN− S̄SO

)
+σ

2
r,DN , (3.9)

where G denotes the system gain in units of counts/e−, σs,e− denotes the shot noise in
units of e−, σr,DN denotes the readout noise in units of counts, S̄DN denotes the mean
signal in units of counts and the S̄SO denotes the signal offset in units of counts. Con-
sequently, a linear regression of σ2

noise,DN against the difference between S̄DN and S̄SO

gives the system gain G (slope) and the variance of the readout noise σ2
r,DN (intercept).

Black body

Tube

Computer

GSENS 

detector

Figure 3.4: Experimental setup for the measurement of photon transfer.

The experimental setup for photon transfer measurement is illustrated in Figure 3.4.
The signal source is provided by a black body, and the input signal can be tuned by
changing the temperature of the black body. A long tube is applied here as a baffle and



3.3 Characterization of Detector 37

defines the incident solid angle. A bandpass filter is inserted in front of the detector to
limit the incoming spectrum. Finally, a computer is used to control the detector and to
record data. For each black-body temperature, 20 frames were recorded, and then the
mean value and standard deviation of those images were calculated for further analysis.

For each pixel and each black body temperature, the signal mean and signal variance
were determined. Then the median values of signal means and signal variances were
calculated to represent the signal mean and signal variance at this black body temperat-
ure. The signal variance as a function of signal mean is presented in Figure 3.5(a), which
indicates that the average system gain of detector is 1.3 counts/e− and the readout noise
is 8 counts similar to the result in dark current measurement. Using the estimated sys-
tem gain, the readout noise can be converted to 6.2 e−, which is more than three times
larger than the value in the manufacturing specification. As shown in Figure 3.5(b), the
distribution of the estimated system gain was also obtained using the linear regression
analysis. Although the system gain should be positive, some negative gains appear in
the estimation, which may be caused by the hot pixels and defect pixels.

According to Planck’s law, the spectral radiance can be calculated. Combining the
transmittance of the bandpass filter Tf (λ ) and the system etendue E, the input signal
I (T ) as a function of black body temperature T can be estimated using the relation

I (T ) =
QEGtintE

Ue

∫ +∞

−∞

2hc2

λ 5
1

exp
(

hc
λkBT

)
−1

Tf (λ )dλ , (3.10)

where QE represents the quantum efficiency of detector, G represents the system gain
of detector, tint represents the exposure time of detector, Ue represents the energy of one
electron and its value is 1.602× 10−19 J, c is the speed of light, h is Planck’s constant
and kB is Boltzmann’s constant.

The measured signal as a function of estimated signal is shown in Figure 3.6, and the
measured signal information is provided from the median of all pixels and the values
at three different pixels. The estimated system gain G =1.3 counts/e− is applied to
calculate the estimated signal. The fitting result with the slopes approximated to 1.0
indicates that the estimated values are in good agreement with the measured values
and the quantum efficiency from manufacturer agrees with the measurement results.
The difference of the intercepts results from the variation of the signal offset, which is
indicated in Figure 3.1.
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Figure 3.5: (a) Photon transfer curve and (b) histogram of the estimated system gain.
The black body temperatures are from 400◦C to 500◦C with an interval of 20◦C, and
one dark current measurement with a same exposure time is also included. Note that the
signal offsets are subtracted when calculating the signal mean using the estimated result
in Section 3.3.2.
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Figure 3.6: Measured signal as a function of estimated signal. The quantum efficiency
and transmittance of filter are provided from the manufacturer. Note that black body
temperatures from 400◦C to 500◦C with an interval of 20◦C and the average of 20
samples are used for analysis.

3.4 Analysis of Signal to Noise Ratio

In this section, the interferograms obtained from a DASH interferometer are simulated
using the established model described in Section 2. According to the estimated signal
and the characterization of the detector, the signal noise is added into the interferograms.
Based on the simulated interferograms, the SNRs of the instrument operating at different
dates are investigated using Equation 3.8.

As discussed in Section 1.3, the atmospheric emission varies with the solar activ-
ity and seasonal change. Here, we choose the two years of 2009 and 2014 when the
lowest solar activity and the strongest solar activity appear in a recent solar cycle, and
observations are simulated for Wuppertal (51.26◦N, 7.15◦E). Since the intensity of air-
glow emission reaches a peak in summer and has a minimum in winter, interferograms
simulated for Jun 21 and Dec 22 with the local solar time at midnight are discussed.
Combining the atmospheric model and Equation 3.2, detected signals were calculated.
Then the dark current, shot noise and readout noise were added to the simulated inter-
ferograms. The parameters of the interferometer and the detector used in simulation are
shown in Table 3.2. The ratio of the background spectra is determined by atmospheric
spectra and the feature of the bandpass filter. Transmittances of the filter, beamsplitter,
diffraction grating and other optics are considered, and the overall effect is represented
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Table 3.2: Parameters of interferometer and detector used in simulation

Parameters of interferometer Description
Littrow angle 16.4950◦

Groove density of grating 900 mm−1

Incident wavelength 630.0304 nm
Full field of view 9◦

Temperature of atomic oxygen in thermosphere 1000 K
Optical path difference at center 2∆d0 32 mm

Visibility 1.0
Background spectrum ratio 0.492

Transmittance of optics 0.315
Parameters of detector Description

Pixel number 2048 × 2048
Pixel size 11 µm × 11 µm

Readout noise 7.2 counts
Dark current 0.52 e−/s/pixel
System gain 1.3 counts/e−

Quantum efficiency 0.92
Exposure time 5 mins

by the transmittance of optics in Table 3.2. The parameters of the detector are obtained
from the result in Section 3.3.

The simulated interferograms are presented in Figure 3.7 and Figure 3.9, and their
corresponding SNRs are plotted in Figure 3.8 and Figure 3.10. In order to improve
the instrument SNR, an average of several rows signals is used for the retrieval routine.
Figure 3.7 and Figure 3.8 are the results using the average of 300 rows signals, and the
results using the average of 1000 rows signals are shown in Figure 3.9 and Figure 3.10.
As shown in these figures, envelopes of the interferograms and SNRs are estimated
by the sum of the amplitude and direct current (DC) bias. The elevation angle of the
instrument is 45◦ in these simulations. In the same year, the SNRs on Jun 21 are almost
three times of the SNRs on Dec 22 because of the stronger emission intensity in summer.
In the year with strong solar activity (2014), the SNRs become higher compared to the
SNRs in the year of 2009. With the decrease of the fringe contrast, the SNR declines,
which means that the visibility of interferogram affects the system SNR. Comparing the
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results in Figure 3.8 and Figure 3.10, it shows that using the average of more rows of
signals can improve the instrument SNR. During winter measurements even in the year
with strong solar activities, the average of more lines of signals or an extension of the
exposure time must to be used to improve the instrument responsivity and accuracy.
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Figure 3.7: Simulated interferograms using the average of 300 rows signals. Upper
panel: Interferograms simulated for the date of Jun 21 and their corresponding envel-
opes. Bottom panel: Interferograms simulated for the date of Dec 22 and their corres-
ponding envelopes.
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Figure 3.8: SNRs of the interferograms in Figure 3.7. Upper panel: SNRs of the inter-
ferograms simulated for the date of Jun 21 and their corresponding envelopes. Bottom
panel: SNRs of the interferograms simulated for the date of Dec 22 and their corres-
ponding envelopes.
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Figure 3.9: Simulated interferograms using the average of 1000 rows signals. Upper
panel: Interferograms simulated for the date of Jun 21 and their corresponding envel-
opes. Bottom panel: Interferograms simulated for the date of Dec 22 and their corres-
ponding envelopes.
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Figure 3.10: SNRs of the interferograms in Figure 3.9. Upper panel: SNRs of the inter-
ferograms simulated for the date of Jun 21 and their corresponding envelopes. Bottom
panel: SNRs of the interferograms simulated for the date of Dec 22 and their corres-
ponding envelopes.



Chapter 4

Instrument Design

A DASH instrument consists of an interferometer and a camera optics, which images the
fringe pattern from the localization plane onto the detector. This chapter discusses the
optical designs of a thermally stable DASH interferometer with field-widening prisms
and a double-telecentric imaging system. As important parameters of a DASH interfer-
omter, the Littrow wavelength, optical offset, materials and dimensions of components
are optimized to achieve thermal compensation and field widening. In order to relay
the fringe pattern with high fringe contrasts, a double-telecentric system is selected to
realize the high-image-quality and low-distortion imaging process. The thermal ana-
lysis and tolerance analysis are also presented in this chapter. The visibility of fringe
pattern determines the ability of interferometer to detect periodic signal in the presence
of noise. Using ray-tracing software, interferograms obtained from the designed config-
uration are simulated and the corresponding visibilities are also analyzed. In addition,
an instrument performance model is established using the tolerance analysis results, and
measurement uncertainties of the instrument during different seasons are also studied in
this chapter.

4.1 DASH Interferometer Design

A monolithic DASH interferometer has an advantage over the separate design, espe-
cially in the stray light management. A monolithic interferometer can be built to be
highly compact and rugged, which is required for the space application. The following
discussion of the DASH interferometer is based on a monolithic design.

45
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4.1.1 Components

A monolithic interferometer generally consists of an nonpolarizing cube beamsplitter
with a 50% split ratio, two field-widening prisms, two reflective diffraction gratings
and spacers which are used to connect the field-widening prism with the beamsplitter
and the grating. In order to simplify the assembly, the exit plane of the field-widening
prism is designed to be parallel to the incidence plane of the grating. Accordingly, the
spacers bonding the field-widening prisms and the gratings are parallel prisms, which
are also called parallel spacers. As discussed in Section 2.1, the diffraction gratings,
producing two tilted wavefronts, are the crucial elements in a DASH instrument. The
resolving power of the system depends on the grating groove density and effective area.
Gratings with 900 grooves/mm are chosen here, which have a high diffraction efficiency
at the targeted wavelength and satisfy the resolution requirement. More details of the
gratings are described in Appendix B.1. In general, there are two strategies to achieve
the asymmetric arm. One is to use different field-widening prisms on two arms, another
one is to use an asymmetric beamsplitter as shown in Figure 4.4. For cost consideration,
the second design is chosen for the DASH interferometer presented in this dissertation.

4.1.2 Choice of Littrow Wavelength

In a DASH system, the Littrow wavelength of the grating is an important parameter,
which determines the spatial frequency of the fringes. A reasonable spatial frequency
setting is necessary to obtain the precise wind velocity. The spatial frequency is limited
by the Nyquist frequency, which is determined by the detector pixel size. Even fringes
can be resolved by the certain-pixel-size detector, the spatial frequency still can not be
too high. A high spatial frequency makes the samping rate very low in one period,
which causes the phase of the fringe is sensitive to the thermal change or system vibra-
tion. On the other hand, it is also not a good choice if the spatial frequency is too low.
The low spatial frequency increases the risk of aliasing with the DC bias and low fre-
quency components induced by the non-uniformity of light field distribution. The lim-
ited pixel number constrains the minimum spatial frequency. In general, some dozens
of samplings in one completed signal period is a reasonable setting. As discussed in
Section 2.6, thermal drifts have to be tracked using an artificial line during measure-
ments. A combination of a neon lamp and a bandpass filter provides a stable-frequency
illumination at a wavelength of 630.479 nm, which can be used to track thermal drifts.
The spectrum of the neon lamp is presented in Appendix B.2. For the consideration to
isolate the spectra of the airglow emission and calibration source, the difference of the
fringe number should be larger than 20. Accordingly, the Littrow wavelength range can
be determined given a detector, a groove density of grating and working wavelengths.
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In order to obtain the targeted spectrum and to improve the system SNR, an optical
bandpass filter with an FWHM of 2.3 nm is employed in the DASH interferometer.
More details on this filter are presented in Appendix B.3. According to Equation 2.1
and Equation 2.2, an indistinguishable aliasing occurs when incident wavenumbers are
symmetric about the Littrow wavenumber, although their phases are different. In gen-
eral, the Littrow wavelength should be located on the edge of the transmission curve of
the filter to suppress the indistinguishable aliasing.
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Figure 4.1: Spectra of the observed emissions (green) and transmission curves of the
optical bandpass filter (blue). The tangential plane contains both the optical axis and
the object point, and the sagittial plane is perpendicular to the tangential plane. The
spectrum of the neon lamp close to 630.479 nm and He-Ne laser line are also included
here. The black line is the Littrow wavelength and the dashed lines are the aliasing
spectra with respect to the Littrow wavelength.

The Littrow wavelength of 630.96 nm is determined in our design and correspond-
ing spatial frequencies are 27.70 per centimeter for the atomic oxygen red line and 14.32
per centimeter for calibration lamp (630.479 nm), respectively. For a 2048×2048 de-
tector with 11-µm pixel size, the fringe number difference is 26.8 for the two incident
wavelengths. Note that the magnification of camera optics is 1.0 in this discussion. In
order to verify the rationality of this Littrow wavelength, spectra of the observed emis-
sions and the transmission curve of the bandpass filter as functions of wavelength are
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plotted in Figure 4.1. The spectrum data are obtained from the Ultraviolet and Visual
Echelle Spectrograph (UVES) (Hanuschik, 2003). In addition, aliasing spectra, cal-
culated from the symmetries of the original spectrum, are also shown in this figure.
Although the Littrow wavelength is not at the edge of the transmission curve, all of
the emission lines can be well separated and the aliasing does not happen within the
curve of transmission. The combination of the neon lamp and this bandpass filter can
achieve the calibration purpose that only one line (630.479 nm) emitted from lamp can
pass the filter and there is no aliasing with other existing spectra. Therefore, the Littrow
wavelength of 630.96 nm is a scientific choice.

4.1.3 Choice of OPD Offset

As discussed in Appendix A and Section 2.1, the interferogram obtained in a DASH
interferometer was modeled and the wind velocity can be retrieved using the phase
variation. According to the interferogram expression in Equation 2.1, the phase of inter-
ferogram is more sensitive to the wavelength change when its OPD gets larger. On the
other hand, the visibility of the fringe pattern, a leading factor to detect periodic wave
in the presence of noise, decreases with the increment of OPD due to the contribution
of the thermal broadening (the exponential term in Equation 2.1). The contradiction
between small and large OPD values shows an optimum OPD offset can be found for
accuracy measurements of winds. The difference between the interferograms without
and with Doppler shift, as shown in Figure 2.2, also indicates that an optimum OPD
offset makes the system most sensitive to the change of interferogram.

Numerical studies have been carried out to determine the OPD offset. Given an OPD
offset, the interferogram of the atomic oxygen red line can be produced using Equation
2.1 with a typical temperature (1000 K) broadening. As discussed in Section 3, the noise
can be added to the interferogram based on the estimated signal-to-noise ratio, which is
calculated from the VER, system etendue, optics transmission and detector characteriz-
ation. The VER was calculated based on a model developed by Cogger et al, (Cogger
et al., 1980; Link and Cogger, 1988), which was already presented in Section 1.3. With
the 500-row pixel average and a 5-minute exposure time, 10000 Monte Carlo simula-
tions (adding noise) were performed for each OPD. Then estimation errors of the wind
speed as functions of different OPD were deduced, which are the mean absolute devi-
ations of all simulations. The observation is simulated for Wuppertal (51.26◦N, 7.15◦E
) on Jun 21, 2014, and the parameters of the detector are from Table 3.2. The zenith
observation, as the reference for retrieving the wind velocity, has the smallest signal
intensity compared to other direction observations and the brightness difference is also
considered in these simulations. The phase comparison between the slant observation
and zenith observation was accomplished by the method in Section 2.2. The numerical
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result in Figure 4.2 indicates that the minimum wind estimation error can be achieved
when the OPD offsets are in the range of 30 mm to 50 mm.
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Figure 4.2: Error of wind estimation as a function of the OPD value. The y axis is a
logarithmic coordinate.

4.1.4 Thermal Compensation

To resolve the winds within an accuracy of 3 m/s, wavelength shifts smaller than 8 orders
of magnitude of the emission wavelength have to be detected and a phase shift of less
than 3.2 mrad is required for the 32 mm OPD offset. Therefore, phases of the fringes
must be highly stable with respect to ambient temperature, especially for the ground-
based instrument which needs relatively long exposure times (usually 3-5 minutes) to
collect enough photons. The thermal drift not only introduces an additional phase error
but also deteriorates fringes contrasts. The thermal compensation should be taken into
account during design.

Choosing the correct combination of glasses and dimensions can achieve thermally
stable performance, which has already been employed in Michelson interferometers
(Thuillier and Shepherd, 1985; Thuillier and Hersé, 1991). The phase independence of
the surrounding heat requires the derivation of the phase with respect to temperature to
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be zero, and the expression can be written according to Equation 2.1

dϕ (x)
dT

= 2π

(
d fx

dT
x+2

d∆d0

dT
σ

)
= 0, (4.1)

with the temperature T and the spatial frequency fx = 4tanθ (σ −σL). The angle θ is
the Littrow angle of the grating in the DASH interferometer. This equation holds when

the two derivative terms
d fx

dT
and

d∆d0

dT
are equivalent to zero at the same time.

q
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Grating
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Figure 4.3: Raytrace on a field-widening prism and a reflecting grating at the Littrow
angle.

For the
d fx

dT
term, substituting the grating equation shown in Equation A.1 yields the

condition of temperature-independent spatial frequency

d fx

dT
=

4
cos2 θ

(σ −σL)
dθ

dT
+4σL

dθ

dT
+4σLαCT E tanθ

≈ 4σL
dθ

dT
+4σLαCT E tanθ = 0.

(4.2)

Here αCT E represents the coefficient of thermal expansion (CTE) of the grating sub-
strate. In general, the incident angle on the grating varies with the refractive index of
the field-widening prism as shown in Figure 4.3. Therefore, the derivative of the Littrow
angle in Equation 4.2 can be substituted by the product of the derivative of the Littrow
angle with respect to the refractive index and the derivative of the refractive index with
respect to temperature. Consequently, the condition of the temperature-independent
spatial frequency changes to
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αCT E =− dn
dT

nsinα

tanθ cosθ ′
√

n2− sin2
β

, (4.3)

where n represents the refractive index of the prism. As shown in Figure 4.3, β denotes
the incident angle on the first plane of the prism, α denotes the apex angle of the prism,
θ ′ denotes the exit angle on the second plane of the prism and θ denotes the incident
angle on the grating. Thus, a suitable material with a negative derivative of the refractive
index with respect to temperature employed in the field-widening prism can mitigate the
influence from the grating thermal expansion.
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Figure 4.4: Schematic of a thermally compensated field-widening DASH interferometer
with an asymmetric beamsplitter.

d∆d0

dT
= 0 makes the additional OPD of interferometer independent of ambient tem-

perature at a given wavelength. As shown in Figure 4.4, the difference of the beams-
plitter and spacers on two arms provides the OPD and the extended distance ∆d0 can be
calculated by

∆d0 = n1t1 +d1−d2, (4.4)
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with the beamsplitter refractive index n1, asymmetric thickness t1, spacer 1 thickness d1
and spacer 2 thickness d2. For a monolithic DASH, the beamsplitter, prisms and gratings
are contacted with the spacers made of optical glasses, so that the thermal expansion
of the spacers also affects the OPD. Consequently, the temperature-independent OPD
offset condition can be expressed as

d∆d0

dT
=

dn1

dT
t1 +n1C1t1 +C2d1−C3d2 = 0, (4.5)

where C1,2,3 are the CTEs of the beamsplitter, spacer 1 and spacer 2, respectively. The
temperature dependence of the refractive index is discussed in Appendix B.4. The de-
rivative of the refractive index with respect to temperature can be determined using the
relation in Appendix B.4. The OPD offset is provided by the difference between the
two arms. The thicknesses and materials of the components are selected to achieve
the temperature-stable OPD offset. The light beam traverses the beamsplitter and field-
widening prisms, so that the corresponding thicknesses and refractive indexes impact
∆d0. Accordingly, the temperature derivatives of refractive index and the CTEs of the

beamsplitter and field-widening prisms affect
d∆d0

dT
. The thicknesses of the spacer 1,

spacer 2 and parallel spacer affect the OPD offset, and the CTEs have impact on the
temperature stability of OPD offset.

4.1.5 Field Widening

Section A.4 indicates that the field of view is limited by the resolving power R and exten-
ded distance ∆d in a DASH system. According to Equation A.22, the spatial frequency
and the OPD offset decrease with the increase of field of view, which results in the de-
terioration of fringe contrast. The interference visibility, a sinc function of field of view,
is presented in Figure 4.5. With the increase of field of view, the visibility declines, and
its value decreases dramatically when the field of view is larger than 0.15◦. Therefore,
it is necessary to apply the field-widening technique to improve system throughput.

According to the discussion in Appendix A.4, the fringe intensity in a DASH system
with a field-of-view solid angle Ω at the position x can be expressed as

I (x) =
∫ +∞

−∞

∫
Ωm

0
B(σ)

{
1+ cos

[
2π

(
4tanθ

(
σ −σL−

Ωσ

2π

)
x

+2∆d0 (ω)σ)]}dΩdσ ,

(4.6)

where Ωm is the maximum solid angle, B(σ) is the input spectral intensity and ω is
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Figure 4.5: Interference visibility as a function of half field of view. Note that xmax =
11.264 mm in calculation, which is the half of the detector size.

the incident angle on the spacer 1 or spacer 2. The spatial frequency and optical offset
change with the off-axis angle, which limits the field of view and degrades the contrast
of interferogram.

The field-widening technique, already employed in a Michelson inteferometer, SHI
and DASH interferometer (Bouchareine and Connes, 1963; Harlander et al., 1994,
2010), can solve this problem by inserting prisms between the beamsplitter and grating
on the both arms, which greatly improve the ability to receive radiation from a relatively
large solid angle. The basic principle of field widening is that the additional prism with
a certain apex angle can compensate the OPD differences arising from the different rays
with different incident angles.

The extended distance ∆d0 in Equation 4.6, as a function of the incident angle ω ,
can be written as

∆d0 (ω) = n1t1 cos
(
ω
′)+d1 cos(ω)−d2 cos(ω)

= n1t1

√
1− sin2

ω

n2
1

+d1 cos(ω)−d2 cos(ω)

= n1t1 +d1−d2−
sin2

ω

2

(
t1
n1

+d1−d2

)
−0
(
sin4

ω
)
+ · · · ,

(4.7)
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In order to eliminate the contribution from the angle ω , the second order term should be
set to zero, yielding

t1
n1

+d1−d2 = 0, (4.8)

which means a suitable combination of material and dimension is required for the beam-
splitter and spacers in a field-widening design. From a geometric optics point of view,
the images of the gratings on the two arms are coincident when viewed from the exit
pupil as Equation 4.8 requires.

The presence of
Ωσ

2π
in Equation 4.6 indicates that the spatial frequency of the

fringes varies with the field of view. Harlander (1991) inserted prisms in an SHI config-

uration to achieve field widening, which also works here to eliminate the term
Ωσ

2π
. The

field-widening prisms are placed between the beamsplitter and gratings so that the grat-
ings seem to be normal to the optical axis when viewed from the exit pupil. According
to Harlander’s analysis, the field widening can be realized when the minimum deviation
in the field-widening prism occurs with an incident angle η (Harlander, 1991), and they
have the relation

2
(
n2−1

)
tanη = n2 tanθ , (4.9)

where n is the refraction index of the prism and θ is the Littrow angle of the grating.
Then the apex angle α can also be determined according to the minimum-deviation
condition of the prism

nsin
α

2
= sinη . (4.10)

Equation 4.9 and Equation 4.10 were deduced from the assumption of minimum-
deviation ray, which can not represent the general scenario. In our design where the
exit plane of field-widening prism is parallel to the incidence plane of the grating, the
minimum-deviation ray is not the Littrow configuration, which is different from the as-
sumption in the analysis of Harlander (1991). In Harlander’s discussion, the phase
expression includes two quadratic angular terms (angles β and φ defined in Figure
A.2), but Equation 4.9 only eliminates one quadratic angular term (Harlander, 1991).
Moreover, the dispersion effect was ignored in this analysis. It is necessary to discuss a
general situation, and an optimization can be an alternative.

As shown in Figure 4.6, the rays traverse the interferometer, and a fringe localization
plane is found at the position between the beamsplitter and the field-widening prism
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Figure 4.6: Definitions of the angles and the coordinate in a field-widening DASH in-
terferometer. The angle β is the incident angle in the dispersion plane (x-z plane) and
the angle deviation with respect to the optical axis (blue line). The optical axis traverses
the interferometer at the Littrow angle θ . φ is the angle between the wave vector and
the dispersion plane, which is not shown in this figure.

after retro-reflection on the exit plane of the beamsplitter. The fringe localization is
a virtual plane, which needs an additional camera to image this plane onto a detector.
Although it is not possible to recorded signal on the localization plane, it is also rational
to analyze the fringe intensity on this localization plane during design. As discussed in
Chapter 2, the interferogram is the superposition of the fringe patterns produced from
all incidence angles. According to the principle of wave superposition, the visibility of
the superposed interferogram becomes higher when the fringe patterns contain similar
OPD or phase distribution on the localization plane. The optimization strategy here is
to discretize the incident rays, and then to minimize the OPD differences of the fringes
produced from the discrete rays.

Given a field of view, the cone angle can be segmented into a certain number of small
angles with βi and φi, and the OPD ∆L(x,φi,βi) at the localization plane x can be traced.
Optimizing the prisms’ angles and dimensions to minimize the standard deviation of the
OPD σ∆L can achieve the best field-widening performance, which means the rays at the
position x have similar OPDs and phases. Angles β , φ and system coordinate are defined
in Figure 4.6. For the case without field-widening prisms, the OPD can be expressed as
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∆L(x,φ ,β ) = 4tanθ
Ω

2π
x+∆d

(
2− Ω

2π

)
, (4.11)

where Ω = 2π (1− cosφ cosβ ). The objective function of optimization can be defined
by

min σ∆L =

√
∑

n
i=1 [∆L(x,φi,βi)−∆L̄(x,φ ,β )]2

n−1
∆L(x,φ ,β ) = P1 (x,φ ,β )−P2 (x,φ ,β ) ,

(4.12)

where P1,2 (x,φ ,β ) represent the optical paths from the beamsplitter to the localization
plane on arm 1 and arm 2, respectively. The optical path information can be obtained by
ray-tracing software. When differences between P1,2 (x,φ ,β ) and P1,2 (x,0,0) (on-axis
optical path) are minimum on both arms for the discrete rays, a local optimal solution is
found for Equation 4.12.

In order to convert this optimization problem to a problem of imaging system design,
a paraxial lens is inserted in front of the interferometer, which does not introduce ad-
ditional wavefront aberrations. As shown in Figure 4.7(a) and Figure 4.7(b), the rays
are focused on the gratings of both arms by an image-space telecentric lens. The ray
cones have the same angle of incidence and angular distance on the gratings, where
the illumination is homogeneous. The size of the aperture and the focal length were
chosen so that the maximum incident angle on the beamsplitter is coincident with the
actual application. Therefore, powerful commercial ray-tracing software employed in
imaging system design can be used here. The value of P1,2 (x,φ ,β )−P1,2 (x,0,0) are
traced by the OPD1,2 (hx,hy, px, py) with the reference of the chief ray in this imaging
system. Note that hx and hx denote the field of view and px and py denote the pupil
position of the ray. In general, the OPD1,2 (hx,hy, px, py) can be used to evaluate the
image quality in an imaging system. Substituting OPD1,2 (hx,hy, px, py) into Equation
4.12, the objective function of optimization changes to

min σ∆L =

√
∑

n
i=1 [∆L(x,φi,βi)−∆L̄(x,φ ,β )]2

n−1
∆L(x,φ ,β ) = OPD1 (hx,hy, px, py)−OPD2 (hx,hy, px, py)+2∆d0,

(4.13)

where 2∆d0 = P1 (x,0,0)−P2 (x,0,0), which is the extended value on arm one. There-
fore, optimizing the positions, angles and dimensions of all interferometer elements to
minimize the OPD difference OPD1 (hx,hy, px, py)−OPD2 (hx,hy, px, py) in the system
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Lens

Entrance 
Pupil

(a) A paraxial lens and a field-widening DASH interferometer

Grating

Grating

Field-widening 
Prism

Beamsplitter

Localization Plane

Field-widening 
Prism

(b) Field-widening interferometer

Figure 4.7: (a) Configuration of a paraxial lens and a field-widening DASH interfero-
meter and (b) the detailed view of the field-widening interferometer. The entrance pupil
is located at the front focal plane of the paraxial lens, so that an image-space telcentric
lens is used to focus the rays onto the diffraction grating.

of Figure 4.7(a) can achieve the best field-widening performance. The start point of the
interferometer can be determined using Equation 4.8, Equation 4.9 and Equation 4.10.
The value of σ∆L can be used to describe the OPD differences between different rays,
and a smaller σ∆L means the higher visibility of the fringe pattern. The zero value of
σ∆L corresponds to 100% visibility.
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4.1.6 Configuration Optimization

Table 4.1: Specification of Design Interferometer

Full field of view 9◦

Beamsplitter Asymmetric beamsplitter
Material Schott N-BK7

Beamsplitting coating 50/50 nonpolarizing
Field-widening prisms Two prisms are identical

Material Schott N-LAK12
Apex angle 15.114◦

Wedged spacers Holey spacers
Material Fused silica (Spacer 1), CD H-FK61 (Spacer 2)

Parallel spacers Holey spacers
Material Fused silica
Gratings Plane ruled reflectance gratings

Blank material Fused silica
Groove density 900 mm−1

Littrow angle 16.4950◦

Optical path difference at center 2∆d0 32 mm
d∆d0

dT
[mm/◦C] 1.2×10−7

Spatial frequency [cm−1] 27.7(630.0304 nm) and 14.30 (630.479 nm)
Resolving power 57685
Etendue [cm2sr] 0.156

The thermal compensation theory and field-widening analysis make it possible to
optimize the interferometer parameters. A damped least squares algorithm, minimizing
the OPD differences under constraints of Equation 4.3, Equation 4.5 and Equation 4.8,
yields an interferometer design shown in Table 4.1. The collocation of the asymmetric
beamsplitter, the spacers and the identical field-widening prisms provides the 32 mm
OPD offset and also maintains the coincidence of two grating images. The spatial fre-
quencies for the atomic oxygen red line emission and calibration line are 32.7 cm−1

and 14.3 cm−1, respectively. The resolving power of 57685 corresponds to the spectral
resolution of 0.011 nm at the wavelength of 630.0 nm, which means that interferograms
produced from the atmospheric emission line and calibration line can be well separated
in the spectral domain. With the resolving power, the limited field of view is 0.4◦ calcu-
lated from Equation A.25. The full field of view is improved to 9◦ after field widening,
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so that the throughput is increased by a factor of 22.5. Due to the negative value of
dn
dT

at the working wavelength, N-LAK12 glass is selected for the field-widening prisms to
stabilize the spatial frequency. Spacer 1 has a smaller thermal expansion coefficient and
a thinner dimension, while spacer 2 has a higher thermal expansion coefficient and a
thicker dimension. These different expansions on the two arms compensate the OPD

variation with the parameter
d∆d0

dT
of 1.2×10−7 mm/◦C, which corresponds to 1.2 mrad

uncertainty per ◦C. In recent monolithic DASH interferometers, the spacers were fab-
ricated as hollow frames to connect the beamsplitter, the field-widening prisms and the
gratings on the one hand and not to block beam transmission on the other hand (Har-
lander et al., 2010; Harding et al., 2017). Here two separate prisms are applied to
replace the frame, which reduces the mechanical deformation caused by the differential
thermal expansion between different materials. In addition, a series of through holes are
drilled on the prisms of spacers to further relieve the strain. Note that all of the para-
meters in Table 4.1 refer to an environment of 25 ◦C and 1013 hPa and the dispersion
effect is also considered.
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(a) RMS OPD on arm one
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(b) RMS OPD on arm two

Figure 4.8: RMS OPD of the interferometer on arm one and arm two. Note that the
sampling here is 100×100 points.

To verify the field-widening performance, the OPDs are traced by ray-tracing soft-
ware based on the system of Figure 4.7(a). The root mean squares (RMS) of the OPD
on both arms are presented in Figure 4.8(a) and Figure 4.8(b). The minimum RMS
OPD and maximum RMS OPD on arm one are 0.034 waves and 0.089 waves, re-
spectively. And the corresponding numbers on arm two are 0.027 waves and 0.087
waves. Because the OPDs on both arms are minute, the values of the OPD difference
(OPD1 (hx,hy, px, py)−OPD2 (hx,hy, px, py)) are also minute. In addition, the OPD dif-
ferences are also directly calculated using the traced OPDs, which are plotted in Figure
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4.9. The OPD differences are less than 0.125 waves across the transverse pupil and
sagittal pupil for the field of 0◦ and the chromatic aberration are negligible. The OPD
differences for other field of views can be found in Appendix B.5. All in all, the minute
OPD differences between two arms are realized in this design, which means the field-
widening performance is great and an interferogram with high contrasts can be obtained
using this interferometer.
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Figure 4.9: Tracing result of the OPD difference on the transverse plane (left) and sagit-
tal plane (right) with the parameters in Table 4.1.

4.2 Camera Optics

After traversing the interferometer, a virtual image of the grating is produced on the
fringe localization plane which is perpendicular to the optical axis. Therefore, it is
necessary to use camera optics to image the fringe pattern onto the detector. Since the
geometrical image of the grating is also located in the fringe localization plane, the
recorded image on the detector is the superposition of the Fizeau fringe pattern and the
grating image. In this section, the camera optics suited to relay the fringe pattern is
designed and analyzed.

4.2.1 Optical Design

The camera optics may introduce an additional OPD at the image plane caused by
the potential aberration, which deteriorates the visibility of the obtained interferogram.
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Thus, the image quality of the camera is a significant consideration. There is no ad-
ditional lens in front of the interferometer, hence the radiation from the atmosphere
illuminates the grating directly. In order to relay the homogeneous illumination on the
gratings, a object-space telecentric imaging system is required. On the other hand, an
image-space telecentric configuration reduces the sensitivity of the position of image
plane. Accordingly, a double-telecentric camera is proposed to relay the fringe pattern.
Compared with conventional lenses, double-telecentric lenses show a huge advantages.
A double-telecentric camera performs well with a relatively loose position accuracy,
and it tends to have a low distortion.

For a low-cost consideration, we prefer to use off-shelf lenses to design the camera.
It is possible to design a double-telecentric system with commercial lenses, because the
chromatic aberration can be ignored due to the implementation of a narrow bandpass
filter. We started with the paraxial ray tracing for the first-order design, and the determ-
ined first-order design was then used to analyze the third-order aberration. The paraxial
analysis and third-order aberration optimization are described in Appendix B.6. The
initial system obtained from the optimization of third-order aberrations is then served
as a start point for further optimization using optical design software.

Figure 4.10: Strategy of the lens substitution.

Here, we used ZEMAX, capable of searching the most similar lens in stock (ZEMAX
LLC., 2020), to optimize the system and then to substitute the lenses with the commer-
cial components. The strategy of the lens substitution is explained in Figure 4.10. After
the optimization, some off-shelf lenses were found using the stock lens matching. The
lens whose parameters are closest to the lens found was replaced by the commercial
lens, and then the optimization and lens matching were implemented again. Those pro-
cesses needed to be iterated again and again until all of the lenses were replaced by
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off-shelf lenses.

4.2.2 Camera Configuration

As described above, a double-telecentric system using off-shelf lenses was obtained,
which is illustrated in Figure 4.11. This camera is composed of five lenses including
three spherical singlet lenses, a doublet lens and an aspheric lens. Temperature controls
for the interferometer and detector are required, so that two optical windows with high
surface flatness were inserted in the object space and image space. The position of
aperture is chosen, so that its entrance pupil and exit pupil are at infinity. The size of
aperture limits the field of view, which only allows the rays within the field of view to
pass through the system.

Aperture

Window
Window Aspheric 

lensDoublet

Figure 4.11: Configuration of the double-telecentric camera.

Table 4.2: Specification of the camera

Item Description
Working wavelength [nm] 630.0 to 631.0

Size of object [mm2] π × 16×16
Magnification -1.03

Full field of view 9◦

Distance from the object plane to the first lens [mm] 149.1
Distance from the last lens to the image plane [mm] 82.2

Total length (from the object plane to image plane) [mm] 484.1

Table 4.2 presents the specification of this camera. The working wavelength are
from 630.0 nm to 631.0 nm, which covers the wavelengths of the atomic oxygen red
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line and calibration source. In order to maintain the spatial frequency designed in the
interferometer, the magnification is designed to approximately -1.0. The field of view
and the object size fit the requirement to relay the fringe pattern produced from the
interferometer. In addition, it provides enough spaces for the interferometer on the
object side and the detector on the image side.

4.2.3 Imaging Performance

In this section, the imaging performance of the design camera is characterized using
ray-tracing software. Modulation transfer function (MTF) of an optical system specifies
the response to a periodic pattern passing through the lens system, which is an important
parameter to evaluate the imaging quality. The MTF of the design camera at the image
plane is shown in Figure 4.12, and the MTFs almost approach the diffraction limit (black
line) especially at the low spatial frequency. For the two working spatial frequencies
(2.77 mm−1 and 1.43 mm−1), the MTF values are almost equivalent to the diffraction
limit, which means there is almost no deterioration for the fringes after passing through
this camera.
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Figure 4.12: Modulation transfer function at the image plane.

Wavefront error is another important evaluation criterion, which directly affects the
visibility of the interferogram. As shown in Figure 4.13, the RMS OPD of the camera
is in the range from 0.0495 waves to 0.172 waves and the most values are less than 0.1
waves. In addition, OPDs as a function of the pupil position are also plotted in Figure
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4.14. For the rays with the different field of views and different pupil positions, the
OPDs are almost less than 0.5 waves. After passing through this camera, the change of
the OPD distribution is small compared to the original distribution on the localization
plane. Therefore, this designed camera is competent to relay the fringe pattern.
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Figure 4.13: RMS OPD of the camera with the sampling of 100×100 points.

Optical lens distortion, a form of optical aberration, describes a non-linear projection
from the object to the image. Low distortion is also required for this camera because
the existing distortion may change the spatial frequency and broaden the spectrum. In
general, the distortion of the imaging system can be described by a distortion in percent,
which is defined by

Distortion = 100× rd− ru

ru
, (4.14)

where rd and ru denote the distorted and undistorted radius in respect of the optical
center (ZEMAX LLC., 2020; Liu, 2019). In order to analyze the distortion in the double-
telecentric camera, the undistorted grid points and distorted grid points are displayed in
Figure 4.15. The positions of the distorted points (image points) and undistorted points
(object points) are almost coincident except the sporadic edge points. The maximum
distortion of the camera is estimated based on Equation 4.14 and its value is -0.5899%
at the wavelength of 630.0 nm, which means the camera distortion is negligible.
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Figure 4.14: OPDs as a function of the pupil position in tangential plane (left) and
sagittal plane (right).



66 Instrument Design

11 9 7 5 3 1 1 3 5 7 9 11
X direction at detector [mm]

11
9
7
5
3
1
1
3
5
7
9

11

Y 
di

re
ct

io
n 

at
 d

et
ec

to
r [

m
m

]

Figure 4.15: Comparison between the undistorted grid points and distorted grid points.
Red circles represent undistorted points, green triangles represent distorted points. The
positions of the grid points are obtained from the ray-tracing simulation and the number
of the grid points is 23×23.

4.2.4 Thermal Stability

As discussed in Section 4.1.4, the thermal stability of the system is a crucial factor to
determine the phase change caused by a Doppler shift. Though the temperature in the
interferometer is well stabilized using a proportional-integral-derivative (PID) control-
ler, the temperature in the camera is not. It is necessary to discuss the thermal stability
of this double-telecentric camera, and the imaging performance during different tem-
peratures can be analyzed by ray-tracing software using different-temperature settings.
In this section, the performances of the designed camera at temperatures from 15 ◦C to
25 ◦C are analyzed.

RMS OPDs and maximum distortions as functions of ambient temperature are
shown in Figure 4.16. The minimum RMS OPD increases with the increase of the
temperature, but the maximum RMS OPD decreases with the increase of the temperat-
ure. The changes of the maximum RMS OPD and minimum RMS OPD are 0.071 waves
and -0.061 waves when the temperature changes from 15 ◦C to 25 ◦C. The maximum
distortion also varies with the temperature but the variation is only 0.0019% when the
temperature increases from 15 ◦C to 25 ◦C. Camera MTFs at temperatures from 15 ◦C
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Figure 4.16: RMS OPDs and maximum distortions as functions of ambient temperature.

0 10 20 30 40
Spatial frequency in cycles per mm

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

M
od

ul
us

 o
f t

he
 o

pt
ica

l t
ra

ns
fe

r f
un

ct
io

n

Diff. Limit tangential
Diff. Limit sagittal
0.0 mm tangential
0.0 mm sagittal
4.8 mm tangential
4.8 mm sagittal
8.0 mm tangential
8.0 mm sagittal
11.3 mm tangential
11.3 mm sagittal
16.0 mm tangential
16.0 mm sagittal

Figure 4.17: Superposition of the camera MTFs during the temperatures from 15 ◦C to
25 ◦C.
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to 25 ◦C were also calculated, and the superposition result of these MTFs is presented
in Figure 4.17. The MTFs vary with the temperature, but the variations are acceptable.
When the spatial frequencies are less than 5 mm−1, the performance of camera during
this temperature range almost reaches the diffraction limit. Consequently, this camera
can perform stably in the temperature range from 15 ◦C to 25 ◦C.

4.3 Interferogram Analysis

The configuration of a DASH instrument is shown in Figure 4.18, which combines the
designed interferometer and double-telecentric lenses. After going through the inter-
ferometer, a fringe pattern is produced and then imaged onto a detector by the double-
telencetric lenses. The interferograms generated in this setup can be simulated using the
optical path information of different field of views, which can be obtained by ray-tracing
software. In this section, the predicted interferogram is simulated and its corresponding
features are also analyzed.

Interferometer

Window 1 Lens 1
Lens 2

Aperture

Lens 3

Lens 4

Lens 5

Window 2

Detector

Figure 4.18: Configuration of a DASH instrument including the interferometer and the
exit optics.

The half field of view of 4.5◦ cone angle was divided into 1888 small angles in
the simulation. For each small angle, an interferogram can be calculated based on the
tracing optical paths. The final interferogram is the superposition result of the 1888
interferograms. Since the detector consists of 2048 × 2048 pixels, 4194304 rays were
traced for each interferogram. As shown in Figure 4.19(a) and Figure 4.19(b), the fringe
images without and with thermal broadening were simulated. 1000-K thermal broaden-
ing was added in Figure 4.19(b) using Equation A.16. Since the spatial difference of the
fringes in y direction is negligible, the interferograms at the center of the fringe images
are plotted in Figure 4.20(a). Owing to the fact that the modulated part and DC bias can
be isolated in the spectral domain, the visibility can be estimated using Equation A.17.
The visibilities of the interferograms in Figure 4.20(a) are presented in Figure 4.20(b).
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The visibilities of the interferogram without thermal broadening are mostly larger than
0.80 and the values in the middle are larger than 0.97. When thermal broadening is
considered, the visibilities decline with the increase of OPD but are mostly larger than
0.65. The high visibilities in the simulated interferograms indicate that the design sys-
tem is capable of receiving radiation from a relatively large solid angle with high fringe
contrasts.
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(a) Interferogram withou thermal broadening
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(b) Interferogram with 1000 K broadening

Figure 4.19: Simulated interferograms with and without thermal broadening.

4.4 Instrument Performance Model

Section 4.1 and Section 4.2 give the designed interferometer and camera optics, and
the estimated interferogram is analyzed in Section 4.3. The alignment tolerance and
manufacturing tolerance make the system deviate from the ideal performance, which
is required to be considered during design phase. In this section, the tolerance ana-
lysis is performed using the defined merit function and the final system performance is
modeled.

4.4.1 Tolerance Analysis

Tolerances in the DASH interferometer change the system Littrow angle and degrade
the field-widening and thermal-compensation performances. Tolerances from camera
optics deteriorate the imaging quality, which therefore results in the reduction of the
fringe contrast. Based on Monte Carlo analysis, the tolerances from the interferometer
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(a) Interferograms at the center of the fringe images
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Figure 4.20: Top panel: (a) Interferograms at the center of the fringe images in Figure
4.19(a) and Figure 4.19(b). Lower panel: (b) Visibility distribution of the interferograms
plotted in the upper panel. Note that the visibilities decline on the edge results from the
endpoint discontinuity artifacts and the estimations in this region are not correct.



4.4 Instrument Performance Model 71

and camera optics are analyzed simultaneously, and the tolerances of the interferometer
and camera optics are summarized in Table 4.3. In order to ensure the field widening and
thermal compensation, the strict angular tolerances (±30 arcsec) and dimensional toler-
ances (±0.02 mm) are required for the beamsplitter, field-widening prisms and spacers.
For other off-shelf components, the tolerances are provided from the companies. The
tolerances of spacing, tilt and decenter are the typical values for optical assemblies.

Table 4.3: Tolerances of interferometer and camera optics

Interferometer
Dimension ±0.02 mm

Angle ±30 arcsec
Apex angle of field-widening prism ±15 arcsec

Groove density of gratings ±0.5 lines/mm
Surface quality 20-40
Surface flatness λ /10

Surface flatness of grating λ /4
Refractive Index ±5.0×10−4

Abbe number ±0.5%
Camera optics
Lens thickness ±0.1 mm or ±0.15 mm

Spacing ±0.2 mm
Radius of curvature 1% of radius or ±0.5 mm

Surface tilt ±1 arcmin
Element tilt ±3 arcmin

Element decenter ±0.02 mm
Surface irregularity λ /4

Refractive Index ±5.0×10−4

Abbe number ±0.5%

Owing to the tolerance difference on the two arms, the Littrow angles on the two
arms will be different. In order to mitigate the difference, the first compensator, rota-
tion of the interferometer, is defined. As shown in Figure 4.18, the distance between
interferometer and window 1 and the distance between lens 5 and window 2 can be ad-
justed during alignment. Therefore, the two distances are the additional compensators
during tolerance analysis. Since the glue thickness of about 10 µm between the parallel
spacer and the grating can also be adjusted, the corresponding individual compensator
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on each arm is introduced, which sightly adjusts the incident angle and position of the
grating. After adding the tolerance for each component, the compensators are optim-
ized to maintain the high visibility of the interferogram. Equation 4.13 is used for the
criterion of the optimization and the Littrow angles are also constrained. Note that the
tolerance of each component follows a normal distribution and only the angle tolerances
on the dispersion plane of the grating are considered in this analysis.
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(a) Histogram of Littrow angle on arm one
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(b) Comparison of the histogram profiles

Figure 4.21: Distribution of the Littrow angles on two arms.

10000 Monte Carlo simulations were performed, and the corresponding Littrow
angles on arm one and arm two were obtained. In order to compare the distribution
of the Littrow angles, the histogram of Littrow angle on arm one and the comparison
of the two histogram profiles are presented in Figure 4.21(a) and Figure 4.21(b), re-
spectively. The Littrow angle has same distribution on arm one and arm two, and most
of the Littrow angles are in the range from 16.495◦ to 16.50◦. According to the value
of the merit function, the configurations with the highest visibility and lowest visibility
were obtained, and the corresponding interferograms considering 1000 K broadening
were also simulated using the ray-tracing information. The simulated interferograms at
the center of the detector are plotted in Figure 4.22(a). Owing to the difference of the
Littrow angle, the spatial frequencies of the interferograms are different. The corres-
ponding visibilities are also estimated in Figure 4.22(b). Compared with the visibility
in Figure 4.20(b), the visibilities decrease especially for the interferogram with the low-
est fringe contrast, but the decline of the visibility is still in an acceptable range.
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(a) Interferograms with the highest visibility and lowest visibility
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Figure 4.22: Top panel: (a) Interferograms with the highest visibility and lowest vis-
ibility. Lower panel: (b) Visibility profiles including the highest visibility and lowest
visibility. Note that the visibilitity decline on the edge results from the endpoint discon-
tinuity artifacts and the estimations in this region are not correct.
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4.4.2 Instrument Uncertainty
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(a) Highest visibility on 21 Jun 2014
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(b) Highest visibility on 22 Dec 2014
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(c) Lowest visibility on 21 Jun 2014
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(d) Lowest visibility on 22 Dec 2014

Figure 4.23: Upper plots: (a, b) Simulated fringe images using the configuration with
the highest visibility on 21 Jun 2014 and 22 Dec 2014. Lower plots: (c, d) Simulated
fringe images using the configuration with the lowest visibility on 21 Jun 2014 and 22
Dec 2014. Note that we assume the observations are carried out at Wuppertal (51.26◦N,
7.15◦E) and the elevation angle of instrument is 45 ◦

The configurations with the highest visibility and lowest visibility are obtained from the
tolerance analysis. Based on the obtained configurations, the instrument performance
can be predicted and the retrieval uncertainty can also be estimated. As discussed in
Section 3.4, the SNR varies with the observation date and the solar activity also affects
the signal intensity. Using the two configurations, fringe images from the observation
on 21 Jun 2014 and 22 Dec 2014 with the local solar time at midnight are simulated



4.4 Instrument Performance Model 75

and shown in Figure 4.23. The exposure time is 5 minutes for each measurement and
the parameters of detector shown in Table 3.2 are applied in this simulation. Since
the intensity of airglow emission decreases during winter, the fringe contrast of the
interferogram simulated for December degrades seriously and the SNR declines simul-
taneously. Compared with the configuration of the highest visibility, the worse fringe
contrast and worst SNR appear in the interferograms obtained from the configuration of
the lowest visibility. Consequently, a system which can produce an interferogram with
higher visibilities has a stronger ability to resist the effect from noise.

The number of photons collected by the instrument is limited, which results in the
low SNR in the fringe image obtained. Taking an example of the fringe image in Fig-
ure 4.23(b), a slice interferogram at the center of the fringe image is shown in Figure
4.24(a). Owing to the predominant noise, the signal is submerged in the noise and the
profile of the interferogram almost disappears. Calculating the average of 1600 rows
interferograms in the central region of the fringe image, the average interferogram is
plotted in Figure 4.24(b). Comparing the interferograms in Figure 4.24(a) and Figure
4.24(b), the SNR improves dramatically in the average interferogram and the profile of
the interferogram is visible in Figure 4.24(b). Therefore, a binning process calculating
the average value of several rows of inteferograms is necessary for the wind retrieval.

To further investigate the effects of the solar activity and the interference visibility,
a series of interferograms with Doppler shifts are produced using ray-tracing software,
and the corresponding noise are added into the interferograms according to the observa-
tion date and detector performance. As discussed in Section 1.2, wind velocities from
20 m/s to 120 m/s in the thermosphere are reasonable, so that Doppler velocities from
20 m/s to 120 m/s are considered in the interferograms. Since 2009 and 2014 are the
years with the lowest solar activity and the strongest solar activity in a recent solar cycle,
measurements in summer and winter of these years are studied here. Owing to the ran-
domness of noise, 1000 Monte Carlo simulations were performed for each estimation,
and then the relative errors and absolute errors were calculated using the average results
of all simulations. The averages of 1600 rows interferograms were employed in retrieval
routines, and the instrument uncertainties of the two configurations are estimated in Fig-
ure 4.25. For the configuration of the highest visibility, the worst retrieval error appears
on the 22 Dec 2009 when the signal intensity is lowest and the measurement accuracy
only achieves around 25 m/s. However, the accuracy in the summer measurements is
dramatically increased to the value less than 3 m/s. On the other hand, the measure-
ment using the configuration of the lowest visibility also performs best in the summer
of 2014 and worst in the winter of 2009. But the highest accuracy is around 5 m/s and
the lowest accuracy is around 35 m/s because of the deterioration of fringe contrast.
Therefore, it is necessary to increase the exposure time to improve the measurement
accuracy especially in the winter of the year with the lowest solar activity.
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(a) Slice inteferogram at the center of the fringe image
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(b) Average of the 1600 rows interferograms

Figure 4.24: Top panel: (a) Slice interferogram at the center of the fringe image shown
in Figure 4.23(b). Lower panel: (b) Average of the 1600 rows inteferograms in the
central region of the fringe image shown in Figure 4.23(b).
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(a) Relative errors using the best configuration
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(b) Absolute errors using the best configuration
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(c) Relative errors using the worst configuration
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(d) Absolute erros using the worst configuration

Figure 4.25: Upper plots: (a, b) Relative and absolute estimation errors using the con-
figuration of the highest visibility. Lower plots: (c, d) Relative and absolute estimation
errors using the configuration of the lowest visibility. Note that the average of 1600 rows
interferograms for each fringe image and the exposure time of 5 minutes are employed
in the retrieval.
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Chapter 5

Instrument Development

With the instrument design and the simulation provided in Chapter 4, our attention will
turn to a development of a DASH instrument. A model to analyze the angle tolerance
and alignment error is established, and this model helps us to develop a best assembly
strategy and provides a theoretical basis to correct the interferogram. A setup which en-
ables us to monitor the fringe contrast and spatial frequency in real time is developed to
assemble a monolithic DASH interferometer in laboratory. With the designed double-
telecentric system, properties of the interferometer are characterized from the aspects
of the fringe visibility and Littrow angle. Before the wind velocity retrieval, a series
of corrections must be performed for the raw interferograms. The spike signal, defect
pixels, dark current and signal offset are determined by the performance of the detector,
and those effects can be removed using the corresponding corrections. Similar to an SHI
instrument, the flat-field correction and phase-distortion correction are also applied in a
DASH system. The phase-distortion correction can eliminate the effects caused by the
misalignment and optical defects. Thermally stable spatial frequency and optical phase
are required to observe the thermospheric wind. Based on experimental measurements
and the model study, the thermal performance of this interferometer is also investigated.
To validate the capability of instrument to measure wind, laboratory Doppler measure-
ments and instrument field tests are also discussed in this chapter.

5.1 Angle Tolerance and Alignment Error

Tolerances from manufacturing and alignment are inevitable, which makes the gener-
ated stripes deviate from the ideal fringe pattern. In section 4.4.1, influences of the
tolerances on the interferogram visibility and spatial frequency are discussed. Some
small angular errors distort the interferogram but do not affect the visibility of the inter-
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ferogram seriously. In this section, interferograms with those small angle tolerances and
alignment errors are modeled. With this model, an optimum alignment strategy can be
devised. Owing to the fact that the fringe pattern is determined by the OPD between two
arms in a DASH system, the outcome to analyze the change on one arm is equivalent to
the outcome to analyze the relative change between both arms. Assuming that one arm
is fixed, the angle tolerances and alignment errors on another arm are modeled in the
following.

Grating

qin

k

b2

z'

y

z

x

x'

y'

o

b1

Figure 5.1: Coordinate systems of the grating. The groove of the grating is along the y
axis, but it changes to be along the y′ axis after introducing the angle deviation β2.

On one arm, a coordinate xyz is established with the origin on the grating, as shown
in Figure 5.1. The line oz′ is the normal of the grating, and a wave vector is incident on
the grating at an angle θin. Accordingly, the spatial frequency of the interferogram fx
produced by the grating dispersion can be expressed as

fx = 4tanθin (σ −σL) , (5.1)

with the incident wavenumber σ and the Littrow wavenumber σL. This deduction is
based on the assumption that the incident wave vector is along optical axis and the field
widening performs well, which means that the spatial frequencies of the interferograms
produced from different incident angles are coincident within the cone angle of field
of view. Consequently, the tolerance in angle θin affects the spatial frequency of the
interferogram. As shown in Figure 5.1, if there is a small rotation angle β1 about the
direction perpendicular to the groove of the grating, an additional wavefront tilt in y
direction is created consequently. This tilt introduces a spatial modulation in y direction
and the corresponding spatial frequency fy is
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fy = 2β1σ . (5.2)

As illustrated in Figure 5.1, another angle deviation is β2, which is produced by rotating
the grating about its plane normal z′. This angle also can be considered as the angle
between the grooves of the two gratings when viewed from the exit pupil. The modeling
of this effect on interferogram is studied in Appendix C.1. According to the conclusion
in Appendix C.1, this small angle β2 does not change the component of the wave vector
in x direction but introduces an additional wave vector in y direction with the value

−β2
mλ

d
, which is related to the groove spacing of the grating d and the diffraction

order m. Therefore, a spatial modulation in y direction is produced

fy = β2
m
d
. (5.3)

This fy is a function of the diffraction order rather than the wavenumber, which means
that the interferograms along y direction can not be resolved except they are produced
from different-order diffraction. Combining Equation 5.1, Equation 5.2 and Equation
5.3, the fringe pattern is recast as

I (x,y) ∝ 1+V (x,y)cos{2π [2tanθ1 (σ −σL1)x

+2tanθ2 (σ −σL2)x+
(

2β1σ +β2
m
d

)
y+2∆dσ +Θ(x,y)

]}
,

(5.4)

where V (x,y) represents the interference visibility, θ1 and θ2 are the Littrow angles
on arm 1 and arm 2, σL1 and σL2 are the corresponding Littrow wavenumbers, Θ(x,y)
represents the local phase induced by optical defects.

If the Littrow angles on both arms are difference, the interferogram with a spatial
frequency of zero value can not be found. Using different monochromatic sources, the
monitoring of the zero-spatial-frequency interferogram confirms the equivalent of two
Littrow angles on both arms during assembly. Both of the angle deviations β1 and β2
produce the spatial modulation in y direction, which is different from the modulation
produced by the grating dispersion. The spatial frequency in y direction caused by β1
is not heterodyned but the low spectrum resolution still exists in its interferogram. On
the other hand, the interferogram along y direction caused by the dislocation of the two
gratings loses the spectral resolution, but it can resolve the interferograms produced
from the different-order diffraction. Since the angle tolerances from the three degrees
of freedom of the grating distort the interferogram, it is necessary to precisely adjust
those angles during interferometer assembly.
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5.2 Monolithic DASH Interferometer Assembly

Compared with the mechanical mounts, a monolithic interferometer is robust and less
massive. The monolithic configuration is achieved by the connecting spacers made of
optical glasses, which bridge the separate components. Owing to the features of strong
bond, fast cure and excellent light transmission, Norland UV curing optical adhesive
is selected to cement the individual elements. To prevent the glue flowing into the
grating groove, a base plate made of fused silica is applied here. At first, the grating
and parallel spacers were bonded into this base plate. Then the interferometer assembly
was implemented by bonding the spacers to the beamsplitter, the field-widening prisms
to the spacers, and the parallel spacers to the field-widening prisms step by step.

Laser

L1 L2

L3 L4

Rotating 

disk
Holographic 

diffuser

Aperture DASH 

interferometer

Detector

Telecentric 

lenses

Figure 5.2: Schematic of the setup to monitor the fringe contrast and spatial frequency
during final assembly. Note that L denotes lens and the designed double-telecentric
lenses are applied in the camera optics.

As discussed in Section 5.1, small angle deviations distort the fringe pattern, which
requires an accurate alignment during the bonding between the parallel spacers and the
field-widening prism. As shown in Figure 5.2, a setup to monitor the fringe contrast and
spatial frequency was constructed, which allows aligning the interferometer in real time
before UV curing. The monochromatic light provided from a tunable laser is focused
onto a rotating disk, which is used to suppress laser speckle. After passing through
lens L3, the collimated light is diffused by a holographic diffuser, which produces a
relatively homogeneous radiation. The radiation is focused onto the grating by lens
L4, and an aperture is located at the front focal plane of lens L4, so that a telecentric
illumination on the grating is achieved. The diameter of the aperture is chosen to realize
4.5◦ cone angle illumination on the gratings. The designed double-telecentric system
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is implemented to relay the fringe pattern to the detector. A jig enables us to tip, tilt
and rotate the gratings to avoid the angle deviation in θin, β1 and β2 as discussed in
Section 5.1. The jig and fixture on one arm are presented in Figure 5.3. Note that we
chose a small detector with 5.04 µm pixel size to record the fringe pattern instead of
the detector employed in the designed DASH instrument. As shown in Figure 5.4(a)
and Figure 5.4(b), interferograms before UV curing and after UV curing were recorded.
Comparing the interferograms, the orientation changed after the glue hardened, which
resulted from the shrinkage of the glue and the fixture instability. Finally, a monolithic
DASH interferometer was built in the laboratory and the photograph of the built DASH
is shown in Figure 5.5.

Figure 5.3: Photograph of the jig and fixture on one arm.

5.3 Property Characterization

5.3.1 Experimental Setup

To characterize the performance of the interferometer, a breadboard system was con-
structed as illustrated in Figure 5.6. After passing through the rotating disk, the narrow
linewidth laser was focused into the sphere by lens L4, which then generates a uniform
distribution on the output port of the integrating sphere by multiple scatterings. A baffle
was inserted between the integrating sphere and the interferometer to eliminate the stray
light, so that the uniform radiation within the desired field of view (4.5◦ half cone angle)
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(a) Interferogram befor UV curing
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(b) Interferogram after UV curing

Figure 5.4: Interferograms before and after UV curing.

illuminates the interferometer. The position of the baffle is chosen to match the size of
the entrance pupil, and details of the baffle are described in Appendix C.2. Owing to
the low distortion and stable performance, the designed telecentric lenses are applied to
image the fringes from the localization plane onto the array detector. Note that the role
of the rotating disk is to suppress laser speckle because the emergence of speckles can
deteriorate the fringe pattern.
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Figure 5.5: Monolithic DASH interferometer. Each spacer, including spacer 1, spacer 2
and parallel spacers, consists of two identical prisms with several through holes.
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Figure 5.6: Schematic of the laboratory test setup. Different monochromatic homogen-
eous illumination is obtained by a combination of tunable laser and integrating sphere.
L denotes lenses, and M denotes mirrors.
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5.3.2 Interference Visibility
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(a) Measured interferogram
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(b) Visbility of the obtained interferogram

Figure 5.7: (a) Measured fringe image at a wavelength of 630.03 nm when the 4.5-
degree half cone angle radiation illuminates the interferometer and (b) the corresponding
visibility of the obtained interferogram.

Based on the setup illustrated in Figure 5.6, a fringe image was recorded when the
interferometer viewed the output port of the integrating sphere. The fringe image is
shown in Figure 5.7(a) and its corresponding visibilities are presented in Figure 5.7(b).
The interference visibility was estimated by the ratio of the signal amplitude to the signal
DC bias. The signal-modulated portion can be isolated using a suitable window func-
tion and backward transformation in the spectral domain (Englert et al., 2007). Then
the signal amplitude can be calculated from the modulus of the isolated signal. Imple-
menting the inverse Fourier transform for the isolated DC component in the spectral
domain also yields the signal DC bias. As shown in Figure 5.7(b), the fringe contrasts
are higher than 0.7 except the bottom area and the visibility higher than 0.9 is realized
in some areas. In addition, an interferogram at the center of Figure 5.7(a) is plotted in
Figure 5.8(a) and its visibility as a function of position is estimated in Figure 5.8(b).
The estimated envelope is the sum of signal amplitude and signal DC bias. The good
evaluation of the interferogram envelope in Figure 5.8(a) verifies the accurate determin-
ations of the signal amplitude and the signal DC bias. Figure 5.8(b) indicates that all of
the visibilities are larger than 0.8 in general and the maximum value achieves 0.94 when
9◦ field-of-view illumination is applied. The serious declines appear on both sides of the
envelope and the visibility, which is related to the endpoint-discontinuity artifacts. The
estimations of envelope and visibility are not correct in this region. Compared to the
design visibilities (general value: larger than 0.8, highest value: 0.97) in Figure 4.20(b),
the visibilities slightly decrease. Therefore, the field widening preforms well in this in-
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terferometer and the interferogram with high fringe contrasts can be obtained using this
interferometer.
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Figure 5.8: Upper panel: (a) Slice interferogram at the center of the fringe image in
Figure 5.7(a) and the corresponding envelope. Lower panel: (b) Visibility distribution
of the slice interferogram plotted in the upper panel.
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5.3.3 Littrow Angle

The Littrow angle determining the interferogram spatial frequency was characterized
based on the setup of Figure 5.6 using a tunable laser. Two methods, phase analysis and
spectrum analysis, are discussed to determine the spatial frequency. The phase of an
interferogram can be determined by calculating the arctangent value of the ratio of the
imaginary part and real part of the modulated component using Equation 2.13. Then
the spatial frequency can be considered as the quotient of the rate of phase change with
position and 2π . For the spectrum analysis, the corresponding spatial frequency of the
spectrum peak corresponds to the interferogram spatial frequency. In order to com-
pare the Littrow angles and Littrow wavelengths in different regions, the detector was
divided into 3 sub-regions from the bottom to the top. For each sub-region or whole
detector, a two-dimensional Fourier transform was applied to the fringe image to pro-
duce a two-dimensional spectrum, which was then averaged to obtain a one-dimensional
spectrum. Note that both the phase analysis and the spectrum analysis are based on the
one-dimensional spectrum obtained. During the spectrum analysis, zero padding by a
factor of 100 is added for each row of the interferogram before the Fourier transform.
Fitting a linear function to the measured points yields the relation between the spatial
frequency and the input wavenumber shown in Figure 5.9(a) and Figure 5.9(b). The
results calculated from two methods are in good agreement with 99.999% consistency.

As shown in Figure 5.9(b), the retrieved Littrow angles using the averages of
the whole detector, rows 45-694, rows 695-1344 and rows 1345-1994 are 16.49363◦,
16.49362◦, 16.49380◦ and 16.49460◦, respectively. Obviously, the vertical variation
exists especially in the top region, and the Littrow angle becomes larger in the region
closer to the top, which may be caused by the asymmetry of the beamsplitter, field-
widening prism and diffraction grating. The variation of the Littrow angle causes the
variation of the spatial frequency, which deteriorates the visibility of the interferogram
obtained from the average of several rows interferograms. In general, the average of
several rows interferograms is used for the wind retrieval. But the small variation of
Littrow angle can be corrected in the phase-distortion correction discussed in Section
5.4.4. This variation does not affect the Doppler wind measurement.

5.4 Interferogram Correction

The spike signal, defect pixels, dark current and other instrument effects may impact
the fringe phase, which is the basis to retrieve the wind velocity in a DASH instrument.
Before going through the retrieval routine, a series of corrections must be performed for
the raw interferograms. The following study provides the details on the interferogram
corrections, and the step-by-step corrections should be performed in sequence.
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Figure 5.9: Interferogram spatial frequency as a function of the emission wavenumber.
All of the wavenumbers are given with respect to air. Blue circles (phase analysis)
and blue triangles (spectrum analysis) are covered by green circles and green triangles
because of the almost consistent Littrow angles.
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5.4.1 Spike and Defect Removal

The presence of hot pixels and defect pixels causes a local discontinuity in the fringe
pattern. The pixels with zero-signal intensity or close to zero value can be considered
as defect pixels. The signal of the ground-based instrument is the sum of the airglow
emission at all altitudes, so that the signal obtained on the detector varies slowly with
position. Owing to this fact, the signal spikes can be identified. After the signal spikes
and defect pixels are identified, the signals of the pixels are replaced by the mean of
the adjacent pixels. In order to further eliminate those effects, a median filtering for the
interferograms with a suitable window can also be considered.

5.4.2 Dark Current and Signal Offset Correction

A CMOS sensor is implemented to record the signal and the performance of this detector
is characterized in Section 3. The dark current and signal offset are always accompanied
by the fringe image detection. Due to the low emission intensity and longer exposure
times, the dark current is predominant in the signal recorded on the detector, which
seriously degrades the interfrogram visibility. The fixed pattern of detector produces a
signal offset at each pixel, which also affects the fringe contrast. With the same expos-
ure time and detector temperature, a dark image can be taken by closing the entrance
aperture of instrument. For the interferogram obtained, the dark current and offset cor-
rection can be accomplished by subtracting this dark image. With an illumination of the
neon lamp and a 3-minutes exposure time, interferograms were recorded and the inter-
ferograms with and without the dark current and signal offset are presented in Figure
5.10(a) and Figure 5.10(b). Comparing the interferograms, the fringe contrast increases
greatly after subtracting the dark current and signal offset. Since there is no cooling
for the detector, massive dark current and consequent noise exist in the interferograms
especially in the bottom region shown in Figure 5.10(a). The readout electronic of the
CMOS sensor is placed behind the bottom region of the detector, and the consequent
heat increases the dark current in this region.

5.4.3 Flat-field Correction

Flat-field technique is developed to eliminate the pixel-to-pixel variations in an SHI
instrument (Englert and Harlander, 2006). The discussion of flat-fields in DASH inter-
ferometry was presented by Marr et al. (2012). They pointed out that the flat field has a
significant effect on the fringe phase calculation, but the effect on the phase difference
between two fringes, the key to derive the wind velocity, remains small (Marr et al.,
2012). Although the uncertainty in wind velocity retrieval caused by the uncorrected
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(a) With the dark current and signal offset
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(b) Without the dark current and signal offset

Figure 5.10: Interferograms with and without the dark current and signal offset at a
wavelength of 630.479 nm. Note that the illumination is provided by a combination of
a neon lamp and an optical bandpass filter.

flat field is small, it is also suggested to correct the flat field before the derivation of the
phase change.

In a non-ideal DASH instrument, the monochromatic interferogram as a function of
position can be written as

I (x,y) =
∫

∞

0
B( f )R(x,y)

[
t2
one (x,y)+ t2

two (x,y)
]

d f

+
∫

∞

0
2B( f )R(x,y) tone (x,y) ttwo (x,y)ε ( f ,x,y)cos [2π f x+Φ( f ,x,y)+Θ( f ,x,y)]d f ,

(5.5)

where f is the spatial frequency of the fringe, B( f ) is the spectral density, R(x,y) is the
detector responsivity at the position x and y, ε ( f ,x,y) is the modulation efficiency for
the spatial frequency f , tone (x,y) and ttwo (x,y) are the amplitude transmission functions
when the radiation passes through the interferometer arm one and arm two, respectively
(Englert and Harlander, 2006). The term Φ( f ,x,y) is the phase offset, which results
from the asymmetric optical path on the two arms. The term Θ( f ,x,y) is introduced to
describe the phase distortion cased by optical defects or image distortion and this term
does not affect the flat field. The purpose of the flat-field correction is to eliminate the
effects from the terms R(x,y), tone (x,y) and ttwo (x,y). Note that the Equation 5.5 is
based on the assumption that the optical transmittances and the detector responses are
identical within the wavelengths of the bandpass filter.
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In general, there are three different approaches to realize a flat-field correction in-
cluding a balanced arm approach, unbalanced arm approach and phase-shift approach
(Englert and Harlander, 2006). Marr et al. (2012) discussed the flat field in a DASH
system using the temperature variation to shift the phase. The phase-shift approach is
based on the derived phase to correct the flat field, which is contradictory to the fact that
the flat field affects the calculation of fringe phase. Here we adopted an unbalanced arm
approach to correct the flat field, and the unbalanced arm is a feature of a DASH inter-
ferometer. The unbalanced arm approach is based on the recorded intensity distribution
when one arm is blocked. When arm two is blocked, the signal intensity at position of
x and y can be expressed as

Ione (x,y) =
∫

∞

0
B( f )R(x,y) t2

one (x,y)d f = K1R(x,y) t2
one (x,y) , (5.6)

with a scalar K1, which is determined by the spectral density. Similarly, the signal
intensity Itwo (x,y) yields when arm one is blocked

Itwo (x,y) =
∫

∞

0
B( f )R(x,y) t2

two (x,y)d f = K1R(x,y) t2
two (x,y) . (5.7)

Using Equation 5.5, Equation 5.6 and Equation 5.7, the quotient of I (x,y) and the sum
of Ione (x,y) and Itwo (x,y) can be calculated by

I (x,y)
Ione (x,y)+ Itwo (x,y)

=K2 +
1

K1

∫
∞

0
2B( f )ε ( f ,x,y)

tone (x,y) ttwo (x,y)
t2
one (x,y)+ t2

two (x,y)
cos [2π f x+Φ( f ,x,y)+Θ( f ,x,y)]d f ,

(5.8)

with a scalar K2, which is approximated to the average of Equation 5.8 over all pixels.
In addition, the ratio of tone (x,y) ttwo (x,y) and t2

one (x,y)+ t2
two (x,y) can be determined

by

tone (x,y) ttwo (x,y)
t2
one (x,y)+ t2

two (x,y)
=

√
Ione (x,y) Itwo (x,y)

Ione (x,y)+ Itwo (x,y)
. (5.9)

After subtracting the scalar K2, the modulated part of Equation 5.8 remains. Then using
the relation of Equation 5.9, the flat field is corrected and the corrected interferogram
yields

IC (x,y) =
1

K1

∫
∞

0
2B( f )ε ( f ,x,y)cos [2π f x+Φ( f ,x,y)+Θ( f ,x,y)]d f . (5.10)
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Since the spacers consist of two separate prisms, a black plate can be inserted
between the beamsplitter and the field-widening prism to block the light transmission on
this arm. Based on the setup of Figure 5.6, the signal distributions of arm one and arm
two were recorded when arm two and arm one were blocked respectively. The recorded
signal distributions are shown in Figure 5.11(a) and Figure 5.11(b). The interference
disappeared when one arm was blocked, which is confirmed by the vanishing of the
fringe in the signal distributions.
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(a) Signal distribution when arm two was blocked
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(b) Signal distribution when arm one was blocked

Figure 5.11: Signal distribution when arm two or arm one were blocked

The flat field was corrected using the recorded results and the corrected interfero-
gram are presented in Figure 5.12(a) and Figure 5.12(b). Compared with the original
interferogram in Figure 5.7(a), the modulated parts are reserved and the fluctuations
of the envelope become weakened. The slight wobbles of envelope in the corrected
interferogram result from the variation of ε ( f ,x,y). Notice that the illumination was
provided by a laser, so that the thermal broadening can be neglected here.

5.4.4 Phase-distortion Correction

As discussed in Section 5.1, the misalignment of a DASH interferometer may produce
a y-direction modulation with fy = 2β1σ +β2

m
d

, and this modulation is related to the

angle tolerances β1 and β2. The stripe tilt in Figure 5.7(a) indicates that the y-direction
spatial frequency exists, which destroys the binning process calculating the average
value of several rows of inteferograms. The binning process is a crucial step to improve
system SNR, which is required for the ground-based thermospheric wind measurement.
As described in Section 5.3.3, the variation of spatial frequency along the direction of
grating groove appears in the interferogram, which also affects the binning process.
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(a) Interferogram after flat-field correction
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(b) Slice interferogram at the center of the corrected interferogram

Figure 5.12: (a) Interferogram after flat-field correction and (b) its slice interferogram
at the center.

Moreover, the optical defects distort the interferogram, which causes an additional er-
ror. The phase-distortion correction is a general method to correct the interferogram
obtained from an SHI instrument (Englert et al., 2004). This technique can also elimin-
ate the unwanted y-direction modulation, variation of spatial frequency and effect from
the optical defects in a DASH interferometer.
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According to Equation 5.4, the interferogram phase ϕ (x,y) can be written as

ϕ (x,y) = 2π

[
4tanθ (σ −σL)x+

(
2β1σ +β2

m
d

)
y+2∆dσ +Θ(x,y)

]
. (5.11)

Here the Littrow angles on arm one and arm two are same because the zero-spatial fre-
quency exists after assembly. The y-direction modulation and optical defects make the
interferogram deviate from the ideal fringe pattern, so that the term from the y-direction
modulation and optical defects can be considered as the phase distortion. Given a mono-
chromatic interferogram, the phase information can be determined using the method
described in Section 2.4. Using the Littrow angle and Littrow wavenumber obtained in
Section 5.3.3, the phase distortion can be characterized by

2π

[(
2β1σ +β2

m
d

)
y+Θ(x,y)

]
= ϕ (x,y)−2π ( fxx+2∆dσ) , (5.12)

where fx = 4tanθ (σ −σL). In order to correct the phase distortion, a matrix M (x,y) is
defined by

M (x,y) = exp
{
−i2π

[(
2β1σ +β2

m
d

)
y+Θ(x,y)

]}
. (5.13)

Then the modulated part of an interferogram multiplied by the corrected matrix yields
the corrected interferogram. As described in Section 2.4, the modulated part of an inter-
ferogram can be obtained by using a suitable window function and backward transform-
ation in the spectral domain. Accordingly, the corrected interferogram can be expressed
as

I (x,y) = M (x,y)V (x,y)exp [iϕ (x,y)]
=V (x,y)exp{i2π [4tanθ (σ −σL)x+2∆dσ ]} ,

(5.14)

where V (x,y) is the interference visibility. Note that the optical dispersion effect is
not considered in this discussion. The narrow optical bandpass filter is employed in
the DASH system, so that the wavelength-dependent optical defects can be neglected.
Because the angle tolerance β1 is extremely small, the y-direction modulations within
the wavelength range of bandpass filter can be regarded as a consistent value. Therefore,
ignoring the optical dispersion effect is a reasonable approximation.

With the monitoring of the wavelength, an interferogram produced by a laser il-
lumination using the setup of Figure 5.6 was recorded. The spatial frequency of the
interferogram was calculated according to the Littrow angle, Littrow wavelength and
the wavelength of the input laser. Using the phase information and the spatial frequency
of the obtained interferogram, the phase distortion was characterized based on Equa-
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tion 5.12 and Equation 5.13. Using the obtained phase-distortion matrix, the corrected
fringe image after flat-field correction and phase-distortion correction is shown in Fig-
ure 5.13. Compared with the original image in Figure 5.7(a), the tilts and distortions
of the stripes have been corrected. The remaining distortion on the edges results from
the endpoint-discontinuity artifacts, which may cause an additional error during Fourier
transformation. The edge region must be excluded from the further retrieval process.
Only modulated parts are reserved after the corrections, hence the relative intensity
changes compared with the initial signal intensity.
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Figure 5.13: Corrected fringe image after flat-field correction and phase-distortion cor-
rection.

Owing to the fact that an identical spatial frequency fx is employed in Equation 5.12
to calculate the phase-distortion matrix for the whole detector, the variation of spatial
frequency can be corrected after the phase-distortion correction, which is validated in
Figure 5.14. For the interferograms before the phase-distortion correction, the spatial
frequency increases with the gain of the row number. After the phase-distortion correc-
tion, the spatial frequencies of the different-row interferograms are identical and they
are equal to the value of fx used in the previous determination of the matrix M (x,y).

In order to inspect the wavelength dependency of the phase distortion, a fringe im-
age at a wavelength of 630.48 nm was recorded as shown in Figure 5.15(a), and its
corresponding fringe image after flat-field correction and phase-distortion correction
is also plotted in Figure 5.15(b). An identical corrected matrix is applied in the both
corrections for the interferograms of 630.03 nm and 630.48 nm. The corrected results
indicate that the wavelength dependency of the phase distortion can be neglected within
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Figure 5.14: Spatial frequencies of the interferograms before and after phase-distortion
correction as functions of row number of interferogram.
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(a) Measured fringe image
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(b) Corrected fringe image

Figure 5.15: (a) Measured fringe image at a wavelength of 630.48 nm when the 4.5-
degree half cone angle radiation illuminates the interferometer and (b) its corresponding
fringe image after the flat-field correction and phase-distortion correction.

the bandpass wavelengths. The phase distortions in the interferograms produced from
the airglow emission and the calibration lamp can be corrected using an identical cor-
rection matrix. When calculating the phase change, the same correction matrix must
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be used for the both interferograms, which ensures that there is no extra phase change
incurred during corrections.

5.5 Thermal Performance

A thermally stable monolithic DASH interferometer was designed and built in the labor-
atory. The accurate wind measurement requires that the fringe phase obtained from this
interferometer is insensitive to the change of ambient temperature. In this DASH inter-
ferometer, a thermally-induced phase drift of less than 3.2 mrad is required to achieve
3 m/s accuracy. To evaluate the thermal performance, the sensitivities of the spatial
frequency and the optical phase offset are characterized based on laboratory tests and a
model study in this section.

A similar system as shown in Figure 5.6 was built for the thermal performance test.
Instead of laser light, a frequency-stable neon lamp was utilized here. The interfer-
ometer was glued to two plates made of stainless steel, then it was contained in an
aluminium housing where the temperature was stabilized under a PID (proportional-
integral-derivative) controller with an accuracy better than 0.1 ◦C. Details of the tem-
perature control in the interferometer are discussed in Appendix C.3. The ambient tem-
perature was also controlled using an air condition with a temperature of 20 ◦C. The
measurements were performed from 22 ◦C to 30 ◦C with an interval of 1 ◦C. When
a thermal equilibrium was established in the housing, 10 frames of the interferograms
for each temperature were recorded with an exposure time of 30 seconds. Then the
mean value of the 10 frames, equivalent to the typical exposure time in ground-based
nightglow observation, was calculated for further analysis. For each interferogram, the
flat-field correction and the phase-distortion correction using identical phase-distortion
parameters were implemented. The 500-row signal near the center of the fringe image
was then averaged to derive the phase change. The phase change can be directly re-
trieved using the Fourier transform algorithm described in Section 2.4. Based on the
determined phases, a linear function ∆ϕ (x) was fitted and the fitting result shows the
change of spatial frequency (slope divided by 2π) and phase offset (intercept) due to the
temperature variation.

As discussed in Marr et al. (2013), a predictive model using ray-tracing software
and a finite element analysis can be built. The model can adjust the parameters includ-
ing the refractive index, the grating groove density and the dimensions of the elements
according to the respective ambient temperature. Note that all of the dimensions and
angles are provided with the manufacturer’s inspection data and the material data are
based on the glass catalogs (SCHOTT Advance Optics, 2019; CDGM GLASS CO.,LTD,
2018). The mechanical deformations resulting from the differential expansion between
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Table 5.1: Properties of the materials used in FEM analysis

Density CTE Young’s modulus Poisson’s ratio
[kg/m3] [×10−5 /◦C] [×1010 Pa]

Aluminum 2700 2.31 7.0 0.35
Stainless steel 7900 1.65 20 0.27
Fussed silica 2203 0.051 7.3 0.17

H-FK61 3700 1.31 7.007 0.3
N-LAK12 4100 0.76 8.7 0.288

N-BK7 2510 0.71 8.2 0.206
Adhesive 1700 27.5 0.0025 0.48

0.0026258 Max 

0.0023341 

0.0020423 

0.0017506 

0.0014588 

0.001167 

0.00087528 

0.00058352 

0.00029176 

OMin 

0.00 
YJ 

50.00 100.00 (mm) 

25.00 75.00 

Figure 5.16: Deformation of the interferometer when the temperature changes from 25◦

to 26◦. The FEM analysis includes 3059857 nodes and 1400125 elements with the fixed
constraints on the screw holes. Note that the top and bottom plates are the covers of the
interferometer housing and the unit of the legend is millimeter.

two different materials were characterized by a finite element model (FEM) analysis.
Table 5.1 gives the relevant properties of the materials used in the FEM analysis. A
linear static stress model considering the monolithic interferometer, the covers and the
5-mm adhesive layers between the interferometer and the covers was established and
the deformation (relative position change) result is shown in Figure 5.16. After adding
the deformation into every element, the new angles were calculated by fitting the up-
dated plane. On arm one, the distortions on the angle between field-widening prism and
beamsplitter and the angle between field-widening prism and grating are -1.466×10−6
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rad/◦C and 4.111 ×10−7 rad/◦C, respectively. The corresponding distortions on arm
two are -1.119×10−6 rad/◦C and 7.623×10−7 rad/◦C. Updating the angles in the ray-
tracing model, the Littrow angle and the optical OPD offset at different temperatures
were tracked. The spatial frequency and the phase offset were therefore also monitored
in this predictive model. Note that the thickness difference of the adhesive between two
arms is used to compensate the image difference of two gratings, which is considered in
the model study.

Figure 5.17(a) and Figure 5.17(b) show how the spatial frequency and the phase off-
set change in the measurements and the model study when the temperature changes. As
the temperature increases, the spatial frequencies increase linearly at 0.0154 cm−1/◦C
in the measurements and 0.0313 cm−1/◦C in the model study, respectively. Similarly,
the phase offsets change at linear rates of 0.469 rad/◦C in the measurements and 0.330
rad/◦C in the model study, respectively. The thermal drift of the spatial frequency agrees
with the model value within a factor of two, and the thermal drift of the phase offset
agrees with the model value within 29.6%. The air pressure may change during the
measurements, but we did not consider this effect in the model study. In addition, the
parameters of uncertainty and alignment tolerances cause the measurements and the
model to differ further.

Compared with other DASH interferometers with a phase drift of 1.25 rad/◦C (Har-
lander et al., 2010) and 4.29 rad/◦C (Marr et al., 2013), a more stable DASH inter-
ferometer has been realized. However, the temperature response (0.469 rad/◦C) is still
higher than the design value (1.2 mrad/◦C) due to the manufacturing and alignment tol-
erances. The temperature control and calibration thermal tracking are also necessary
during wind measurement for this interferometer. An UV curing adhesive was used to
glue the separate optical components, and the thermal coefficient of the adhesive is an
order of magnitude larger than the thermal expansion coefficient of H-FK61 (Norland
Products, 2020). In order to compensate the incoincidence of the two grating images
caused by the manufacturing and alignment tolerances, the difference of the adhesive
thickness between two arms is inevitable during final gluing. Table 5.2 analyzes the
change of the thermal sensitivity of the phase offset occurred from the thickness devi-
ation. Assuming that there are individual 0.1 mm thickness deviations on the beams-
plitter, field-widening prism, spacer 1, spacer 2 and parallel spacer, the corresponding
compensated thickness of the adhesive and the change rate of the phase offset are cal-
culated using Equation 4.8 and Equation 4.5, respectively. The light beam traverses the
beamsplitter and field-widening prism, so that the change rates of phase offset are re-
lated to the derivative of the refractive index with respect to temperature and the CTEs
of the glasses. For the spacer 1, spacer 2 and parallel spacer, the compensated thickness
are equal to the thickness deviations. Owing to the same optical glasses used in the
spacer 1 and parallel spacer, their change rates are consistent. The thickness deviations
of 0.1 mm bring in thermal instabilities of the phase offset from 0.119 rad/◦C to 0.219
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Figure 5.17: (a) Change of the spatial frequency and (b) change of the phase offset when
the temperature is varied from 22 ◦C to 30 ◦C. Red circles represent measurements,
green triangles represent model results. Dashed lines represent fitting results to theses
data.
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rad/◦C. Therefore, the variation of the adhesive thickness on two arms seriously deteri-
orates the expected thermal compensation. In order to achieve better thermal stability, a
more thermally stable adhesive and a more precise alignment are suggested during the
interferometer assembly.

Table 5.2: Change of the thermal sensitivity of phase offset occurred from the thickness
deviation

Thickness
deviation [mm]

Compensated thickness
of adhesive [mm]

Change rate of
phase offset [rad/◦C]

Beamsplitter 0.100 0.066 0.131
Field-widening prism 0.100 0.060 0.119

Spacer 1 0.100 0.100 0.219
Spacer 2 0.100 0.100 0.206

Parallel spacer 0.100 0.100 0.219

5.6 Laboratory Doppler Measurements

A critical work in the development of the instrument is to validate its capability to
measure wind velocities. Laboratory measurements of a Doppler-shifted emission line
can be used to assess the instrument performance. Dötzer (2019) developed a Doppler-
shift generator which produces different Doppler shifts by varying the rotation speed of
a retro-reflecting wheel. The Doppler-shift generator was used in our laboratory Doppler
measurements. With the known Doppler velocities, a series of measurements were taken
using our DASH instrument and a comparison between the measured Doppler velocities
and expected Doppler velocities was also performed.

A schematic of the setup is shown in Figure 5.18. A frequency-stable HeNe laser
provides the light source at a wavelength of 632.991 nm. The frequency stability of
the laser achieves ±2 MHz, which corresponds to ±1.3 m/s uncertainty. An optical
isolator is inserted in front of the laser to prevent the influence of the back reflected
light. After passing the isolator, the laser is focused into the Doppler wheel by lenses
L1 and L2. Mirror M1 reflects the Doppler-shift light from the Doppler wheel and lens
L3 focuses light into the rotating disk to suppress laser speckle. The light beam enters
the interferometer and produces a fringe pattern on the detector after passing through
the collimating lens L4 and beamsplitter. A combination of a neon lamp and a bandpass
filter provides the calibration light source which is used to track thermal changes of
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Figure 5.18: Setup of the laboratory Doppler measurements.

the DASH instrument. The calibration light is collimated by lens L5 and reflected into
interferometer by the beamsplitter.

The motor of the Doppler wheel is precisely controlled by a Vedder electronic speed
controller (VESC) (VESC project, 2020). The input electrical revolutions per minute
(ERPM) of the motor is monitored and the mechanical revolutions per minute (RPM)
of the motor is equal to the ERPM divided by the number of polar pairs of the mo-
tor. Therefore, the rotation frequency of the Doppler wheel is monitored. Figure 5.19
presents the schematic of the Doppler-shift generator. A light beam is incident on the
point A, then it is reflected back by the microspheres on the wheel. As shown in Fig-
ure 5.19, the angle between the incident ray and the rotation plane is αi and the angle
between the reflective ray and the rotation plane is αr. Owing to the microspheres fea-
turing a retroreflector (Dötzer, 2019), angles αi and αr are almost identical. A Doppler
shift is imposed on the reflective ray and the corresponding Doppler velocity vD can be
expressed as

vD = vt (cosαi + cosαr) , (5.15)
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Figure 5.19: Schematic of the Doppler-shift generator.

with the tangential velocity of the rotation wheel vt (Nichols et al., 1985). The tangential
velocity is related to the rotation frequency fr and the radius of rotation r, thus the
tangential velocity vt yields

vt = 2π frr. (5.16)

With different rotation speeds of the Doppler wheel, a series of measurements were
taken using the setup of Figure 5.18. For each rotation speed, seven separate interfero-
grams were recorded and the interval is 750 RPM during measurements. The radius of
rotation, angles αi and αr were measured after the measurements, and then those num-
bers are employed in calculating the expected Doppler velocities using Equation 5.15
and Equation 5.16. Before the retrieval of the Doppler velocity, the interferograms were
processed with the spike and defect removal, dark current and signal offset correction
and phase-distortion correction. After the corrections, averages of the 600 rows inte-
ferograms in the central region were used to retrieve the Doppler velocities. The phase
shifts of the interferograms produced by neon lamp were used to calibrate the thermal
drifts using Equation 2.21. Using the dimensions measured by the manufacturer and
Equation 2.3, an effective OPD was determined and this value was used in the retrieval
routine.

Using the separate interferograms, seven Doppler velocities were retrieved for each
rotation frequency, and the mean value of these seven velocities is regarded as the re-
trieved velocity for this rotation frequency. The retrieved Doppler velocities and ex-
pected Doppler velocities as functions of the rotation frequency of the Doppler wheel
are presented in Figure 5.20, which indicates that the retrieved Doppler velocities agree
well with the expected Doppler velocities. Comparing the retrieved Doppler velocities
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Figure 5.20: Retrieved Doppler velocities and expected Doppler velocities as functions
of the rotation frequency of the Doppler wheel. The measured factor of proportionality
(0.54 m/(s·Hz)) is employed here.

and expected Doppler velocities, the deviations of the Doppler velocities are calculated
and they are presented in Figure 5.21. With the increase of the rotation frequency, the
deviation fluctuates between -2.58 m/s and -5.78 m/s and the mean absolute deviation
is 3.90 m/s. The error bars in Figure 5.21 represent twice the standard deviation of the
seven Doppler velocities retrieved from seven independent interferograms. Except the
zero-rotation frequency, all of the retrieved Doppler velocities are smaller than the ex-
pected Doppler velocities as shown in Figure 5.20. There are two possible causes for
the underestimation of the Doppler velocities. One is an overestimation of the effective
OPD used in the retrieval. The deviation of OPD caused by manufacturing and assembly
tolerances is in the order of 0.1 mm, which corresponds to 0.3m/s estimation error of the
Doppler velocities. Compared to the real estimation deviations, the contribution of the
overestimation of the effective OPD can be neglected. Another possibility is that the de-
viations of the measured radius r, angles αi and αr increase the factor of proportionality
between the rotation frequency of the Doppler wheel and the Doppler velocity, which
is the predominant cause of the negative biases of the retrieved Doppler velocities. A
meter was used to measure the radius r, angles αi and αr when the Doppler wheel was
at rest. Owing to the diffraction and defocusing of light, there was a laser spot with a
finite radius on the wheel, which inevitably caused the estimation deviation of the factor
of proportionality.
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Figure 5.21: Deviation of the retrieved Doppler velocity as a function of the rotation
frequency of the Doppler wheel. The measured factor of proportionality (0.54 m/(s·Hz))
is employed here.

Using the results in Figure 5.20, a zero-intercept linear regression of the retrieved
Doppler velocity gives the factor of proportionality of 0.51 m/(s·Hz) instead of the meas-
ured value of 0.54 m/(s·Hz). Updating the factor of the proportionality, the expected
Doppler velocities were calculated again. Comparisons between the retrieved velocities
and the expected velocities are presented in Figure 5.22, and the corresponding retrieval
deviations are presented in Figure 5.23. Compared to the results in Figure 5.21, the
deviation varies between -3.49 m/s and 2.66 m/s and the mean absolute deviation is re-
duced to 1.82 m/s. The frequency drift of the laser (±2 MHz) results in a measurement
uncertainty of ±1.3 m/s, and the uncertainty of the rotation speed of the Doppler wheel
(±100 ERPM) produces a velocity uncertainty of±0.42 m/s. Moreover, the noise of the
signal also produces a retrieval uncertainty of the order of 0.1 m/s. Therefore, the meas-
urement deviation of 1.82 m/s is reasonable and the Doppler measurements validate the
ability of the DASH instrument to measure wind speed.

5.7 Instrument Field Tests

Owing to the low intensity of the oxygen red-line nightglow emission, a long-exposure
observation is necessary, which requires a compact and stable system. To verify its
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Figure 5.22: Retrieved Doppler velocities and expected Doppler velocities as functions
of the rotation frequency of the Doppler wheel. The fitting factor of proportionality
(0.51 m/(s·Hz)) is employed here.
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Figure 5.23: Deviation of the retrieved Doppler velocity as a function of the rotation
frequency of the Doppler wheel. The fitting factor of proportionality (0.51 m/(s·Hz)) is
employed here.
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(a) Photograph of the prototype of the instrument

DASH interferometer
Camera optics Detector

Calibration unit
BeamsplitterAperture

(b) System layout of the instrument

Figure 5.24: (a) Prototype of the instrument and (b) the system layout.
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ability to observe the weak nightglow emission, a prototype of the instrument was built
and filed tests were performed using this prototype. In this section, the results of the
field tests are discussed.

The prototype of the instrument and the system layout are shown in Figure 5.24.
The DASH interferometer is contained in a closed housing where the temperature is
controlled using PID controllers with an accuracy of ±0.1 ◦C. In order to suppress the
dark current, a Dewar is used to contain the detector which is cooled by a fan and several
thermoelectric coolers (TEC). The collimated neon-line radiation is diffused by a holo-
graphic diffuser. After twice reflections on the beamsplitter, the diffused radiation, as a
calibration signal, illuminates the DASH interferometer. The bandpass filter described
in Appendix B.3 is mounted between the beamspiltter and the interferometer. With an
exposure time of 5 minutes, an interferogram produced from the calibration line was re-
corded and it is presented in Figure 5.25(a). The detector was cooled to -25 ◦C, but the
generated dark current was still high. As shown in the white region of Figure 5.25(a),
the signal intensities are saturated because of the extremely high dark current in this
region. Covering the entrance aperture and using the same configuration of the detector,
a dark image was recorded as shown in Figure 5.25(b). This dark image characterizes
the dark current and the signal offset, which can be used for the dark current and signal
offset correction in the following field tests.
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(a) Recorded fringe image
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(b) Dark current distribution

Figure 5.25: (a) Measured fringe image produced from the neon-line radiation and (b)
dark image when the detector is cooled to -25 ◦C and the exposure time is 5 minutes. In
both images, the spikes and defect pixels have been corrected.

The field tests were performed on the night of September 22, 2020 at Wuppertal
(51.26 ◦N, 7.15 ◦E). The detector was cooled to -25 ◦C and the exposure time is 5
minutes for each frame. The intensity of the neon-line radiation is much higher than the
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intensity of the nightglow emission. It is quiet difficult to further decrease the intensity
of the calibration signal using the current configuration. Therefore, the simultaneous
illumination of the calibration line was not employed in these field tests. In order to
suppress the stray light, a baffle was mounted on the front of the instrument aperture.
Figure 5.26(a) shows a fringe image taken at around 20:31 CET (Central European
Time) using an elevation angle of 50◦. Owing to the predominant dark current and
the extremely weak nightglow emission, the visibility of the fringe pattern is pretty low.
Subtracting the dark image shown in Figure 5.25(b), the corrected fringe image is shown
in Figure 5.26(b). Notice that the shot noise produced from the dark current can not be
corrected in this subtraction, so that the visibility of the interferogram in Figure 5.26(b)
remains low. The saturated signal intensities appear in the same region of Figure 5.25(b)
and Figure 5.26(a), which results in the zero-value intensity in the black region of Figure
5.26(b).

10.0 7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0
X direction at detector [mm]

10.0

7.5

5.0

2.5

0.0

2.5

5.0

7.5

10.0

Y 
di

re
ct

io
n 

at
 d

et
ec

to
r [

m
m

]

1000

1200

1400

1600

1800

2000
Si

gn
al

 in
te

ns
ity

 [c
ou

nt
s]

(a) With the dark current
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(b) Without the dark current

Figure 5.26: (a) Measured fringe image produced from the oxygen red-line nightglow
emission and (b) its corresponding fringe image after subtracting the dark image. In
both images, the spikes and defect pixels have been corrected.

Two-dimensional Fourier transform is performed for the obtained fringe image,
yielding an amplitude spectrum as shown in Figure 5.27. Zooming in on the region
marked by a red rectangle, detailed spectra in the central region is obtained and placed
in the upper right corner of this image. As shown in Figure 5.27, the targeted spectra
produced from the nightglow emission is circled. A two-dimensional window function
can be used to filter the targeted spectrum, and then the modulated parts of the interfero-
gram can be obtained by implementing inverse Fourier transform for the filtered spec-
trum. Figure 5.28(a) shows the restored fringe image after the spectral filtering in the
spectral domain, which indicates that not only the modulated parts of the interferogram
remain but also the tremendous noise are removed. Except the saturated regions, the
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Figure 5.27: Two-dimensional amplitude spectrum of the interferogram in Figure
5.26(b).
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(a) Restored fringe image
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(b) Corrected fringe image

Figure 5.28: (a) Restored fringe image after the spectral filtering in the spectral domain
and (b) corrected fringe image after the phase-distortion correction. A two-dimensional
Hamming window with a width of 40 pixels is selected here to extract the targeted
spectrum.
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restored fringes are almost same to the fringes taken in the laboratory shown in Figure
5.12(a). Using the phase-distortion matrix obtained in Section 5.4.4, the fringe image
of Figure 5.28(a) can be further corrected and the corrected fringe image is presented
in Figure 5.28(b). In order to improve the SNR, an average of rows 500-2000 in the
corrected fringe image is calculated and the obtained interferogram is plotted in Fig-
ure 5.29(a). The thermal-broadening effect can be observed in the interferogram. As
seen in Figure 5.28(b), the fringe contrast shows a negative correlation with the x pos-
ition, which is opposed to the result in Section 4.3. This contradiction results from the
opposite x-axis directions in the definition and rotating the detector 180 degrees about
the optical axis can solve this contradiction. Using the algorithm described in Section
2.4, the phase of the interferogram can be determined. As shown in Figure 5.29(b), the
unwrapped phase also shows a negative correlation with the x position.

The Solar Cycle 24/25 minimum was predicted to occur in 2020 (Upton and Hath-
away, 2018), which means that the intensity of the nightglow is relatively low on these
observations. The prototype instrument successfully recorded the fringe image viewing
the oxygen red-line nightglow. Based on the obtained interferogram, the corresponding
phase information, the key to retrieve the wind velocity, was determined. Although the
wind velocity was not derived, these field tests prove that this DASH instrument has
the ability to observe the oxygen red-line nightglow and the phase information also can
be obtained. With multi-directional observations and a suitable calibration source, this
DASH instrument can be used to measure thermospheric winds from the ground.
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(a) Interferogram using the average of rows 500-2000
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Figure 5.29: (a) Interferogram using the average of rows 500-2000 and (b) its corres-
ponding phase distribution. Note that the phase of the interferogram is unwrapped.
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Chapter 6

Summary and outlook

6.1 Summary

Neutral winds in Earth’s upper atmosphere affect the ionospheric variability. In order to
understand the dynamics and energetics in this region, there is an increasing desire to
obtain the neutral winds in the middle and upper atmosphere. Owing to the limitation of
detection techniques, the observed wind data in this region still remain sparse. Global
network observation of thermospheric winds is an effective method to obtain the ther-
mospheric wind data. As a potential candidate to observe the neutral winds in Earth’s
upper atmosphere from the ground, an optical instrument based on a thermally stable
monolithic DASH interferometer was developed.

The detection principle of DASH interferometer was discussed from the aspects of
DASH instrument concept, derivation of wind velocities and associated algorithms. The
interferogram produced from a DASH instrument was modeled. A extended value ∆d
on one arm makes the phase sensitive to the wavenumber change, which makes the
Doppler shift of the emission line detectable. Thermal broadening of the emission line
degrades the fringe visibility with the increase of OPD, so that the fringe visibility can
be used to derive the Doppler temperature. An algorithm based on a Fourier transform
was developed to derive the wind velocity, which bypasses the phase unwrapping pro-
cess. Numerical studies show that using a Hanning or Hamming window with a suitable
width to isolate the targeted spectrum yields a more precise result during the retrieval
compared to the application of a rectangle window.

With the knowledge of spectral radiance values of the airglow emissions and instru-
ment parameters, the signal detected in a DASH instrument was estimated. A CMOS
image sensor is employed in the DASH system, and a series of tests was performed to
characterize the performance of this detector. The results from the dark current meas-

115



116 Summary

urement and photon-transfer measurement are almost coincident with the parameters
provided by the manufacturer. Combining the test results of the detector, interfero-
grams were simulated for the summers and winters of the years 2009 and 2014 and
the corresponding signal-to-noise ratios were also analyzed. From the analysis results,
we confirm that it is necessary to use more lines of the signal to average or to increase
the exposure time to improve the instrument responsivity and accuracy during winter
measurements.

A thermally insensitive monolithic DASH interferometer with field-widening prisms
was designed. Two emission lines including airglow emission and calibration line were
considered when determining the Littrow wavelength. An optimum OPD offset was
chosen to mitigate the contradiction between increasing phase sensitivity and visibil-
ity decline. Optimizing the material, dimensions and angles of each component, the
thermal compensation and field widening were realized. A camera optics consisting
of five commercial lenses was designed to relay the fringe pattern with a high imaging
quality and a low distortion. The ray-tracing results show that this camera optics can
perform stably within a temperature range of 10 ◦C. To validate the performance of the
designed configuration, interferograms were simulated using ray-tracing software. The
visibilities of the interferograms were further calculated to evaluate the performance of
the designed system. Tolerances from the interferometer and the camera were analyzed
simultaneously, and two configurations with the best visibility and worst visibility were
obtained from 10000 Monte Carlo simulations. Using the two configurations, instru-
ment measurement uncertainties for different measurement situations were discussed.
With a 5-minute exposure time, the wind accuracy achieves 5 m/s during summer. Ow-
ing to the low airglow emission, the accuracy decreases to 35 m/s during winter.

A DASH instrument based on a monolithic interferometer was developed in the
laboratory. With the support of a setup which allows monitoring the fringe contrast and
spatial frequency in real time, a thermally stable monolithic DASH interferometer with a
large etendue was built. The field of view test shows that the high contrast of the fringes
is maintained when the field of view reaches 9 ◦C. The effects from spike signals, defect
pixels, dark current and signal offset can be removed according to the performance of
detector. The flat-field correction and phase-distortion correction are suggested to be ap-
plied for the interferograms before the wind velocity retrieval. The effects caused by the
misalignment and optical defects can be eliminated by the phase-distortion correction.
Temperature dependences of the phase offset and the spatial frequency were determined
with thermal sensitivities of 0.469 rad/◦C and 0.0154 cm−1/◦C, respectively. Temper-
ature control for the interferometer and calibration thermal tracking are required during
wind measurement. The Doppler measurements using the Doppler wheel validate the
capability of instrument to measure wind speed with a mean uncertainty of 1.82 m/s. In-
strument field tests successfully obtained the interferogram produced from the oxygen
red-line nightglow and its corresponding phase information. The laboratory perform-
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ance and field tests indicate that this DASH instrument meets the requirement to observe
the thermospheric wind from the ground.

6.2 Outlook

An optical instrument based on a DASH technique was demonstrated in the laboratory,
which shows the ability to observe the Doppler shift of the atomic oxygen airglow at
a wavelength of 630.0 nm. The focus of future work will shift to develop a compact
and rugged DASH instrument suited for field measurements, which is capable of view-
ing multiple fields of view. Using a suitable calibration source, field measurements of
thermospheric winds will be carried out with this DASH sensor in the future. To further
validate this technique, it is suggested to perform ground-based measurements simul-
taneously with a well established Fabry-Perot interferometer and then to compare the
obtained results.

Although the tilt of the interferogram can be corrected by a phase-distortion correc-
tion, the unwanted tilt of the interferogram appeared after UV curing, which resulted
from the shrinkage of glue and the fixture instability. A more stable alignment system,
providing six-axis precision control over the orientation of grating, is expected in the
future. The thermally induced image shift introduces an additional error during meas-
urement. Periodic notches on the top of grating, achieving sub-pixel accuracy, can be
used to track the image shift (Englert et al., 2010b, 2017a). The notches can be in-
scribed in the gratings of the next-version interferometer, or other methods to track the
image shift can be investigated in the future. Owing to the loss of spatial resolution,
the starlight illuminates the whole detector, which increases the background noise. In
the next version, a telescope in front of the interferometer should be considered. The
temperature response of the DASH interferometer as built in laboratory is still higher
than the design value, and the calibration lamp is still necessary during measurement.
A more thermally stable adhesive and a more precise alignment are suggested to realize
a thermally insensitive performance, so that the calibration line will not be necessary in
the future.

Owing to the features of high throughput and no moving parts, DASH technique is
particularly suited to a space application of the limb observation. Compared with the
ground-based measurement, the signal enhances seriously because of the long limb path
and the temporal resolution also increases greatly. The possibility to employ a DASH
instrument in a space mission will be studied in the future.
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Interferogram Modeling

A.1 Grating Equation
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Figure A.1: Wavefront propagation after going through grating at the Littrow
wavelength and a wavelength near to Littrow wavelenght.

Similar to an SHI, the dispersion element determines the primary properties in a
DASH interferometer. The grating equation describing the beam transmission on the
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grating is given by
d (sinθin + sinθout) = mλ , (A.1)

where d is the groove spacing of the grating, θin and θout are the incident angle and
exit angle on the grating, m is the order of diffraction and λ is the wavelength of light
beam. Therefore, the wavefront maintains when the wavelength is equal to the Littrow
wavelength of the grating, as shown in Figure A.1(a). When the wavelength diverges
the Littrow wavelength in Figure A.1(b), the wavefront tilts with an angle γ . Note that
the Littrow configuration for a optical grating is a special ray when the incident angle
and the diffraction angle are identical.

A.2 General Framework

In a DASH interferometer, the introduction of gratings on two arms produces two
crossed wavefronts, and the interference result of two wavefronts is the intensity dis-
tribution on the detector. Therefore, the key to model the interferogram is to model
the wavefronts. The wavefronts can be characterized by complex amplitudes E1 and E2
using wave vectors ~k1 and ~k2 (Born and Wolf , 2013), which can be expressed as

E1 =Aexp
[
i
(
~k1 ·~r+ϕ01

)]
E2 =Aexp

[
i
(
~k2 ·~r+ϕ02

)]
,

(A.2)

where A is the amplitude; ϕ01 and ϕ02 represent the phase offsets of E1 and E2, respect-
ively.

As illustrated in Figure A.2, a general wave vector~k passes through a DASH inter-
ferometer with incoming angles β and φ , which are the angle between the wave vector
and the optical axis of the interferometer and the angle between the wave vector and the
dispersion plane. The wave vector is divided into two parts by a beamsplitter, and then
they are reflected from Grating 1 and Grating 2 at angles γ1 and γ2. The Grating 2′ is
the image of Grating 2 on arm one, and the distance between Grating 1 and Grating 2′ is
∆d. A coordinate system xyz with the origin on Grating 1 is defined in this figure. The y
axis, not shown in the figure, is along the groove of the gratings, and the z axis is along
the optical axis. The wave vector ~ki can be described in this coordinate as

kx1,2 =k cosφ1,2 sinγ1,2

ky1,2 =k sinφ1,2

kz1,2 =k cosφ1,2 cosγ1,2,

(A.3)
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Figure A.2: Sketch of a DASH interferometer. Note that γ1 and γ2 are almost equal
to zero in reality, but they are exaggerated here for better understanding. n1 and n2)
represent the normals of Grating 1 and Grating 2′, and θ is the angle between the normal
and optical axis.
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where k =
2π

λ
is the length of the wave vector; φ1 and φ2 are outgoing angles between

the wave vector and x− z plane on arm one and arm two. Using φ1 = φ2 = −φ , the
relation between phase offsets ϕ01 and ϕ02 can expressed as

ϕ02 = ϕ01 + k cosφ∆l tanβ (sinβ − sinγ2)+ k cosφ∆l (cosβ + cosγ2) . (A.4)

∆l denotes the distance in z direction between the two points of incidence on Grating 1
and Grating 2′ as shown in Figure A.2. Owing to the angle β , ∆l is different from ∆d.
When angle β → 0, ∆l ≈ ∆d. Substituting this relation, Equation A.3 and Equation A.4
into Equation A.2 and calculating the interference distribution gives

I =
I0

2
{1+ cos [k cosφ (sinγ2− sinγ1)x+ k cosφ (cosγ2− cosγ1)z

+k cosφ∆d (1+ cosγ2)]} .
(A.5)

We assume the transmittance of the beamsplitter is 50% and the initial intensity of beam
is I0. The position of y does not affect the fringe pattern, and only when x = 0,z = 0,
the phase is independent upon the incident angle. So that the fringe localization plane
is located on the plane z = 0.

A.3 On-axis analysis

When a wave vector enters the DASH interferometer along the optical axis, β = 0 and
φ = 0. In this case, the angles of γ1 and γ2 can be determined by the grating equation,
and their relations are

2d sinθ = mλL

d [sinθ + sin(θ ∓ γ1,2)] = mλ ,
(A.6)

where θ is the angle between the grating normal (n1 or n2) and z axis, which is the
Littrow angle for the wavelength of λL. Dividing the lower formula by the upper formula
and taking the approximation of cosγ1,2 = 1, Equation A.6 reduces to

sinγ1,2 =∓
(

σL

σ
−1
)

2tanθ , (A.7)

where σL and σ are the Littrow wavenumber and the wavenumber, respectively. Their
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relations with their corresponding wavelengths are σL = 1/λL and σ = 1/λ . Substitut-
ing this result and Equation A.7 into Equation A.5 gives

I (x) =
I0

2
{1+ cos [2π (4tanθ (σL−σ)x+2σ∆d)]} . (A.8)

Because the existence of camera optics in a DASH configuration, the fringe image on
the detector is a conjugate image of localization plane. Accordingly, the intensity dis-
tribution on the detector changes to

I (x) =
I0

2
{1+ cos [2π (4tanθ (σ −σL)x+2σ∆d)]} . (A.9)

Consequently, an interferogram with a spatial frequency of fx = 4tanθ (σ −σL) is pro-
duced on the detector.

Spectral broadening is a common phenomenon for an emission line, but Equation
A.9 does not consider this effect. A spectral line shape is defined to describe the spectral
broadening (Hollas, 2004), which is also useful here. With a spectral line shape B(σ),
the intensity distribution can be expressed as

I (x) =
I0

2

∫ +∞

−∞

B(σ){1+ cos [2π (4tanθ (σ −σL)x+2σ∆d)]}dσ . (A.10)

In the thermosphere, the thermal broadening is predominant for the emission line and
its spectral line shape can be regard as a Gaussian function, which is related to the
temperature of atomic oxygen. The thermal broadening can be written as

B(σ) =
1√

2πPD
exp

[
−(σ −σ0)

2

2P2
D

]

PD = σ0

√
kBT
mc2 ,

(A.11)

where σ0 is the central wavenumber of the emission line, kB denotes the Boltzmannn
constant, T gives the kinetic temperature, m represents the mass of the emitting matter
and c is the velocity of light. Meanwhile, the effect of optical dispersion is pronounced
owing to the spectral broadening when analyzing the interferogram in a DASH system.
Considering this optical dispersion effect, ∆d is a function of σ rather than a constant
value. Similar to a Michelson interferometer (Thuillier and Hersé, 1991; Thuillier et al.,
1998; Lathuillėre et al., 2002), an effective OPD D is defined by
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D = 2∆d0−λ0

[
2

∂ (∆d)
∂λ

]
, (A.12)

where ∆d0 is the extended value (∆d (σ0)) at the central wavelength of the emission line,
λ0 is the central wavelength of the emission line, and ∂∆d

∂λ
= ∂∆d

∂n
∂n
∂λ

, which describes the
optical dispersion of the utilized glass. Consequently, the expression of σ∆d is given
when a first-order approximation of the dispersion is applied

σ∆d = σ

[
∆d0 +(λ −λ0)

∂ (∆d)
∂λ

]
= (σ −σ0 +σ0)

[
∆d0−λ0

∂ (∆d)
∂λ

]
+λσ

∂ (∆d)
∂λ

= (σ −σ0)
D
2
+σ0∆d0 +(−λ0σ0 +λσ)

∂ (∆d)
∂λ

= (σ −σ0)
D
2
+σ0∆d0.

(A.13)

For simplicity, a new parameter has been defined.

L = D+4tanθx (A.14)

Substituting Equation A.11, Equation A.13 and Equation A.14 into Equation A.10
yields

I (x) =
I0/2√
2πPD

∫
∞

−∞

exp

[
−(σ −σ0)

2

2P2
D

]
{1+ cos [2π (L(σ −σL)

+D(σL−σ0)+2σ0∆d0)]}dσ .

(A.15)

Integrating Equation A.15 from negative infinity to positive infinity gives the radiation
distribution on x plane.

I (x) =
I0

2
{

1+ cos [2π ((L−D)(σ0−σL)+2σ0∆d0)]exp−2π
2P2

DL2}
=

I0

2
{

1+ cos [2π (4tanθ (σ0−σL)x+2σ0∆d0)]exp−2π
2P2

DL2} . (A.16)

The exponential term in this equation, determined by PD and L, results in a decrease
in the fringe amplitude with the increment of L, which also explains that the spectral



124 Appendix Interferogram Modeling

broadening is the source of the decline of the fringe contrast. Given an interference
pattern, the fringe contrast can be characterized by a function of interference visibility
(Born and Wolf , 2013), and the interference visibility is defined by

V (σ ,x) =
Imax (σ ,x)− Imin (σ ,x)
Imax (σ ,x)+ Imin (σ ,x)

=
Iamp (σ ,x)
IDC (σ ,x)

, (A.17)

where Imax is the signal intensity when the phase is a multiple of 2π , Imin is signal
intensity when the phase is an odd multiple of π , Iamp is the signal amplitude of fringe
at position x and IDC is the signal direct current (DC) bias of fringe at position x.

A.4 Off-axis Analysis

In order to improve system sensitivity, an illumination with a solid angle is employed in
a DASH instrument, which allows more radiation to go through the system. Therefore, it
is necessary to analyze the fringe pattern with the off-axis illumination. With incoming
angles β and φ as illustrated in Figure A.2, Equation A.6 changes

2d sinθ = mλL

d cosφ [sin(θ ∓β )+ sin(θ ∓ γ1,2)] = mλ .
(A.18)

Similarly, dividing the lower formula by the upper formula in Equation A.18 gives

tanθ cosφ cosβ ∓ cosφ sinβ + tanθ cosφ cosγ1,2∓ cosφ sinγ1,2 =
2tanθσL

σ
. (A.19)

Using the geometric relationships, the solid angle Ω = 2π (1− cosφ cosβ ) and
cosφ cosβ ≈ cosφ cosγ1,2 when β → 0. Accordingly, the modification of Equation
A.19 can be written as

∓ cosφ sinγ1,2 =
2tanθσL

σ
−2tanθ

(
1− Ω

2π

)
∓ cosφ sinβ . (A.20)

Substituting Ω = 2π (1− cosφ cosβ ), x =−x and Equation A.20 into Equation A.5, the
intensity I (x) with the a solid angle Ω on the localization plane can be expressed as
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I (x) =
∫

∞

−∞

∫
Ωm

0
B(σ)dσ

{
1+ cos

[
2π

(
4tanθ

(
σ −σL−

Ωσ

2π

)
x

+σ∆d
(

2− Ω

2π

))]}
dΩ.

(A.21)

The spatial frequency and the OPD offset are dependent on the field of view of the
instrument due to the terms of Ωσ

2π
and Ω

2π
. Integrating this equation from 0 to the

maximum solid angle Ωm yields

I (x) = Ωm

∫
∞

−∞

B(σ)dσ

{
1+ sinc

(
4tanθσx+σ∆d

2
Ωm

)
cos
[

2π

(
4tanθ

(
σ −σL−

Ωmσ

4π

)
x+σ∆d

(
2− Ωm

4π

))]}
.

(A.22)

The factor Ωm indicates the gain of the received energy with the increase of field of
view. On the other hand, the sinc function in this equation explains the deterioration
of the interference visibility. In general, the allowed solid angle is limited, which is
determined by the maximum fringe amplitude at the largest OPD position (Brault, J.
W., 1985). Neglecting the effect of B(σ), the fringe amplitude at xmax can be expressed
as

Iamp (xmax) =
2

(4tanθσxmax +σ∆d)Ωm
sin
(

4tanθσxmax +σ∆d
2

Ωm

)
. (A.23)

When the maximum Iamp (xmax) is achieved, Ωm = π/(4tanθσxmax +σ∆d), which is
the limited solid angle. According to the Rayleigh criterion, the resolution limit of the
system can be regarded as the wavenumber interval when the difference of the fringe
number at xmax is 1/2 for the two wavenumber (Harlander, 1991; Born and Wolf , 2013).
Thus, the resolving power of the system is given by

R = 8xmaxσ tanθ = 4Wσ sinθ , (A.24)

where W is the illuminated width of the grating. Same to the SHI instrument, the
resolving power of a DASH instrument is determined by the dispersive elements, which
achieves their theoretical resolving power (Harlander, 1991). Using this result, the lim-
ited solid angle changes to

Ωm =
2π

R+2σ∆d
. (A.25)

Owing to the existence of the extended OPD, the limitation on the field of view is more
serious compared with an SHI system. Therefore, the field of view should be widened
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in a more practical DASH configuration.

The field widening technique was firstly introduced in a Michelson interferometer
(Bouchareine and Connes, 1963), and then this technique was extended to an SHI sys-
tem (Harlander, 1991). The basic theory of field widening is to reduce the OPD dif-
ferences between the on-axis rays and off-axis rays by inserting prisms between the
beamsplitter and the gratings, so that the effects from Ω in Equation A.21 can be elim-
inated. An instrument visibility function VI (σ ,x) is defined, which is used to describe
the field-widening result of the fringe pattern. Thus, the intensity distribution in a field-
widening DASH system can be expressed as

I (x) =
I0

2

∫ +∞

−∞

B(σ){1+VI (σ ,x)cos [2π (4tanθ (σ −σL)x+2σ∆d)]}dσ , (A.26)

which is the modification of Equation A.10. Consequently, the fringe pattern in a con-
ventional DASH system, as shown in Figure 2.1, yields

I (x) =
I0

2
{

1+VI (σ0,x)cos [2π ( f x+2σ0∆d0)]exp−2π
2P2

DL2} , (A.27)

with f = 4tanθ (σ0−σL). Note that VI (σ ,x) is different from the visibility V (σ ,x)
defined in Equation A.17. VI (σ ,x) is the internal feature of an instrument, while V (σ ,x)
includes all of the effects which may affect the interference visibility.
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Instrument Design

B.1 Diffraction Grating

Due to the high efficiency, plane ruled reflection gratings are selected in the DASH
interferometer, the specification of the grating is shown in Table B.1. The gratings
were replicated from a master grating, which is a general technique to produce a great
number of gratings with high performance. This grating was designed for the blaze
wavelength of 550 nm, which means the maximum efficiency is achieved when the light
at a wavelength of 550 nm is diffracted with the incident angle of 14.3◦. Accordingly,
the grating equation changes for a blazed grating

2d sinθb = mλb, (B.1)

where d represents the groove spacing, m denotes the diffraction order, θb and λb are
the blaze angle and blaze wavelength, respectively. Although the blaze wavelength is
different from our targeted wavelength (630.03 nm), the diffraction efficiency is still
larger than 70% at 630.03 nm as shown in Figure B.1. In order to suppress the thermal
expansion effect, fused silica is chosen as the blank material because of its low thermal
expansion coefficient.

The diffraction efficiency is a parameter to describe the energy transmission in the
diffraction process. In general, the efficiency can be classified into the absolute diffrac-
tion efficiency and the relative diffraction efficiency. The absolute diffraction efficiency
is the quotient of the intensity of diffracted light and the intensity of incident light. The
reflectance on the grating plane is also considered in the relative diffraction efficiency,
which can be calculated by dividing the absolute efficiency by the reflectance. As a
function of incident wavelength, the diffraction efficiency of the grating is shown in

127
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Table B.1: Diffraction grating specification

Item Description
Grating type Plane ruled reflection grating

Groove density [grooves/mm] 900
Spectral order m = 1

Normal blaze wavelength [nm] 550
Normal blaze angle 14.3◦

Blank dimensions [mm] 40 × 40 × 10
Ruled area [mm] 36 × 36
Blank material Fused silica

Dimension tolerance [mm] ± 0.1
Groove density tolerance [grooves/mm] ± 0.5

Coating Aluminum
Polarization Unpolarized
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Figure B.1: Grating diffraction efficiency as a function of wavelength. An unpolarized
light was used in the efficiency measurement.
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Figure B.1. An aluminum optical coating was employed in the grating plane, and the
reflectance on the grating plane is also presented in Figure B.1. The efficiency curve
below is a relative efficiency, which is measured by the manufacture (Rochesterson,
2020).
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B.2 Spectrum of Neon Lamp

Multiple emission lines can be resolved simultaneously in a DASH system, so that a
reference line can be used to track thermal changes to the instrument. NE-1 neon cal-
ibration light source, provided by Ocean Optics, produces a series of neon lines from
540-754 nm. The relative intensities of the emission lines are shown in Figure B.2,
which are provided from the manufacturer (Ocean Optics, 2018). In order to close to
the wavelength of atomic oxygen red line emission, a line at 630.479 nm is selected
as the reference line, which is also in the passband of the optical filter. Therefore, the
combination of a neon lamp and a narrow bandpass filter, providing the emission line
closed to 630.03 nm, is employed in a DASH instrument to track the thermal drift.
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Figure B.2: Relative intensities of emission lines emitted by a neon lamp.



B.3 Bandpass Filter 131

B.3 Bandpass Filter

The optical bandpass filter is used to isolated the targeted spectrum. The specifica-
tion of the filter is shown in Table B.2. Note that the center wavelength (CWL) is the
wavelength at the center of the passband and the full width at half maximum (FWHM)
is the bandwidth at 50% of the maximum transmission. The transmittance curve is also
presented in Figure B.3. Obviously, there is a blueshift for the transmittance curve due
to the change of the incident angle. When the incident planes are different, blueshifts of
the transmittance are also different, and it prefers to have a larger shift in the tangential
plane. In a half cone angle of 5◦, the blueshift is acceptable and the transmittance at
around 630.0 nm is always larger than 90%.

Table B.2: Bandpass filter specification

Item Description
Angle of incidence 0◦, collimated

Center wavelength(CWL) 630.3 nm, nominal
Full width at half maximum (FWHM) < 2.3 nm

Transmission > 90% peak @630.3 nm
Blocking > OD 4 average @300-616 nm + 645-1200 nm
Diameter 49.95 mm ± 0.05, ring mounted

Ring thickness 3.5 mm ± 0.1 mm
Substrate Thickness 2.0 mm

Substrate NBK-7
Coating type Hard coating
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Figure B.3: Optical bandpass filter transmittance as a function of wavelength.
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B.4 Temperature Dependence of the Refractive Index

The refractive index of optical glass changes with temperature and wavelength. The
refractive index of glass relative to vacuum can be described by a Sellmeiler-Type for-
mula, which is a function of wavelength from the near infrared through the visible to
the near UV region (SCHOTT Advance Optics, 2016). The derivative of the absolute
refractive index with respect to temperature can be expressed as

dnabs (λ ,T0)

dT
=

n2 (λ ,T0)−1
2n(λ ,T0)

(
D0 +2D1∆T +3D2∆T 2 +

E0 +2E1∆T
λ 2−λ 2

T K

)
, (B.2)

where T0 is the reference temperature (20 ◦C), T represents the temperature in ◦C, ∆T
represents the temperature difference versus T0, λ represents the wavelength in a va-
cuum (in µm), coefficients DO, D1, D2, E0, E1 and λT K are determined by fitting the
experimentally data (SCHOTT Advance Optics, 2016). Using relation of Equation B.2,
the change of the absolute refractive index ∆nabs (λ ,T ) with the temperature difference
T −T0 can be derived

∆nabs (λ ,T ) =
n2 (λ ,T0)−1

2n(λ ,T0)

(
D0∆T +2D1∆T 2 +3D2∆T 3 +

E0∆T +2E1∆T 2

λ 2−λ 2
T K

)
.

(B.3)
Accordingly, the absolute refractive index nabs (λ ,T ) yields

nabs (λ ,T ) = nabs (λ ,T0)+∆nabs (λ ,T ) . (B.4)

The refractive index of glass relative to air at the a temperature T and a pressure p is
called relative refractive index nrel (λ ,T, p), which can be calculated by

nrel (λ ,T, p) =
nabs (λ ,T )

nair (λ ,T, p)
, (B.5)

with the the refractive index of air nair (λ ,T, p). Consequently, the derivative of the
relative refractive index with respect to temperature can be obtained by

dnrel (λ ,T, p)
dT

=

dnabs (λ ,T )
dT

−nrel (λ ,T, p)
dnair (λ ,T, p)

dT
nair (λ ,T, p)

. (B.6)

The refractive index of air nair (λ ,T, p) can be calculated with a good accuracy by
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nair (λ ,T, p) = 1+
nair (λ ,15, p0)−1

1+3.4785×10−3× (T −15)
p
p0

, (B.7)

where p0 is normal pressure with the value of 0.101325× 106 Pa (SCHOTT Advance
Optics, 2016). The refractive index of air at a temperature 15 ◦C and a pressure p0 can
be obtained using the following approximation

nair (λ ,15, p0) = 1+
[

6432.8+
2949810λ 2

146λ 2−1
+

25540λ 2

41λ 2−1

]
×10−8. (B.8)

The value of
dnair (λ ,T, p)

dT
can also be calculated with a good accuracy by

dnair (λ ,T, p)
dT

=−0.00367
nair (λ ,T, p)−1
1+0.00367T

. (B.9)
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B.5 OPD Difference in a DASH Interferometer

In a field-widening DASH interferometer, the OPD difference, an important parameter
to evaluate the field-widening performance, can be obtained by tracing the OPD on the
both arms separately using ray-tracing software. The tracing results of the optimized
interferometer are presented in Figure B.4, Figure B.5 and Figure B.6.

1.0 0.5 0.0 0.5 1.0
Normalized pupil position in Y directioon

0.500

0.375

0.250

0.125

0.000

0.125

0.250

0.375

0.500

OP
D 1

-O
PD

2 [
wa

ve
s]

0.63096 m
0.6300304 m
0.630479 m

1.0 0.5 0.0 0.5 1.0
Normalized pupil position in X directioon

0.500

0.375

0.250

0.125

0.000

0.125

0.250

0.375

0.500

OP
D 1

-O
PD

2  
[w

av
es

]

0.63096 m
0.6300304 m
0.630479 m

Hx = 0, Hy = 1.35 (Angle)

1.0 0.5 0.0 0.5 1.0
Normalized pupil position in Y directioon

0.500

0.375

0.250

0.125

0.000

0.125

0.250

0.375

0.500

OP
D 1

-O
PD

2 [
wa

ve
s]

0.63096 m
0.6300304 m
0.630479 m

1.0 0.5 0.0 0.5 1.0
Normalized pupil position in X directioon

0.500

0.375

0.250

0.125

0.000

0.125

0.250

0.375

0.500

OP
D 1

-O
PD

2  
[w

av
es

]

0.63096 m
0.6300304 m
0.630479 m

Hx = 0, Hy = 2.25 (Angle)

Figure B.4: Tracing result of the OPD difference on the transverse plane (left) and
sagittal plane (right) for the fields of 1.35◦ and 2.25◦.
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Figure B.5: Tracing result of the OPD difference on the transverse plane (left) and
sagittal plane (right) for the fields of 3.18◦, 4.5◦ and -1.35◦.
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Figure B.6: Tracing result of the OPD difference on the transverse plane (left) and
sagittal plane (right) for the field of -2.25◦, -3.18◦ and -4.5◦.
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B.6 Paraxial Optics and Third-order Aberrations

The paraxial analysis and third-order aberration calculation are important steps in op-
tical design. Firstly, an optical system is designed using paraxial ray tracing or the
first-order calculation. Assuming all of lenses are thin lenses, the paraxial ray tracing in
a system comprised of k lenses can be expressed as

1
l′i
− 1

li
=

1
f ′i
= ϕi

li = li−1−di−1

k

∏
i=1

l′i
li
= m

i = 1,2 · · ·k,

(B.10)

where li denotes the object distance from the ith lens, l′i denotes the image distance from
the ith lens, f ′i denotes the focal length of the ith lens, ϕi denotes the optical power of the
ith lens, di denotes the distance between the ith lens and the (i+1)th lens and m denotes
the magnification of this system (Smith, 2000). In order to correct the field curvature in
a optical system, a zero value of the Petzval sum is also required (Smith, 2000),

k

∑
i=1

1
f ′i
= 0. (B.11)
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f1
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Figure B.7: Definition of the paraxial marginal ray and principle ray.

Combining Equation B.10, Equation B.11 and the dimension consideration, the first-
order design was determined, which was then used to analyze the third-order aberration.
The paraxial marginal ray and the paraxial principle ray are two auxiliary rays in calcu-
lating the third-order aberration. Using three lenses system as a example, the definition
of auxiliary rays are presented in Figure B.7. From a on-axis point A, the ray goes
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through the edge of the stop and reaches the image point A′, which is the paraxial mar-
ginal ray. The paraxial principle ray is the ray which starts the off-axis point B, traverses
the center of the stop and reaches the point B′. The incidence heights of the marginal ray
and the principle ray at the lenses can be traced using Equation B.10, and the heights at
the ith lens are defined by hi and h̄i, respectively.

The third-order aberration can be described by Seidel sums, which consist of the
spherical aberration (SI), coma (SII), astigmatism (SIII), field curvature (SIV) and distor-
tion (SV) (Smith, 2000; Laikin, 2001). Using the first-order design and the paraxial-ray
result, Seidel sums are given

SI =
k

∑
i=1

h4
i ϕ

3
i M̄i +2

k

∑
i=1

h4
i ϕ

3
i YiN̄i +1.06

k

∑
i=1

h4
i ϕ

3
i Y 2

i ,

SII =
k

∑
i=1

h3
i h̄iϕ

3
i M̄i +

k

∑
i=1

h2
i ϕ

2
i
(
2hih̄iϕiYi +1

)
N̄i

+
k

∑
i=1

h2
i ϕ

2
i Yi
(
1.06hih̄iϕiYi +1.31

)
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i ϕ
3
i M̄i +2

k
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(B.12)

where Yi is the conjugate parameter of the ith lens, M̄i and N̄i are the parameters asso-
ciated with the refractive index and the radii of curvature of the ith lens (Mikš, 2002).
The conjugate parameter Y can be calculated by

Y =
l′+ l
l′− l

=−1− 2
lϕ

. (B.13)

In order to correct the aberrations, equations of SI,II,III,IV,V = 0 are yielded. Solving
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those equations using a least-squares method gives the M̄ and N̄ for individual lens. The
refractive index n and the radii of curvature r and r′ were deduced using the following
formulas (Mikš, 2002):

n =

√
M̄−0.86N̄2√

M̄−0.86N̄2−0.5

N̄ = 0.5
[

n+1
n(n−1)

X
]

r =
2(n−1)
ϕ (X +1)

r′ =
2(n−1)
ϕ (X−1)

.

(B.14)

Notice that the refractive index should be in the range of 1.43 < n < 2, otherwise the
simple lens needs to be replaced by a doublet or triplet lens. Accordingly, an imaging
system with the optimization of third-order aberrations is obtained.



Appendix C

Instrument Development

C.1 Dislocation of the gratings

In a DASH interferometer, dislocation of the gratings breaks the coincidence of the
grating images on two arms, which introduces an angle β2 as shown in Figure 5.1. In
this section, the effect of dislocation of the gratings on the interfergram is studied.

As shown in Figure 5.1, a wave vector is incident on the grating at an angle θin, and
this wave vector can be expressed in coordinate xyz as

~k =

0
0
k

 . (C.1)

Angle β2 can be produced by rotating the grating about it plane normal z′. In order
to model this effect, another coordinate x′y′z′ is established as presented in Figure 5.1.
The coordinate x′y′z′ can be obtained by rotating the coordinate xyz by an angle θin
about y axis and then rotating the coordinate by an angle β2 about z axis again. Thus,
the transformation matrix between the two coordinates is given by

M = Rz ·Ry =

 cosβ2 cosθin sinβ2 −cosβ2 sinθin

−sinβ2 cosθin cosβ2 sinβ2 cosθin

sinθin 0 cosθin

 . (C.2)

With the transformation matrix M, the incident wave vector in coordinate x′y′z′ can

141
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be modified by

~k′ = M ·~k =

−cosβ2 sinθink
sinβ2 sinθink

cosθink

 . (C.3)

The wave vector propagation in the dispersion plane (x′oz′ plane) can be described by
the grating equation, as shown in Equation A.1. Using the wave vector in coordinate
x′y′z′, the grating equation changes to

d cosφ
(
sinθ

′
in + sinθ

′
out
)
= mλ

θ
′
in = arctan(cosβ2 tanθin)

cosφ =

√
cos2 β2 sin2

θin + cos2 θin

, (C.4)

where d denotes the groove spacing of the grating, φ denotes the angle between the wave
vector and the dispersion plane, θ ′in and θ ′out are the incident angle and exit angle in the
dispersion plane, m represents the diffraction order and λ represents the wavelength
of the incident wave vector. The wave propagation in the y′oz′ is a reflection process,
which just changes the direction of wave vector in this plane. Therefore, the exit wave
vector ~k′exit can be determined by

~k′exit =

−sinθ ′out cosφk
−sinβ2 sinθink
cosθ ′out cosφk

 . (C.5)

Using the transformation matrix, the exit wave vector in coordinate xyz can be calculated
by

~kexit = M−1~k′exit . (C.6)

When β2→ 0, θ ′in ≈ θin, φ ≈ 0 and the exit wave vector can be expressed as

~kexit =


sin(θin−θ ′out)k

−β2
mλ

d
k

sinθin sinθ ′outk+ cosθin cosθ ′outk

 . (C.7)

With β2 = 0 and θin =−θin, the wave vector on another arm can be also determined
using similar method. The small angle β2 does not change the component of wave
vector in x direction but introduces an additional wave vector in y direction with the
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value −β2
mλ

d
, which produces a spatial modulation in y direction

fy = β2
m
d
. (C.8)

This fy is a function of the diffraction order rather than the wavenumber, which means
that interferograms along y direction can not be resolved except that they are produced
from different-order diffraction.
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C.2 Baffle System

Baffles are generally used to block light from sources outside of the field of view of
the system. A baffle with the half field of view of 4.5◦ is described in this section. A
systematic layout of the baffle is presented in Figure C.1. In order to block all of the
first-order stray light, six vanes are introduced here. The vane apertures, spacing and
bevel angles are determined by the construction lines (red dashed lines in Figure C.1),
so that the first-order stray light can not go through the system (Lee et al., 2000; Fest,
2013). Scatterings from the edges of vanes are also considered in design. In the front
section of the baffle, the bevels are on the object side of the vanes. In the deeper section,
the bevels are on the opposite side to prevent the direct radiation reaching the beveled
edge.

Figure C.1: A systematic layout of the baffle and construction lines (red dashed lines)
to determine the vane apertures, spacing and bevel angles.
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C.3 DASH Housing and Temperature Control Unit

An interferometer housing was designed and built for the monolithic DASH interfer-
ometer. As shown in Figure C.2, a window and a optical filter are included in this
housing, which reduces the thermal interaction between the housing and the outside en-
vironment. The DASH interferometer was glued into the housing under the monitoring
of the interferogram using the setup described in Section 5.2. For thermal insulation,
the housing was covered with 5 cm thick foam boards, which is shown in Figure C.3.

Filter
Window

Figure C.2: DASH interferometer housing

Except the passive insulation, an active temperature control is also employed. Two
Kapton heaters attached on the top and bottom of the aluminum housing in combination
with temperature sensors mounted on the inside of the housing stabilizes the temper-
ature of interferometer using a PID controller. Since the heaters are implemented to
control the temperature, the stabilized temperature of housing must be higher than the
ambient temperature. The temperature sensor is hung in the air, so that the air tem-
perature in the inside of the housing is stabilized. In order to verify the performance
of the temperature control unit, experimental tests were performed in laboratory and
the results are presented in Figure C.4. The environment temperature is around 22 ◦C,
and our purpose is to stabilize the temperature at 25 ◦C. After about 4 hours, a thermal
stabilization was realized and the temperature was well maintained after achieving the
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Figure C.3: Housing of a DASH interferometer covered with foam boards.

stabilization. Although it needs a long time to achieve the stabilization because of the
lack of cooling function of this control unit, the temperature can be stabilized within ±
0.02 ◦C.
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(a) Temperature stabilized process
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(b) Temperature variation after thermal stabilization is achieved

Figure C.4: (a) Temperature stabilized process and (b) the temperature variation after
the thermal stabilization is established in a DASH interferometer.
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Acronyms

CCD Coupled Charge Device.
CET Central European Time.
CLIO Circle-to-Line Interferometer Optic.
CMOS Complementary Metal-Oxide-Semiconductor.
CTE Coefficient of thermal expansion.
CWL Center Wavelength.

DASH Doppler Asymmetric Spatial Heterodyne.
DC Direct Current.

ERPM Electrical Revolutions Per Minute.
EUV Extreme Ultraviolet.

FEM Finite Element Model.
FPI Fabry-Perot Interferometer.
FPN Fixed Pattern Noise.
FTS Fourier Transform Spectrometer.
FWHM Full Width at Half Maximum.

HDR High Dynamic Range.
HRDI High Resolution Doppler imager.
HWM Horizontal Wind Model.

ICON Ionospheric Conection.
IRI2012 International Reference Ionosphere 2012.
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IRISHI Infrared Imaging Spatial Heterodyne Interfero-
meter.

MICADO Michelson Interferometer for Coordinated Au-
roral Doppler Observations.

MIGHTI Michelson Interferometer for Global High-
resolution Thermospheric Imaging.

MLT Mesosphere and Lower Thermosphere.
MTF Modulation Transfer Function.

NRLMSISE-00 Naval Research Laboratory Mass Spectrometer
Incoherent Scatter Radar 2000.

NSPWII Novel Static Polarization Wind Imaging Interfer-
ometer.

OPD Optical Path Difference.

PID Proportional Integral Derivative.
PTC Photon Transfer Curve.

REDDI Redline DASH Demonstration Instrument.
RMS Root Mean Square.
RPM Revolutions Per Minute.

SHI Spatial Heterodyne Interferometer.
SHIMMER Spatial Heterodyne Imager for Mesospheric Rad-

icals.
SHOW Spatial Heterodyne Observations of Water.
SISAM Spectromètre Interférentiel à Sélection par

L’amplitude de Modulation.
SNR Signal-to-noise Ratio.
STD Standard Dynamic Range.
STPSat-1 Space Test Program Satellite-1.

TEC Thermoelectric Cooler.
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TIDI TIMED Doppler Interferometer.
TIMED Thermosphere Ionosphere Mesosphere Energet-

ics and Dynamics Satellite.

UARS Upper Atmosphere Research Satellite.
UV Ultraviolet.
UVES Ultraviolet and Visual Echelle Spectrograph.

VER Volume Emission Rate.
VESC Vedder Electronic Speed Controller.

WAMDII Wide Angle Michelson Doppler Imaging Inter-
ferometer.

WINDII Wind Imaging Interferometer.
WINTERS WINd and TemperaturE by Remote Sensing.
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List of Symbols

A( f ,x) Amplitude of Interferogram.
A1D Transition Coefficient of O(1D2 −3 P2) and

O(1D2−3 P1).
A6300 Einstein Transition Probability of O(1D2−3 P2).
A6364 Einstein Transition Probability of O(1D2−3 P1).
α Apex Angle of Prism.
α1 Rate Coefficient of the Dissociative Recombina-

tion of O+
2 in the Atmosphere (R2 in Table 1.1).

αCT E Coefficient of Thermal Expansion of Grating
Substrate.

αi Angle between the Incident Ray and the Rotation
Plane.

αr Angle between the Reflective Ray and the Rota-
tion Plane.

B( f ) Spectral Density.
B(σ) Input Spectral Intensity.
β Incident Angle in the Dispersion Plane.
β1 Rotation Angle about the Direction Perpendicu-

lar to the Groove of Grating.
β1D Production Efficiency of O(1D) in the Dissociat-

ive Recombination of O+
2 in the Atmosphere (R2

in Table 1.1).
β2 Angle between the Grooves of the Two Gratings.

c Speed of Light.
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156 List of Symbols

C1,2,3 CTEs of the Beamsplitter, Spacer 1 and Spacer 2.
~ Convolution Operator.

d Groove Spacing of Grating.
D Effective Optical Path Difference.
d1 Thickness of Spacer 1.
d2 Thickness of Spacer 2.
∆d Extended Distance on One Arm.
∆d0 Extended Distance at the Central Wavelength of

Emission Line.
δdcal Thermally Induced OPD-offset Variation at the

Wavenumber of σcal .
∆dE,cal Wavenumbers of Red Line Emission and Calib-

ration Line.
δd′E Thermally Induced OPD-offset Variation at the

Wavenumber of σ ′E .
∆L(x,φi,βi) OPD at the Localization Plane x.
∆ϕ (x) Phase Change.
∆x Thermally Induced Image Shift.

E Etendue of Instrument.
E1 Complex Amplitude on Arm 1.
E2 Complex Amplitude on Arm 2.
ε (l) Volume Emission Rate at Position l.
η Incident Angle on the Field-widening Prism

When Minimum Deviation Occurs.

f Spatial Frequency.
fr Rotation Frequency of the Rotation Wheel.
fx Spatial Frequency in x Direction.
fy Spatial Frequency in y Direction.

G System Gain.
γ Angle of Wavefront Tilt.



List of Symbols 157

h Plank’s Constant.
hx Field of View in x Direction.
hx Field of View in y Direction.

I0 Intensity of the Input Radiation.
ℑ
[
I f (x)

]
Imaginary Part of the Modulated Portion of In-
terferogram.

ℜ
[
I f (x)

]
Real Part of the Modulated Portion of Interfero-
gram.

I (x) Intensity of interferogram at position x.

k1 Rate Coefficient of the Reaction between O+ and
O2 in the Atmosphere (R1 in Table 1.1).

K1 Scalar Quantity.
K2 Scalar Quantity.
k3 Rate Coefficient of the Reaction between O(1D)

and N2 in the Atmosphere (R3 in Table 1.1).
k4 Rate Coefficient of the Reaction between O(1D)

and O2 in the Atmosphere (R4 in Table 1.1).
k5 Rate Coefficient of the Reaction between O(1D)

and e in the Atmosphere (R5 in Table 1.1).
kB Boltzmann’s Constant.
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