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1. Introduction

The field of Elementary Particle Physics is the scientific discipline of the fundamental
building blocks of nature and the forces between them. For more than a century,
great theoretical and experimental effort has been leading to discoveries and has been
increasing our understanding of nature. The Standard Model has been confirmed
time and again with huge success and a large community is involved in searches and
measurements to further deepen our understanding of nature.
Physics programs keep pushing technological boundaries, improving the performance
of particle detectors in terms of precision and data collection rate. Silicon detectors
have been an important component of modern tracking systems for several years.
This technology is constantly improved and it seems not to have yet reached its final
potential. Ambitious physics programs motivate upgrades of particle accelerators,
resulting in increased requirements for detector components. Being in close proximity
to particle collisions, tracking detectors operate in high-radiation environments with
high track density.
Aside from particle physics, silicon sensors are a modern technology with a significant
market-share in, for example, consumer-electronics. This offers opportunities to
include commercial components in applications of particle physics. A Depleted
Monolithic Active Pixel Sensor (DMAPS) technology produced in a Complementary
Metal-Oxide Semiconductor (CMOS) imaging process is investigated as a promising
alternative to more expensive and power-consuming hybrid pixel sensors. The main
challenge of DMAPS is to ensure efficient operation over years of radiation exposure.
This thesis describes the beginning of an R&D project to investigate DMAPS of
a low-capacitance design, produced in the TowerJazz 180 nm technology and their
potential for the new ATLAS Inner Tracker (ITk).
A new setup was planned and built, focussing on a high timing resolution and a
compact design to enable tests at facilities inside and outside of CERN.
The project started by testing sensors of a so-called standard process, and showed great
performance and potential before irradiation. Unfortunately, severe degradation of
sensor performance was observed after being exposed to radiation fluences comparable
to the expectations in the outer layers of the ATLAS ITk and the sensors proved
unsuitable for a high-radiation environment. In order to enhance radiation hardness,
the process was modified by including an additional n-layer in the pixel. Performance
parameters like charge-collection behaviour, hit-detection efficiency, signal rise time
and charge sharing were investigated using different measurement methods. The
impact of geometric design parameters were studied to optimise the performance.
The knowledge gained in the presented R&D project was then used in the design
of the next generation of test chips to further explore the limits of radiation-hard
DMAPS.
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1. Introduction

This thesis is structured as follows: Chapter 2 introduces the Standard Model of
Elementary Particle Physics as well as experiments of High Energy Physics. The
basic principles of silicon detectors and of the CMOS technology as well as radiation
damage in semiconductor sensors are described in Chapter 3. Further, the new
ATLAS ITk, its requirements and different detector concepts are presented. Chapter
4 introduces the TowerJazz Investigator test chip and the process modification
for enhanced depletion in high-radiation environments. Chapter 5 describes the
Time-precision setup and presents results of validation studies. The performance of
sensors produced in the standard process in laboratory and testbeam measurements
before and after irradiation are presented in Chapter 6. The performance of sensors
produced in the modified process are presented and compared in Chapter 7. The
impact of the n-layer doping concentration on the detector performance is studied
and presented in Chapter 8. Chapter 9 closes the thesis with a summary and an
outlook on the next generation of test chips.
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2. Standard Model and High Energy Physics
experiments

The basis of the field of Elementary Particle Physics is the Standard Model of
Elementary Particle Physics (SM). It describes the fundamental particles and their
interactions, and is a very successful theory that has predicted particles even before
their discoveries in High Energy Physics (HEP) experiments.
The elementary particles of the SM are shown in Figure 2.1. In the SM, the building
blocks of matter form one group of half-integer spin particles; the fermions. The
fermions themselves contain six different quarks, and six different leptons, organised
in three generations with increasing mass. The time needed to discover all (currently)
known fermions spans over a century from the discovery of the electron in 1897 [1]
until the discovery of the tau neutrino in 2001 [2].https://upload.wikimedia.org/wikipedia/commons/0/00/Standar...

1 von 1 07.03.18, 00:33

Figure 2.1. In the Standard Model of Elementary Particle Physics, the
fermions – quarks and leptons – are the building blocks of matter and the
bosons transmit the fundamental interactions [3].

As the fermions form the components of matter, another group of particles in the
SM, the bosons, transmit the fundamental interactions. Bosons have an integer spin.
The photon is the force carrier of the electromagnetic interaction, the W± and Z
gauge bosons are the force carriers of the weak interaction and the gluon is the force
carrier of the strong interaction.

3
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2. Standard Model and High Energy Physics experiments

The fermions and heavy gauge bosons get their mass by electroweak symmetry
breaking. A spin 0 particle is responsible for this effect: the Higgs boson. It was
postulated in 1964 [4] but it took decades of intensive detector development and
experimental effort leading to its discovery in 2012 [5, 6].
Despite its enormous success, the SM is not capable of providing explanations for
all observations in nature. Examples for open questions are the matter–antimatter
asymmetry in the universe and a dark matter particle. Furthermore, the fundamental
force of gravity is not (yet) included in the SM.

Trying to answer these open questions experimentally requires the continuously
improved measurement of parameters in the SM, such as coupling constants and
particle masses, as well as the search for potential unknown particles in higher energy
regimes. These searches can take decades and include intensive R&D effort regarding
experimental setups and particle detectors. High-precision measurements and the
hunt for rare particles and phenomena require precise detectors capable of recording
a significant amount of data with increasing rate.

2.1. The Large Hadron Collider

The Large Hadron Collider (LHC) is currently the most powerful particle accelerator
on Earth and is located at the European Organisation for Nuclear Research CERN
near Geneva, Switzerland. The LHC was built into the former tunnel of the Large
Electron-Positron Collider (LEP), which was in operation from 1989 to 2000, when
it was closed to allow construction of the LHC [7].
The LHC tunnel is located underneath the border of Switzerland and France and
has a circumference of 26.7 km. The LHC is the last element in the accelerator chain
at CERN, shown in Figure 2.2. It receives its particles – protons or ions – from the
Super Proton Synchrotron (SPS) at an energy of 450 GeV. In addition to the LHC,
the SPS also provides particles for other experiments and for the SPS testbeam
facilities used to test potential future detector technologies.
The particles in the LHC move in packages, so-called“bunches”, inside two beam pipes
in opposite directions. The four LHC experiments are constructed around interaction
points at which the accelerated particles collide. At the interaction points, bunches
cross and in case of a collision, new particles are created out of the center-of-mass
energy of the interacting particles. For proton–proton collisions, the design energy of
the LHC is 14 TeV. Up to 1011 protons per bunch are intended to collide 40 million
times per second [8]. The particles created in these collisions as well as any decay
products fly outwards and are measured by the particle detectors built around the
interaction region.

During 2017, the LHC was operated at an energy of 13 TeV and exceeded its target
by providing the ATLAS and CMS experiments with data corresponding to an
integrated luminosity of 50 fb−1 [9].
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2.1. The Large Hadron Collider
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Figure 2.2. The LHC is the biggest accelerator in the CERN accelerator
complex. The four big experiments of the LHC are in clockwise order starting
at Point 1: ATLAS, ALICE, CMS and LHCb [10].

The inverse of the unit barn (1 b = 10−28 m2) is used to express the integrated
luminosity:

L =

∫ t1

t0

f · n1n2

4πσxσy
dt (2.1)

In order to increase the number of potential collisions per bunch crossing, the collision
frequency f and numbers of particles per colliding bunch, n1, n2 for the two beams
respectively, can be increased. A higher beam focus by reduction of the transverse
bunch dimensions – given here as standard deviations in the horizontal and vertical
directions σx, σy – also increases the instantaneous luminosity [11]. The record of
the instantaneous luminosity reached a value of 2.06·1034 cm2s−1, twice the nominal
value [9].

Figure 2.3. LHC timeline with data taking periods – the so-called Runs – and
long shutdowns [12].
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2. Standard Model and High Energy Physics experiments

The outstanding performance of the LHC is based on the continuous effort of
innovation and improvement. The schedule of the LHC program as set in 2012 is
shown in Figure 2.3. The schedule contains data-taking periods, interrupted by Long
Shutdown (LS) periods planned for maintaining and upgrading the accelerator and
the experiments.

The current data-taking period between LS1 and LS2 is called Run 2. The LHC is
currently running at an energy of 13 TeV. The upcoming periods of LS2 in 2019/20 and
LS3 starting at the end of 2023 with their corresponding upgrade plans will enhance
the LHC further in terms of particle energy and luminosity. With LS3, the program
of the High Luminosity Large Hadron Collider (HL-LHC) will start and is planned
to provide the experiments with higher instantaneous and integrated luminosity for
their physics programs. The aim is a nominal luminosity of 5 ·1034cm2s−1 and thus
increasing the total collected data ten-fold [12].

The increasing accelerator performance results in more demanding requirements for
the experiments. The collaborations work intensively on crucial upgrade programs to
cope with the higher particle rates and higher radiation levels in the future. R&D,
production, integration and commissioning require several years of effort and the
work presented in this thesis is part of the ATLAS R&D program for the HL-LHC.

2.2. The ATLAS detector

The biggest experiment operating at the LHC is the ATLAS detector. It is designed
as a high luminosity experiment and multi-purpose detector, collecting high-statistic
data in the search for new particles and the measurement of the properties of SM
particles. The ATLAS detector is constructed in a barrel structure with concentric
detector components. A cut-away view of its structure is given in Figure 2.4. The
entire detector measures 25 m in diameter and 44 m in length [8]. The interaction
point of the particle collisions is located at its center. Closest to the interaction
point is the Inner Detector (ID) consisting of the Insertable B-Layer (IBL), the
Pixel Detector, the Semiconductor Tracker (SCT) and the Transition Radiation
Tracker (TRT). These layers are immersed in a solenoidal field of 2 T, bending
trajectories of electrically charged particles and allowing measurements of their
momentum.
Located outside of the tracking subdetectors of the ID are the electromagnetic
and hadronic calorimeters. These provide energy measurements for particles using
electromagnetic and hadronic interactions, respectively. The outermost components
are the muon chambers.

6
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2.3. The ALICE detector

Figure 2.4. The barrel structure of the ATLAS detector: The Inner Detec-
tor containing tracking layers is surrounded by electromagnetic and hadronic
calorimeters. The outer-most components are the muon chambers. End-caps
are added to provide full angular coverage [8].

2.3. The ALICE detector

Another experiment at the LHC is A Large Ion Collider Experiment (ALICE). A
cut-away view of its structure is given in Figure 2.5. The dimensions of the ALICE
detector are a diameter of 16 m and a length of 26 m [13]. The detector consists
of a barrel region with an Inner Tracking System (ITS) and two electromagnetic
calorimeters (PHOS and EMCal). In addition, the ALICE detector is equipped with
a forward muon arm at 2 ° – 9 °. The arm consists of absorbers, a dipole magnet and
further tracking and triggering chambers.

The physics program of the ALICE collaboration focuses on strongly interacting
matter, specifically on the properties of the quark–gluon plasma at high values of
energy density and temperature, reproduced in nucleus–nucleus collisions, for example
Pb–Pb. The program focuses on “physics at or close to midrapidity, that is, the
region of lowest baryon density and maximum energy density”, [13] which motivated
the design of the forward muon arm.

7
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2. Standard Model and High Energy Physics experiments

Figure 2.5. The ALICE detector consists of a central barrel region and an
additional forward muon arm [13].

8



3. Particle detection with silicon detectors

Silicon is one of the most common elements in the crust of the earth, second only
to oxygen. Silicon is also the fundamental component of modern technology, from
consumer electronics to data applications to solar energy. The versatility of silicon is
connected to its properties as a semiconductor. The electrical properties of silicon
can easily be modified by adding different elements into the crystal structure.
In this chapter, first the properties and physical principles of doped silicon and
a pn-junction are introduced. Then, the interaction of particles with matter and
particle detection by segmentation are discussed. Furthermore, the consequences of
radiation damage and the associated challenges for HEP experiments are discussed
and different concepts of silicon detectors in HEP are compared. The mentioned
topics are only covered briefly in this chapter, more profound presentations are
available in literature, for example [14, 15, 16].

3.1. Silicon properties

Silicon is a semiconductor material, forming a regular lattice at room temperature.
Its electrical properties are best described in the energy band structure which consists
of a valence band, a conduction band and the band gap in between. Silicon is an
element with four valence electrons that are bound in a lattice. The probability to
excite charge carriers into the other band is negligible at room temperature and
intrinsic (pure mono-elemental) silicon acts as an insulator due to the absence of
charge carriers in the conduction band. This can be altered by creating additional
energy levels in the band gap; a procedure called “doping”. Doping can be performed
in two directions: By adding elements with a higher number of valence electrons, this
“donor impurity” leads to an excess of electrons and a so-called “n-type” doping. On
the other hand, by adding elements with a lower number of valence electrons, the
“acceptor impurity” leads to an excess of vacancies of an electron. These vacancies
are called holes and behave like positive charge carriers. A material with this doping
is “p-type” doped. Examples for additional energy levels are given in Figure 3.1. The
energy needed to excite charge carriers from one band to the other is decreased,
depending on the inserted impurity. The doping concentration can vary by several
orders of magnitude, for example 1012 − 1020 cm−3 [14], depending on the purpose of
the doped volume.

In the case of thermal equilibrium at a given temperature T , each energy state E
has an occupation probability given by the Fermi–Dirac statistics:

f(E, T ) =
1

e(E−EF )/kBT + 1
(3.1)

9
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3. Particle detection with silicon detectors

In Eq. (3.1), kB is the Boltzmann constant and EF is the Fermi level at which
the probability of occupation is 0.5, meaning that exactly half of the levels are
occupied. Doping of the silicon determines EF and influences the number of free
charge carriers:

n =

∫ inf

0

D(E) · f(E, T ) · dE (3.2)

In this equation, D(E) represents the density of states, the distribution of all levels
up to the value of E. Since the free charge carriers are caused by doping, the
concentration of the majority charge carriers – either electrons or holes – is identical
to the dopant concentration.

Figure 3.1. Additional energy levels between valence band energy EV and
conduction band energy EC created by acceptors (A) or donors (D): The
excitation energy is reduced to lower values than Egap= 1.12 eV, depending on
the inserted impurity [14].

Mobility and drift velocity

The electrical resistivity ρ of the material depends on the mobilities µe and µh of
electrons and holes, and on their densities n and p as given in Eq. (3.3a). In case of
a dominant dopant density Nx, it can be simplified to Eq. (3.3b)

ρ =
1

e(µen+ µhp)
(3.3a)

≈ 1

e(µxNx)
(3.3b)

The resistivity of pure intrinsic silicon at room temperature is around ρ = 235 kΩcm.
As given in Eq. (3.3b) this value can be significantly lowered by doping [14].
In silicon detectors, charges are created and collected. Therefore, mobility µ and drift
velocity vD = µE in an electric field E are important quantities. The mobility of
charge carriers depends on the time τs between two scattering processes that take
place at lattice vibrations and impurities in the form of doping atoms or crystal
defects. Assuming highly pure silicon being used for the production of the sensor,
intrinsic impurities and also the effects of the doping atoms are negligible. Then,
crystal defects created by irradiation become the limiting factor for the sensor
performance in the detector.

10
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3.2. The pn–junction

3.2. The pn–junction

The basic principle of a semiconductor sensor is a diode in reverse bias. Two differ-
ently doped volumes of a crystal create a pn-junction. In thermal equilibrium, the
Fermi energy of both parts must be constant, leading to the creation of a Space
Charge Region (SCR) in the connecting volume, as emphasised in Figure 3.2.

Figure 3.2. The Fermi energies EF−n and EF−p differ due to doping in the
separate materials. The free charge carriers move until an equilibrium is reached
resulting in a constant Fermi energy over the pn-junction. The “moment of
contact” is a theoretical picture since the regions are created in a single original
crystal by different doping [14].

Differences in potentials lead to a movement of the charge carriers – electrons move
to the p-type material, holes to the n-type material – until an equilibrium with a
constant Fermi energy is reached. The SCR is very localised at the contact area,
but can be altered by applying an external voltage. Depending on the polarity of
the voltage, the pn-junction can be in “forward” or “reverse” bias. In the first case,
the barrier gets smaller and the charges can flow. In the latter case, the barrier gets
higher and the pn-junction becomes insulating.This mode is used for silicon sensors.
The concentration of intrinsic free charge carriers is significantly reduced, leaving
only a leakage current caused by thermal excitation of charge carriers. In reverse
bias it is insignificant for unirradiated sensors but increases with radiation-induced
crystal defects.

11
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3. Particle detection with silicon detectors

3.3. Interaction of ionising particles with matter

Particle detection always demands an interaction between a particle and a detector.
In the case of tracking detectors, charged particles are detected by ionising the
detector medium, for example silicon. For this interaction of “intermediate range
of moderately relativistic charged heavy particles” [17], the average energy loss is
described by the Bethe formula given in Eq. (3.4) [14]:

−dE
dx

= 4πNAr
2
emec

2z2Z

A

1

β2
−
[

1

2
ln

(
2mec

2β2γ2Tmax
I2

)
− β2 − δ(γ)

2

]
(3.4)

Here, NA is Avogadro’s number, me and re are the mass and the classical radius of
an electron, c is the speed of light, β = v/c, γ = (

√
1− β2)−1 is the Lorentz factor

and δ is a density effect correction. Further, z is the integer charge number of the
incident particle, Z the atomic number of the medium, A its atomic mass, I is the
mean excitation energy and Tmax is the maximum kinetic energy transferable to a
free electron in one collision.
An example trend for muons traversing copper is shown in Figure 3.3. The inter-
mediate region 0.1 . βγ . 1000 is described by the Bethe formula. Faster particles
have a shorter effective interaction time, leading to a dominating 1

β2 term for βγ . 1.
For βγ &10, other effects start to dominate: More energy can be possibly transferred
per single interaction and the transverse component of the electric field increases,
leading to a higher impact parameter and a dependence of the ln(β2) term [15].

Figure 3.3. Average energy loss of charged particles on the example of muons
traversing copper. The deposited energy of MIPs is independent of the particle
type but depends on the traversed material (Pb, Fe, Cu, ...) [17].

Between both regions, the point of minimum ionisation at around βγ = 3 is of high
importance for particle detectors.

12
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3.3. Interaction of ionising particles with matter

Since Minimum Ionizing Particles (MIPs) deposit the lowest amount of energy in the
detector, it is important that their signals can still be detected above the background
noise.

The energy is deposited in several collisions along the path of the particle through
the medium and the total deposited energy is a statistical quantity, described by
a Landau distribution as shown in Figure 3.4. The long tail to higher energies is
caused by rare cases at which a large amount of energy is transferred to the medium.
Due to these so-called δ-electrons or δ-rays, the maximum of the distribution, the
Most Probable Value (MPV), is significantly lower than the average value.

Figure 3.4. Landau distribution of the total energy deposition along the path
of the traversing particle [14].

Aside from charged particles, also photons can ionise the sensor material. Three
different kinds of interaction can be distinguished and their probabilities depend
on the energy of the photon: In the first kind of interaction – the “Photoelectric
effect” – the photon is absorbed by an electron bound to an atom, creating an
electron–hole pair. For this, the photon energy must be slightly higher than the
atom’s ionisation energy. In the second case of a higher photon energy, the photon
is “Compton scattered” on an electron, leading to the ionisation of the atom and
the deflection of the photon. In the third case of the photon energy exceeding twice
the center-of-mass energy of an electron, the photon can be transformed via “Pair
production” into a pair of electron and positron.
Since the ionisation of the detector material is the main principle, the chosen material
has an impact on the resolution of the detector. In silicon, 3.6 eV is the average
energy to create an electron–hole pair, enabling a better energy resolution compared
to the ionisation energy in gas detectors of 30 eV [14]. Furthermore, charges created
in a gas detector need to be amplified whereas already the primary charges in a
silicon detector are large enough to be detected.
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3.4. Charge collection and Segmentation

The creation of ionisation charges in the silicon volume is also referred to as“deposition
of charges” in the context of particle detection. In the case of a photon, a small
localised charge cloud is created when the photon interacts completely with the
material. In the case of a traversing particle, the charge cloud is stretched along the
particle track trough the detector volume due to the statistical nature of multiple
scattering processes. Although the term “charge collection” is used to describe the
creation of the signal, it is actually the movement of charge carriers relative to the
“collection electrode” which induces a signal [15]. The size of the signal depends on
the amount of moving charges and the velocity of the movement. For an efficient
collection, the depletion of the volume is of importance. When created inside a region
with a strong electric field, these charge carriers drift in the electric field. Movement
by drift is fast and therefore induces a high current signal.

When created in a non-depleted region of silicon, the charge carriers mainly move by
diffusion. The disadvantages of “charge collection by diffusion” are a slower and less
directed movement without common direction but along the density gradient. The
induced signals are significantly lower. Due to the longer transport time, the charges
are more likely to recombine with free intrinsic charges in which case the induction
stops [14].

The purpose of tracking detectors is the determination of the particle position
per sensor to reconstruct the particle trajectory in the entire tracker. In order to
obtain the position information, semiconductor strip and pixel sensors contain a
segmentation as motivated in Figure 3.5.

Strip	sensor	–	1d	segmenta1on	 Pixel	sensor	–	2d	segmenta1on	

Figure 3.5. By segmentation of the collection electrode into strips, 1d position
information is obtained. By segmentation into pixels, 2d position information
is obtained.

In the case of a strip detector, long parallel electrodes are connected on one side of
the sensor. The signal induction into specific electrodes provides one-dimensional
position information about the particle hit. In the case of a pixel detector, the second
spatial dimension is segmented as well and collection electrodes are positioned in
regular distances, providing two-dimensional information.
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3.5. Complementary Metal-Oxide Semiconductor (CMOS) technology

3.5. Complementary Metal-Oxide Semiconductor
(CMOS) technology

The foundation of modern microelectronics is the Metal Oxide Semiconductor (MOS)
structure. By controlled doping and oxidation, transistor structures are created as
shown in Figure 3.6. Similar to bipolar transistors, different polarities – NMOS and
PMOS structures respectively – are possible. Main difference is the type of charge
carrier in the transistor: positive holes in PMOS and negative electrons in NMOS
transistors. Areas of n-type doping in a p-type area serve as source and drain for an
NMOS transistor (Figure 3.6a) and the opposite is used to create a PMOS transistor
(Figure 3.6b). Commercial processes enabling both polarities on the same substrate
are called CMOS. A “Full CMOS” chip is shown in Figure 3.6c. Areas of opposite
doping – so-called wells – contain structures as seen by the n-well containing the
PMOS transistor while being embedded in the global p-type substrate.

(a) NMOS [18] (b) PMOS [18]

(c) CMOS structure on a p-type substrate [19]

Figure 3.6. Individual NMOS (a) and PMOS (b) transistors can be combined
to a CMOS structure (c). The p-type substrate contains an NMOS transistor
on the left-hand side and a PMOS transistor in an n-well on the right-hand
side.

CMOS technology is both a well-established commercial product with applications in
the entire range of modern electronics, and also a cutting-edge segment of economy
with continuous improvement in miniaturisation and optimisation. More information
on CMOS technology can be found in literature, for example in Refs. [18, 19].
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3.6. Radiation damage of semiconductor sensors

Detectors of large, complex experiments are designed to be installed and then operated
over a long period of time without being replaced. During this time, sensors are
exposed to a high level of radiation in form of the charged particles they are meant
to detect as well as electrically neutral particles. The radiation flux to which tracking
detectors are exposed scale quadratically with their distance to the interaction point,
differing significantly between the first layer only a few centimetres away and the
tracker’s outer layers.

Two different kinds of radiation effects on semiconductor detectors are distin-
guished.

• Damage of the crystal lattice in the bulk: Scattering of the traversing particles
on the bulk atoms and the corresponding Non-Ionizing Energy Loss (NIEL)
can result in both phonons and lattice deplacements.

• Damage of surface and interface layers: Ionizing Energy Loss (IEL) of charged
particles and photons affect transistor structures and therefore readout elec-
tronics.

During operation, the detector is exposed to both effects at the same time. Charged,
heavy particles like protons cause both effects to the material simultaneously and are
also used to investigate this combined damage. In addition, separate measurements
are a significant part of detector R&D to disentangle the effects [15].

3.6.1. Radiation damage in the bulk - NIEL damage

Since the interaction of the traversing particles is not limited to the electrons
of the detector material, the lattice atoms are also affected by the particle flux.
Electromagnetic and strong interactions between particles and nuclei lead to phonons
and displace lattice atoms leading to vacancies and interstitials in the structure.

Figure 3.7. Lattice defects caused by NIEL damage, lattice atoms and mis-
placed silicon atoms are shown in black, impurity atoms in colour [14].
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3.6. Radiation damage of semiconductor sensors

A selection of possible defects is shown in Figure 3.7. The non-ionising interaction
can displace lattice atoms leading to vacancies (V) and interstitials (I). Since the
energy levels of these states are less favourable than the pure lattice structure, these
primary point-defects are not stable and lattice damages can recover (anneal) over
time. But they can also form stable impurities in combination with present foreign
atoms such as oxygen or phosphorus, which do not anneal over time [14, 15].

3.6.1.1. The NIEL hypothesis

The creation probabilities of certain defects depend on both type and energy of the
particle. Simulations of different particle beams are shown in Figure 3.8. In all three
simulations, 10 MeV protons (a), 24 GeV protons (b) and 1 MeV neutrons (c), the
hadrons have the same fluence of 1014 cm−1. The neutrons produce more isolated
dense clusters while the 10 MeV protons produce uniformly distributed point defects.
The 24 GeV protons in the middle produce defects of a kind of intermediate configu-
ration. The differences are caused by the different interactions between hadrons and
silicon nuclei [20].

(a) 10 MeV protons (b) 24 GeV protons (c) 1 MeV neutrons

Figure 3.8. Initial vacancies over 1µm depth of silicon material for a hadron
fluence of 1014 cm−2 produced by different particles and energies [20].

According to the NIEL hypothesis, radiation damage in the bulk only depends on the
transferred energy, independent of particle type and energy. The total displacement
damage is given by:

D(E) =
∑
ν

σν(E)

∫ EmaxR

0

fν(E,ER)P (ER)dER (3.5)

The function is the sum over all possible interactions ν, weighted by the cross–
sections σν(E) for a traversing particle of energy E. The function fν(E,ER) gives
the probability to transfer the recoil energy ER to a primary knock-on atom. The
Lindhard partition function P (ER) [21] gives the fraction of the energy actually going
into the displacement of the silicon atom.
This damage function is used to convert radiation damage caused by particles of a
given energy into a common standard, the “1 MeV neutron equivalent fluence” Φeq.
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The value of the damage function this standard is Dneutron(1MeV) = 95 MeV mb.
By comparing the actual damage of a given irradiation fluence Φ =

∫
Φ(E)dE with

the 1 MeV neutron equivalent fluence, a numerical “hardness factor” κ is defined as
given in Eq. (3.6a) which is then used to calculate Φeq for each irradiation [14]

κ =

∫
D(E)Φ(E)dE

95 MeVmb · Φ
=

Φeq

Φ
(3.6a)

⇒ Φeq = κΦ . (3.6b)

The unit of the 1 MeV neutron equivalent fluence is [Φeq] = n1Mev/cm2 but is often
also referred to as neq/cm2 or simply n/cm2. All irradiation fluences in this thesis
are given in values of 1 MeV neutron equivalent fluence.

The NIEL hypothesis provides the possibility to compare bulk damage caused by
different irradiations. Apart from this, it also enables the practical investigation
of long–term irradiation damage. Since the dominant parameter determining the
damage is the transferred energy, independent of the time scale of the transfer, ageing
and degradation of the sensor can be accelerated. The basic principle of irradiation
campaigns is based on sensors being exposed to high irradiation fluences in a short
amount of time to investigate the detector performance after years of operation.
Bulk damage anneals over time due to thermal diffusive movements in the lattice
and the annealing is significantly reduced in cold environments. Radiation hardness
of a sensor is investigated by irradiation to a certain fluence and then storing and
handling the sensor cooled to preserve the caused damage.

3.6.1.2. Effects of NIEL damage

Point defects and lattice damages of the bulk change the properties of the semicon-
ductor material over time and influence the detector performance [15].

Microscopic effects on the detector material All types of lattice defects
populate new energy levels inside the band gap and change the properties of the
semiconductor material. This can lead to different microscopic effects inside the bulk
as summarised below.

• The newly created acceptors or donors can change the effective doping con-
centration. It is even possible for the material to change the doping type from
n-type to p-type by removing electrons from the valence band, binding them
in created acceptors.

• At niveaus close to or in the middle of the band gap, electron–hole pairs are
generated thermally or leave the bands and recombine. The generation directly
changes the corresponding concentrations and increase the leakage current of the
substrate. In the worst case, the higher leakage current raises the temperature
of the crystal which increases the thermal generation of electron–hole pairs.
This positive feedback loop is called “thermal runaway” and can cause the
destruction of the detector cell.
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Macroscopic effects on detector performance Bulk damages and newly cre-
ated energy levels lead to macroscopic effects on the overall detector performance.

• Apart from the danger of a thermal runaway, the increasing leakage current
affects the Signal-to-Noise ratio (S/N) in the cell and limits possible thresholds
for particle detection.

• If the trapping time exceeds the signal shaping time, the signal is lost. The
charge then instead increases noise during subsequent readout cycles.

• The creation of additional acceptor levels influences the depletion of the charge-
collection volume. Changes in the doping concentration effect the electric field
and can endanger the complete depletion. In combination with an increased
trapping probability, this significantly reduces the performance of the detector.

3.6.1.3. Depletion after irradiation

Depletion of the collection volume is one key mechanism to ensure charge collection
and charge-collection efficiency after irradiation. The bias voltage needed to deplete
a certain depth d depends on the effective space charge concentration. An example
for the voltage needed to deplete d=300µm of n-type silicon is given in Figure 3.9.
Before type inversion, the voltage needed to deplete the n-type material decreases
with particle fluence until reaching an intrinsic level. After type inversion, the voltage
needed to deplete the p-type material increases again. If possible, adapting the bias
voltage is used to counter NIEL damage in the bulk and maintain high charge-
collection efficiency in the sensor. Depending on technology and sensor design, the
bias voltage might be limited to protect the device.

Figure 3.9. The development of the effective space charge concentration (right
y-axis) and bias voltage needed to deplete d=300µm (left y-axis) show a mini-
mum at type inversion. Before irradiation the bulk is n-type material [14].
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3.6.2. Radiation-induced surface damage - IEL damage

In addition to the damage in the bulk, radiation also effects SiO2 surfaces and
SiO2-Si interface layers, present in AC coupled sensors and in the NMOS and PMOS
transistors of the electronics. The IEL damage is not caused by interaction with
the atomic nuclei and lattice displacements but by ionisation and the creation of
electron–hole pairs. Unlike in the silicon bulk, strong electric fields and the properties
of the insulating layers can prevent recombination completely. The mobility of the
holes is especially low, leading to an accumulation of positive charges at the interface.
The accumulated effect is expressed and investigated as Total Ionising Dose (TID).
The additional charges effect the threshold voltage, leakage current and transcon-
ductance of the MOS transistors and can even create parasitic transistor structures.
Concerning the sensor performance, IEL damage leads to an increase of noise and
cross-talk between strips and pixels. It also affects the electronics of the detector
with the risk of false signals and logic failure [14, 15].

More detailed information on IEL damage can be found in Ref. [22, 23, 24]. In
the context of this thesis, only NIEL damage in the bulk was investigated. IEL
damage is best investigated on either very simple structures, for example, separate
test transistors resembling the transistors in the electronics, or on specific structures
similar to a final electronics design. The test chip used in the context of this thesis
consists of several very different substructures and therefore contains a level of
complexity not suited to investigate IEL damage. The chip is presented in further
detail in the next chapter.

3.6.3. ATLAS semiconductor tracking system

With exception of the TRT, which consists of tubes filled with gas, all sensors of the
current ATLAS ID are silicon–based. In the case of IBL and Pixel Detector, pixelated
sensors at known radial positions are used to obtain high position resolution in the
remaining directions, parallel and perpendicular to the longitudinal z-axis of the
detector. In the case of the SCT, silicon strips are used. Two strip sensors are used
together per SCT layer to obtain position information in both directions.

The ATLAS Pixel Detector started its operation in 2008 and consists of three
barrel layers. The radial positions of the barrel layers are shown in Figure 3.10. The
innermost Barrel Layer 0 has a distance of R0 = 50.5 mm to the interaction point
in the middle of the beam pipe. The other two layers are positioned at a distance
of R1 = 88.5 mm (Barrel Layer 1) and R2 = 122.5 mm (Barrel Layer 2). In total,
the Pixel Detector contains 1744 identical pixel sensors with a nominal pixel size of
50×400µm2 and has over 80 million pixels [8, 25].

The measured sensor thickness is (256 ±3)µm and the sensors are biased with 150 V.
The spatial resolution was determined in testbeam measurements to be 10µm in the
direction of the 50µm pitch and to be 115µm in the direction of the 400µm pitch.
The Pixel Detector typically provides three measurement points for particles from
the interaction point up to |η| = 2.5 [26].
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Figure 3.10. The barrel layers of the Pixel Detector are concentric in radial
distances of R0 = 50.5 mm, R1 = 88.5 mm and R2 = 122.5 mm. The IBL is
glued on the beam pipe in an average distance of RIBL = 33.25 mm [27].

During LS1, the IBL was installed as additional layer of pixel sensors. By replacing
the original beam pipe with a new and smaller version, the additional insertion had
been made possible. The IBL contains fourteen staves in a turbine structure around
the interaction point of ATLAS. The center of the IBL sensors have a distance of
RIBL = 33.25 mm to the interaction point as indicated in Figure 3.10. The pixels of
the IBL have a size of 50×250µm2 which provides a distinct improvement in the
longitudinal direction compared to 50×400µm2 of the Pixel Detector pixels [28].

3.7. The new ATLAS Inner Tracker (ITk)

Operating the ATLAS detector at the HL-LHC will require a new tracking system.
The current ID will be replaced entirely during LS3 by the new ATLAS ITk, an
all-silicon based tracking system to ensure a similar tracking performance in the
challenging high-occupancy environment of the HL-LHC, capable of coping with the
approximately ten–fold integrated radiation dose compared to Phase 1 [12].

Like the current ID, the ITk will consist of different sub-detectors, having five layers
of silicon pixel sensors around the center and four layers of silicon strip sensors
further out, extending up to the inner bore of the solenoid. The ITk will be 6 m long
and take up all the space of the current ID – IBL, Pixel, SCT, TRT – inside the
solenoid field of 2 T, bending the trajectory of charged particles. The layout of the
ATLAS ITk Pixel Detector is shown in Figure 3.11. The sensors of the barrel region
are shown in red, the outer modules being inclined to allow for two or more hits in
the innermost layer. In addition, the high-eta range is covered by several end–caps
shown in dark red.

3.7.1. Requirements

The development of the ATLAS ITk is necessary to not only replace the current ID
but also to build a tracking system capable of coping with HL-LHC requirements.
Over the operation time of the HL-LHC, an additional 2500 fb−1 is aimed to be
delivered to the ATLAS detector.
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Figure 3.11. Possible layout of the ATLAS ITk, covering a pseudorapidity
range up to |η| =4. The silicon Pixel Detector is shown in brown, the silicon
strip detector is shown in blue [29].

The increased instantaneous luminosity leads to an increase of pile-up (number of
proton–proton interactions per bunch crossing) to around µ=200. A high pile-up
environment over years of operation is a severe challenge concerning the radiation
hardness of the inner tracking system. On the other hand, the material budget of
the sensor layers is to be kept as low as possible to reduce multiple scattering of the
particles.

Pixel size

The size of the pixels has direct impact on the resolution of the detector. A reduction
results in a higher granularity and a better position determination of the particle
trajectory. As mentioned, the pixel dimensions of the IBL are 50×250µm2. For the
ITk Pixel Detector, dimensions of 50×50µm2 or 25×100µm2 are considered [29].
Apart from the improvement in resolution, this helps avoiding the merging of clusters
and reducing the occupancy regarding the increase of pile-up events.

Timing

The LHC operates at a 25 ns bunch crossing interval, relating to 40 million beam–beam
interactions per second. Since particle hits have to be assigned to a specific bunch
crossing, the interval of 25 ns is a broad upper limit for the timing resolution the
detector has to achieve.
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Regarding the performance of a single pixel cell, this requires the analogue collection
of charges, the processing and a reset of the cell to happen within this time budget
so that the pixel is ready for the next bunch crossing. In case of a longer dead time
of the pixel cell, the hit-detection efficiency might decrease, depending on the hit
rate of the particular layer.

Radiation hardness

The transition from LHC to HL-LHC operation includes a severe increase of radi-
ation. Being placed directly around the beam pipe and the interaction point, the
requirements are highest in the ATLAS ITk. A simulation of the expected 1 MeV
neutron equivalent fluence, normalised to 3000 fb−1 is shown in Figure 3.12.

Figure 3.12. Expected 1 MeV neutron equivalent fluence in the ATLAS ITk,
generated using PYTHIA8 and normalised to 3000 fb−1. For the outer pixel
barrels, the maximum fluence is 1.7×1015 n/cm2 [30].

Due to the inverse-square law, the radiation requirements differ between sensors on
the inner layers ( R < 6 cm ) and on the outer layers ( R > 26 cm ). Sensors in
the center of the innermost pixel layer need to tolerate a NIEL damage of 1.4x 1016

n/cm2 and a TID of 7.7 MGy as IEL damage. Sensors in the outer pixel layers need
to tolerate 1.7x 1015 n/cm2 and 0.9 MGy, respectively [30].
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3.8. Detector technologies

Although the principle of particle detection – creating electron–hole pairs in a
semiconductor volume and detecting the induced current – stays the same, increasing
requirements in applications demand ongoing technological effort and result in
different detector concepts [16]. A schematic emphasising such concepts is presented
in Figure 3.13.

Sensor	 FE	chip	

Chip	to	chip	bump	bonding	 Wafer	to	wafer	bonding	

Diode	+	full	
analogue	
processing	

Digital	only	
FE	chip	

Diode	+	full	analogue	
+	full	digital	processing	

(a) Passive sensor

Sensor	 FE	chip	

Chip	to	chip	bump	bonding	 Wafer	to	wafer	bonding	

Diode	+	full	
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Digital	only	
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(b) Active sensor

Sensor	 FE	chip	

Chip	to	chip	bump	bonding	 Wafer	to	wafer	bonding	

Diode	+	full	
analogue	
processing	

Digital	only	
FE	chip	

Diode	+	full	analogue	
+	full	digital	processing	

(c) Monolithic

Figure 3.13. The currently used detector concept consists of a passive sensor
and a connected FE chip (a). Some R&D projects are ongoing to include
analogue processing into the sensor (b). In a monolithic sensor all processing
is included in the sensor and a separate readout chip becomes obsolete (c).
(Pictures based on [31])

3.8.1. Hybrid detectors

The pixel-sensor architecture used in the current ATLAS Pixel detector is based on
hybrid pixel sensors as indicated in Figure 3.13a. A cross–section of a single hybrid
pixel is given in Figure 3.14a. The depleted bulk is located in the passive sensor on
top while the readout circuitry is located in the separate readout chip below. Signals
are transmitted via solder bumps between the chips. Both chips are pixelated with
equal pixel sizes and form a pixel matrix as shown in Figure 3.14b. The bias voltage
– also called High Voltage (HV) – is connected externally to the passive sensor and
therefore does not interfere with the electronics in the other chip.

Hybrid pixel sensors have shown outstanding performances in operation and the
capabilities to cope with high particle rates while also being radiation hard. Given
experience and known performance, they are the baseline choice for the new ATLAS
ITk. The separation of tasks into two different entities allows for individual optimisa-
tion of sensor (regarding radiation hardness of the bulk) and readout chip (regarding
processing rate).

Hybrid pixel sensors have their disadvantages. Consisting of two separate components,
the sensors represent a relatively large material budget in the innermost part of the
detector. In addition to the production of both components, a custom process is
needed to connect them to one assembly.
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Figure 3.14. For each individual pixel cell (a) of a hybrid pixel sensor, the
charge collection volume is located in the passive sensor bulk (here on top). All
readout circuitry is located in a second chip (here at the bottom) connected via
solder bumps. Having equally sized pixels, sensor chip and readout chip form a
hybrid pixel matrix (b). Per pixel, one bump-bond is needed [22].

Since each pixel has to be connected individually with the corresponding circuit
of the readout electronics, small solder balls – so-called bump-bonds – are placed
according to the pixel pitch [22].

The total area size of the future ATLAS ITk and the resulting costs for an all-hybrid
detector of the current design led to an R&D program for the investigation of alterna-
tive technologies based on commercial processes and their potential as radiation-hard
pixel sensors. A general idea is the use of commercial CMOS technology. In one
concept indicated in Figure 3.13b, a so-called active sensor also contains the full
analogue processing. By including a first amplification stage into the active sensor,
the requirements on the interconnection to the digital readout chip decrease. The
output signal – after hit processing in the active sensor – can be large enough to be
transmitted via capacitive coupling over a thin layer of glue, making solder bump-
bonds obsolete.
In this case, not individual chips but entire wafers are bonded together. This proce-
dure reduces costs but introduces higher requirements in placing precision compared
to bump-bonding. Other potential issues are the uniformity of the glue-layer thickness
which directly influences the coupling of both chips and the performance of the final
detector [31].

3.8.2. Monolithic Active Pixel Sensors (MAPS)

Following the idea of implementing functionality into the sensor eventually leads
to a Monolithic Active Pixel Sensor (MAPS) concept as indicated in Figure 3.13c.
In MAPS, a silicon substrate serves as charge collecting volume while all circuitry
– analogue as well as digital – is implanted at the top side of the chip using commercial
CMOS production processes.
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Developed for and driven by commercial applications, modern CMOS imaging pro-
cesses offer many properties advantageous for HEP particle detectors: The relatively
thin collection volume in a monolithic chip results in a small material budget and low
multiple scattering. At the same time, the high density of CMOS circuitry enables
very small pixel sizes resulting in a high position resolution.

A MAPS cross-section is given in Figure 3.15. On top of a low ohmic p-type substrate
a grown epitaxial layer contains the CMOS circuitry while at the same time serving
as charge-collection volume. The CMOS circuitry limits the biasing voltage of the
bulk, so that especially a low ohmic epi-layer is not depleted except in the near
surroundings of the collection electrodes. The dominant collection process is charge
transport by diffusion, resulting in slow signals and limited radiation hardness. PMOS-
hosting n-wells need to be shielded by deeper layers as shown. Otherwise they act as
competing collecting nodes resulting in charge loss [22].

MAPS are not a completely new concept but already a technology used in HEP.
Experiments with significantly lower requirements than the ATLAS ITk implemented
the technology, for example, STAR [32] and the upgrade of the ALICE tracking
system [33, 34]. The R&D project presented in this thesis for the ATLAS ITk evolved
of the ALICE R&D process. Details are given in the next chapter.
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Figure 3.15. Monolithic Active Pixel Sensor: A grown epitaxial layer contains
the CMOS circuitry while serving as charge-collection volume [22].

3.8.3. Depleted Monolithic Active Pixel Sensors (DMAPS)

As mentioned earlier, the key to tackle radiation hardness and detection time is to
fully deplete the charge collection volume. Inside a depleted volume, charges are
transported by drift and due to the high velocity less effected by radiation-induced
trapping. R&D projects trying to enhance MAPS for high-radiation environments
led to the design of DMAPS and their further developments [35].
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As mentioned, the depletion capability depends on biasing limitations caused by
the included CMOS circuitry. The relation between depletion depth d, substrate
resistivity ρ and bias voltage V is

d ∼
√
ρV (3.7)

which implies that a significant depletion depth for charge collection can be achieved
by increasing the resistivity of the substrate and by increasing the bias voltage. The
foundries offer high resistivity substrates in the kΩcm range, enlarging the depletion
depth. Since full CMOS functionality is desired, NMOS and PMOS structures need
to be protected from the applied bias voltage. This is achieved by multiple nested
wells as seen in Figure 3.16.
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Figure 3.16. In a Depleted Monolithic Active Pixel Sensor with large fill
factor, the CMOS structures are completely embedded inside multiple wells to
allow higher bias voltages. A “large fill factor” refers to the collection node – in
this case the deep n-well – covering a large part of the pixel area. [15].

The bias voltage is applied between the deep n-well and the backside, depleting the
volume underneath the well structure. The CMOS circuitry is protected inside the
deep n-well that serves as collection node. The separation of the depleted substrate
from the MOS-containing wells allows the use of full CMOS logic. As for MAPS, a
monolithic detector containing both analogue and digital processing in the active
area can be designed but the stronger depletion enables charge transport by drift,
enhancing radiation hardness [15, 22].

3.8.3.1. Fill factor and pixel capacitance

The DMAPS design shown above in Figure 3.16 has a “large fill factor” since the
deep n-well that serves as collection node covers a significant part of the pixel area.
The opposite principle is a “low fill factor” design as shown in Figure 3.17. Here,
charges are not collected by a deep n-well enclosing all CMOS electronics but by a
very small n-well outside of the electronics area.
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Figure 3.17. In a Depleted Monolithic Active Pixel Sensor with small fill factor,
a very small collection node is implemented to reduce the pixel capacitance [15].

Both designs – large and small fill factor – aim at optimising different properties of
the sensor.

• A large fill factor design enables good charge collection properties due to
shorter distances of charge transport. Since the depletion field is especially
strong around the collection node, the probability of trapping is reduced and
radiation hardness is increased.

• A small fill factor design aims at reducing the pixel capacitance. While a large
fill factor design can lead to a total pixel capacitance of ≈100 fF, a small fill
factor design can reach values of ≈5–20 fF.

The total amplifier input capacitance of the pixel is determined by several capacitance
contributions inside the pixel. The main contributions for both large fill factor and
small fill factor designs are shown in Figure 3.18. A horizontal component is the
capacitance between the collection node and neighbouring structures, in the case
of a large fill factor the pixel-to-pixel capacitance Cpp between deep n-wells, in the
case of a small fill factor the capacitance Cnp between n-well and deep p-well. One
contribution in both designs is the pixel-to-backside capacitance Cb between collection
node and substrate. Due to the smaller size of the collection electrode, the small fill
factor design reaches significantly lower values of Cb.
In the large fill factor design, additional significant contributions originate from
interwell capacitances both to the well sides and vertically between wells, marked by
CSW and CWW , respectively [22]. Since the collection node in the small fill factor
design does not contain multiple wells, this contribution is not present.

3.8.3.2. Performance implication of the pixel capacitance

Keeping the pixel capacitance as low as possible is desirable to reduce the analogue
power consumption of the pixel which is often determined by requirements on S/N.
Perceiving the pixel cell as a capacitor, the signal can be expressed as a voltage of
Vsignal = Q

C
with Q being the collected charge and C being the “equivalent pixel input

capacitance” [36].
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Figure 3.18. In both the large fill factor design (a) and the small fill fac-
tor design (b) the total amplifier input capacitance is composed by different
contributions. In the small fill factor design, interwell capacitances do not
contribute.

Next, the noise is expressed as equivalent voltage veq using a simplified model. The
noise of the MOS transistor is represented by a voltage source, parallel to the
transistor or in series with the gate contact. The noise is frequency dependent and
the frequency spectrum is given by Eqs. (3.8a) and (3.8b) [37]:

dv2
eq =

(
KF

WLC2
oxf

α
+

2kTn

gm

)
df for weak inversion (3.8a)

dv2
eq =

(
KF

WLC2
oxf

α
+

4kTγ

gm

)
df for strong inversion (3.8b)

The choice of equation depends on the working point of the transistor, i.e. if the
transistor is in the weak or strong inversion state. Weak inversion refers to a state
where the voltage VGS between gate and source is lower than the threshold voltage
of the transistor. Although below the threshold, a leakage current is present and
depends exponentially on VGS. Strong inversion refers to a state where VGS is higher
than the threshold voltage but the transistor has not saturated yet. In this mode,
the current through the transistor depends linearly on VGS.
In both equations the first term is often referred to as “1/f noise”, although the
exponent α does not always coincide with exactly one. Furthermore, KF is a constant,
W and L are the geometric transistor width and length, Cox is the capacitance of
the gate oxide per unit area and f stands for the frequency.
The second term in both equations expresses the thermal noise, k being the Boltzmann
constant, T the absolute temperature, n the weak inversion slope and γ a “factor
often around 2/3” [36]. The transconductance gm = ∆Iout

∆Vin
describes the relation

between input voltage and output current. Its value is higher in the weak inversion
state which is therefore preferred for low power pixel systems [36].

Particles with high energy deposit charges on such small time scale that slow phe-
nomena like leakage current can be filtered out. This leads to thermal noise being the
dominant contribution in the signal-to-noise ratio. In both cases – weak and strong
inversion – S/N depends on the transconductance and the ratio Q

C
:

S

N
∼ Q

C

√
gm (3.9)
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As mentioned before, the transconductance determines the current I of the transistor
and therefore of the readout circuitry. Using the relations for weak inversion ( gm ∼ I)
and strong inversion ( gm ∼

√
I) and assuming I to dominate the power consumption

P of the front end, the following expressions are obtained:

S

N
∼ Q

C

√
gm ∼

Q

C
m
√
I ∼ Q

C
m
√
P with 2 ≤ m ≤ 4 (3.10a)

⇒ P ∼
{
S/N

Q/C

}m
with 2 ≤ m ≤ 4 (3.10b)

Equation (3.10b) shows that a reduction of the ratio Q
C

leads to a strong reduction
of the power consumption for certain S/N in the analogue performance [36].
In HEP experiments, the power consumption of the detector is an important quantity.
A large power consumption requires a powerful cooling system which can only be
realised with a significant amount of material in the detector services, leading to a
higher probability of particle scattering.

3.8.3.3. DMAPS optimisation

Compared to hybrid concepts, monolithic sensors are advantageous in terms of cost
and material. Especially DMAPS are promising candidates for monolithic sensors
in high-radiation environments and a strong R&D effort is performed to probe
the capabilities and push the limits in terms of fast charge collection and high
charge-collection efficiency after irradiation.
Concerning the design optimisation, the key point to endure NIEL damage is to
ensure sufficient depletion without damaging the readout electronics. This principle
holds true for all presented detector types but gets most delicate for monolithic
sensors due to the proximity of CMOS circuitry to the collection volume.
Comparing large and small fill factor designs, an optimal point is desired that ensures
sufficient depletion after irradiation at the smallest amplifier input capacitance
possible to optimise the sensor performance and reduce power consumption. This
task becomes more and more challenging for hostile high-radiation environments.
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As described in the previous chapter, DMAPS are an interesting new technology
for the ATLAS ITk. Regarding the challenging radiation environment, DMAPS
technology is not yet expected to cope with the requirements of the future inner
layers but might be considered for the outer layers. Here, the usage of a commercial
CMOS imaging process can significantly reduce production costs.
In the context of this thesis, sensor designs produced in a 180µm technology of the
foundry TowerJazz1 were tested concerning their potential for the ATLAS ITk.

In this chapter, the ALICE ITS Upgrade and the TowerJazz technology are presented
as well as an analogue test chip – the TowerJazz Investigator – and its implemented
features. At the end of this chapter, an innovative process modification is presented
which had been developed together with the foundry to fully deplete the charge-
collecting volume and ensure efficient functionality after irradiation.

4.1. ALICE ITS Upgrade

Similar to the ATLAS upgrade program, the ALICE detector will be upgraded to
ensure and improve its performance. A new ALICE ITS with high resolution and
lower material budget compared to the previous one will be installed around a new
beampipe with a smaller diameter. The R&D program of the ALICE ITS is finished
and its production is currently ongoing. The installation of the ITS is planned for
the second long shutdown of the LHC in the years 2018-2019, in time to cope with a
luminosity increase in Pb–Pb collisions as planned by the LHC.
The ALICE ITS will consist of seven barrel layers – three layers in an Inner Barrel
and four layers in an Outer Barrel – with the center of the innermost layer at a radial
position of 23.40 mm and the center of the outermost layer at a radial position of
393.35 mm [38].

1Tower Semiconductor Ltd, Israel
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4.2. TowerJazz 180 nm technology

CMOS pixel sensors produced in the TowerJazz 180 nm technology offer among other
features a high-resistivity epitaxial layer and the option of six metal layers. Process
features of the sensors measured in the context of this thesis are given in Table 4.1:

Table 4.1. Main features of the TowerJazz imaging process of the sensors
presented in this thesis [39].

Feature Property

MOS channel length 180 nm

Metals 6 layers, Aluminum

Supply rail 1.8 V (up to −6 V on substrate)

MOS transistor types full CMOS

Wafer type epi p-type (>1 kΩcm), 25µm thickness on p-type substrate

Backside implant none

Electrode	size	
Spacing	

Figure 4.1. Cross section of a TowerJazz sensor with low fill factor design.
The shape of the depletion region is indicated in white [40].

A key point for the ALICE collaboration was the availability of a deep p-well as
shown in Figure 4.1, enabling a low fill factor design with full CMOS functionality of
both PMOS and NMOS transistors in the pixel circuitry [41].
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4.3. Investigator chip and pixel design

The TowerJazz Investigator (TJInv) is a test chip which was designed during the
R&D process of the ALICE ITS. Its purpose is the investigation of geometric pixel-cell
parameters and their effect on the analogue performance. The total area of the TJInv
is 5.722×5 mm2 and the chip consists of 2×134 different structures, also referred to
as mini-matrices, as visible in Figure 4.2. Each mini-matrix contains 100 pixels in a
10×10 grid. The inner 8×8 sub-matrix of pixels is connected to wire-bond pads and
their signals can be read out. The pixels in the remaining outer ring are powered
and biased as the 64 central pixels but not read out. They serve as distance between
the mini-matrices in order to reduce potential edge-effects [42].
All pixels of the TJInv have a square area, ranging from 20µm to 50µm pixel pitch. A
scheme of the 134 mini-matrices in the sensor is given in Figure 4.3. The investigated
structures are also referred to as for example, ’M129’ for mini-matrix 129 as shown in
the schematic. The entire set of matrices exists a second time on the chip, mirrored
to the bottom half. In the bottom half, a circuit to induce charge was implemented
into certain pixels. Due to connection problems, this feature was not working. It is
re-implemented in a future version of the chip.

(a) Investigator on carrier board (b) Pixels of mini-matrices

Figure 4.2. Glued and wire bonded Investigator (a) containing different
mini-matrices (b).

Geometric properties of the pixel cell: All pixels within one mini-matrix are
identical. I addition to the pixel size, also the size of the collection electrode and
its distance to the surrounding electronics – the spacing – can vary between mini-
matrices. The opening is a function of electrode size and spacing. These parameters
are shown in Figure 4.4a. Not all possible combinations are implemented, for example,
large pixels are not combined with small openings.

Another geometric parameter is shown in Figure 4.4b. The deep p-well which shields
the n-well is implemented in a minimal size, a medium size and a maximal size. Since
the deep p-well is biased with the same potential as the substrate below, its size
influences the electric field within a biased pixel.
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20µm 22µm 25µm 28µm 30µm 40µm 50µm

Figure 4.3. The 134 mini-matrices of the TJInv. The pixel sizes range from
20×20µm2 to 50×50µm2 [42].

Deep	P-well	

Opening	
Pixel	Pitch	

Spacing	

Collec5on	
	N-well	

CollSize	

(a) Geometric parame-
ters (based on [39])

Substrate	

Substrate	

Substrate	

Collec.on	electrodes	

Deep	P-well	

(b) Horizontal dimensions of the deep p-well [43, 44]

Figure 4.4. In the 134 mini-matrices of the Investigator, different combina-
tions of geometric parameters are realised in the pixel cells. Pixel size, electrode
size and spacing (a) are varied as well as the horizontal dimension of the deep
p-well (b).

Pixel readout circuits: The TJInv is designed for analogue readout of the pixels
inside a selected mini-matrix. Deposited charges of a hit as well as leakage current
induce a signal at the collection electrode. With time, accumulated charges cause a
saturation of the pixel cell and new charges are not detected. To avoid saturation,
a reset mechanism is implemented in each pixel cell. Some structures in the TJInv
contain a double-diode reset. Here, the collection electrode is connected via two
diodes to a positive reset voltage, leading to a constant discharging of the cell. Pixels
containing this reset implementation were not measured in the context of this thesis
since it leads to a slow reset during which the state of the cell is not well defined.
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4.4. Modified process for enhanced depletion

Other pixel structures contain an active reset based on a standard 3T cell. Here, the
collection electrode is connected to the positive reset voltage over a transistor which
is opened by an external control signal to remove the accumulated charges and reset
the cell.

Figure 4.5. Internal circuit and amplifier stages of a pixel: The left-hand
block shows the ‘Pixel Circuit’ containing the p-n junction indicated as diode.
The pixels of the selected matrix are then connected to the ‘Column Circuit’
and the ‘Output Buffer’. In terms of the internal source follower circuit, the
cathode of the diode – the collection electrode – serves as input node, the buffer
output as output node [42].

A schematic of the cell including the readout circuit is given in Figure 4.5. The
collection electrode – the cathode of the p-n junction – serves as input node of
the internal source follower. The constant currents in the source follower stages
– IFOL1 to IFOL4 – are provided externally and determine the working point of the
circuit. The current of the collected charges in the pixel cell is integrated as analogue
information. The signals of the pixels of the selected mini-matrix are routed to a
connected readout setup. In case of leakage current, the signal rises constantly until
hitting the saturation of the source follower. In case of a particle hit, the current
of the deposited charges induces a fast step function. In regular intervals, the reset
transistor on the left-hand side of the schematic is opened and the pixel cell is reset
[42]. The expected signal is discussed further in the next chapter in the context of
operating the sensor and analysing the obtained signals.

4.4. Modified process for enhanced depletion

The described sensor design is a low fill factor design, aiming at a small capacitance.
As mentioned previously, the downside of this approach is a limit in terms of depletion.
Charges within a depleted volume are collected by drift whereas charges outside of
the depletion area are collected by diffusion.
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Based on these considerations, a process modification has been developed together
with the foundry. A comparison between both processes – referred to as “Standard
Process” and “Modified Process” – is shown in Figure 4.6. For both the Standard
Process on the left-hand side and the Modified Process on the right-hand side, the
depletion zone grows in the directions indicated by the yellow arrows. The reserve
biasing voltage is applied to the substrate underneath the epitaxial layer as well as
to the deep p-wells shielding the n-well electronics. In case of the Standard Process,
achieving full lateral depletion including the area under the deep p-wells is difficult
both before and after irradiation. For pixel geometries with a small opening and
therefore a large coverage with electronics this problem is especially severe [45].

Substrate p++                                                                           

Epitaxial layer p-                                                                      

Deep p-well

n-wellp-well p-well

TRANSISTORS

NMOS PMOS NMOSn-well n-well
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n-

n-welln-well

Substrate p++                                                                           

Epitaxial layer p-                                                                       

(b) Modified process

Figure 4.6. Comparison of the TowerJazz standard (a) and modified (b)
process: While the depletion zone in the Standard Process is formed in a bulb-
like shape, an additional low-dose n-type implant leads to a horizontal junction
from which the depletion zone grows [46, 47].

For the Modified Process, an additional low-dose n-type implant as shown in
Figure 4.6b creates a planar junction over the entire pixel width. The depletion
starts at the planar junction and covers the entire pixel area horizontally. With
increased reverse bias voltage, the depletion then extends to the collection electrodes.
Additional small junctions not marked in the figure are created between n-type
implant and p-wells and deep p-wells.

The additional implant introduces additional capacitance components, increasing
the total pixel cell capacitance. The design of the Modified Process is a compromise
between low and high fill factor. The doping concentration of the additional n-type
layer is a crucial parameter of the sensor’s performance. On one hand, it should be
sufficiently low to already enable full depletion when biased in the order of a few
volts. This way, the capacitance of the pixel cell is still in the order of a few fF,
keeping the advantages of a low-capacitance design. On the other hand, it should be
high enough to prevent a punch-through between the substrate and the deep p-well.
Simulations showed that the planar junction already depletes the entire pixel area at
HV = 0 V [45].

The process modification adds an additional implant but does not alter the remaining
design and the TJInv could therefore be produced in both processes. and directly
compared to test the enhanced depletion before and after irradiation and its impact
on signal quality and sensor performance.
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and data analysis procedure

The TJInv has been designed as an analogue test chip to investigate the impact of
geometric parameters on the analogue features of the pixel cell. Having the timing
requirements of the ATLAS ITk in mind, a new test setup with a high timing
resolution has been designed. The focus was on analogue single-pixel measurements
of different exposures – source scans and testbeams – and their interpretations.
By this, it was meant to complement a test setup previously built and used by the
ALICE collaboration, reading out 64 pixels of the selected matrix simultaneously
[48]. With a sampling rate of 15 ns between recorded data points, this setup did not
provide the timing resolution which was aimed for in the context of this thesis. In
this chapter, the new ATLAS TowerJazz Investigator test setup, its components and
studies of its performance are presented.

5.1. ATLAS TowerJazz Investigator test setup

For the ATLAS TowerJazz Investigator test setup, the DRS4 oscilloscope was used
which was designed and produced by the Paul Scherrer Institute (PSI) [49].

Its evaluation board is very compact and can be used to construct small setups for
laboratory measurements and testbeam campaigns both at CERN and at external
facilities.
The DRS4 offers a maximum sampling rate of 5 GS/s and records 1024 time-voltage
data points per waveform for a maximum of four channels. The selected sampling rate
in the setup of 1.982 GS/s leads to around 0.5 ns between recorded data points. This
way the setup offers a thirty times higher timing resolution than the multichannel-
setup by the ALICE group but also records a total interval of 517 ns, which is big
enough to test for slow charge collection by diffusion.

Supply and control: All the Printed Circuit Boards (PCBs) of the ATLAS
TowerJazz Investigator test setup are connected in series as shown in Figure 5.1.
From left to right, there are the Multi-IO board (MIO), the General Purpose Analog
Card (GPAC), the TowerJazz Adapter Card and the Investigator Carrier board.

The MIO is equipped with a Field Programmable Gate Array (FPGA). The FPGA
firmware is written in the Hardware Description Language Verilog. The setup is
operated with the pyBAR framework2.

2https://github.com/SiLab-Bonn/pyBAR
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Figure 5.1. The connected PCBs used in the ATLAS TowerJazz Investigator
test setup from left to right: Multi-IO board, General Purpose Analog Card,
TowerJazz Adapter Card (shown here V1.0) and Investigator carrier board.

All signals and supplies – except for the bias voltage of the pixel cell – are generated
by components on the GPAC. A list can be found in the appendix on page 131.
The TowerJazz Adapter Card was specifically designed to connect the GPAC and
Investigator carrier boards, which were designed and used by the ALICE group.
This way, sensors could be tested in both setups to commission the new setup and
compare results. The first three cards are connected via a 100 pin KEL-connector.
The possibility of an extension via flat-ribbon cables is given. This way, carrier board
and Adapter Card can be placed in small cooled containers as a climate chamber
in the laboratory or a small cooling box in testbeam environments while the active
components of MIO and GPAC are placed outside. The Investigator carrier board
itself is connected to the Adapter Card via a 164 pin PCIe connector. The reverse bias
voltage is connected directly to the carrier board of the TJInv. First measurements
indicated the punch-through slightly beyond HV = −7 V. As a safety measure, the
maximal value for operation was decided to be HV = −6 V.

Readout: During operation one matrix of the chip is selected via nine addressing
bits. The outputs of the 64 pixels in this matrix are routed to 64 different pins of
the PCIe connector on the carrier board. Out of those 64 signals, 25 are routed to
LEMO connectors on the TowerJazz Adapter board V2.0 as seen in Figure 5.2. The
25 signals are arranged in a 5x5 grid and their position configuration coincides with
the position configuration of the corresponding pixels.

The signal of a pixel is not connected directly to the channels of the DRS4 but
through an external single-channel amplifier developed by cividec Instrumentation
GmbH [50]. The cividec broadband amplifiers of the C1HV series are AC coupled
low-noise current amplifiers and provide a gain of 20 dB and a bandwidth of 1 MHz -
2 GHz3.
The amplifiers used in our setup were specifically altered by cividec for this setup. As
mentioned, a particle hit leads to a step function in the analogue output signal of the
pixel. A fast amplifier without modification shapes the signal in such a way that the
signal has an exponential decay with small timing constant back to the baseline.

3Handbook C1HV available via https://cividec.at/index.php?module=public.product&

idProduct=32
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5.2. Data analysis procedure

(a) Multi-channel setup (b) Position configuration

Figure 5.2. TowerJazz Adapter V2.0 as used in a multi-channel setup (a).
The signals of individual pixels are available via LEMO connectors on the board.
The relative positions of the connectors correspond to the relative positions of
the pixels (b).

This becomes a disadvantage during the analysis of the waveform. The time constant
of the internal circuit was increased to around 200µs. This way, the effect on the signal
shaping was reduced. Recording 1024 datapoint with a sampling rate of 1.982 GS/s
covers an interval of around 517 ns. The exponential behaviour of the new time
constant is only in the order of 0.3 % and thus negligible.
The output of each amplifier is connected to one input channel of the DRS4. Both
devices are terminated by 50 Ω and AC coupled.

One amplifier is needed per measured channel. For most of the measurements
presented in this thesis, only one channel (laboratory measurements) or four channels
(testbeam measurements) could be read out. At the end of the project, five amplifiers
were available for a short period of time to perform a small cluster measurement.

5.2. Data analysis procedure

Only pixels with active transistor reset were investigated. The behaviour of such a
pixel is shown in Figure 5.3a, recorded by another oscilloscope to record a bigger
interval. Every 25µs the reset transistor in the pixel is opened for 200 ns. The pixel
response is visible in the waveform plotted in red as very deep spikes. In order to
only trigger on hits which appear as steps proportional to the collected charge as
seen between the reset intervals, the spikes have to be vetoed. The black curve shows
a reset-veto signal of 2.8µs generated in the FPGA of the MIO. It contains the
duration of the reset itself as well as additional time for the pixel to recover back to
baseline-level.
For recording of the waveform the DRS4 software provided by PSI has been used.
For every trigger, the complete waveforms of all connected pixel signals and the
reset-veto are recorded.
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(a) Pixel response (uninverted, red) and
reset veto (black)

(b) Waveform (inverted) with fit

Figure 5.3. (a) Triggering is done directly on the pixel output (red) below the
leakage level as indicated by the blue arrow. A reset veto (black) defines a time
window around the reset to prevent triggering on the reset response. This data
was recorded uninverted with a lab oscilloscope. (b) Offline, an exponential fit
is performed as described in equations (5.1a) and (5.1b) [51].

The recorded waveforms were – unless specifically stated otherwise – analysed with
the software framework tbConverter [52]. The analysis contains the application of step-
height requirements as rough cuts to separate hits from noise, and in case of a hit, a
low-pass filter and of fit to the waveform. The low-pass filter is implemented as moving
average. The framework and the fitting function have already been successfully used
for performance studies of other technologies [53]. An example waveform recorded by
a DRS4 with applied fit is shown in Figure 5.3b.

Fit function The fit function is given in the Equations (5.1a) and (5.1b) [53, 51].

t ≤ t0 f = a+m · (t− t0) (5.1a)

t > t0 f = a+m · (t− t0)− b · (e−
t−t0
c − 1) (5.1b)

The algorithm implemented in tbConverter detects a step and estimates a starting
value for the time t0 of the particle hit. For t ≤ t0 a linear function (5.1a) is used to
fit the leakage current. Then for t > t0 the hit is described by adding an exponential
function continuously in t0 (5.1b). Hereby, t0 is itself a fit parameter. Taking the six
obtained fit parameters {a,m, t0, b, c}, the step parameter b is interpreted as signal
amplitude. Fitting the waveform enables the extraction of the signal rise time tr,
defined as the time between 10 % and 90 % of the signal amplitude and calculated as
tr = 2.2 · c.

In order to calculate the noise of the baseline, the data points recorded before the
rising edge of the fit were used. The RMS of those data points – corrected for the
slope induced by the leakage current – serves as estimation for the noise level.
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5.3. Robustness of fit function against noise

The effects of both Gaussian noise and harmonic noise on the used fit function
have been studied with simulated waveforms. An ideal noise-free waveform with
b = 100 mV and c = 10 ns (resembling a signal rise time of 22 ns) was generated. Its
data points were then altered with Gaussian and harmonic noise. Data sets of 10k
events were created using the standard deviation of the Gaussian smearing as well as
the amplitude and frequency of the harmonic noise as input parameters. The actual
Gaussian noise per data point and the harmonic phase per waveform were drawn as
random numbers. The data sets of simulated waveforms were analysed identically to
recorded waveforms.

The working principle is shown in Figure 5.4a with the ideal waveform in black,
the waveform with added noise in blue, the filtered waveform in green and the final
fit in red. In this example, the Gaussian noise was set to σg = 10 % of the signal
b = 100 mV, simulating a signal-to-noise ratio of S/N=10.
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Figure 5.4. Investigating the effect of noise using simulated waveforms:
Alteration of a waveform (a), deviations from the original parameters after
fitting (b) and obtained baseline noise (c) before and after moving-average filter.

Figure 5.4b shows the distributions of relative deviations between original and
obtained parameter for signal and signal rise time. The baseline noise before and
after the filter is given in Figure 5.4c.

The interval size of the moving average has a direct impact on the resulting S/N and
the resolution of the obtained fit parameters. The waveforms altered with Gaussian
noise are analysed using a moving average of different size. A high interval size
resembles a low-pass filter with lower cutoff.
This leads to a stronger suppression of noise but also smoothens out the signal shape.
At an interval size of 1024 – the total number of recorded data points – the waveform
becomes a constant value.
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Figure 5.5. shows means of simulated S/N distributions. As expected, waveforms with
higher relative noise – also resembling smaller hits – benefit from a higher interval
size. For the results presented in this thesis, a moving average size of 10 was chosen
to obtain high S/N for both small and big hits.
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Figure 5.5. Simulated S/N depending on filter average interval size: Wave-
forms with simulated Gaussian noise were analysed using a moving average of
different size. The Gaussian noise is given as standard deviation relative to the
ideal signal size. The error bars show the RMS values of the distributions.

Gaussian noise The noise simulation procedure is performed for different values
of Gaussian noise σg. Mean and RMS of the obtained distributions are indicators for
noise induced bias and resolution limits. Their dependence on the noise is shown in
Figure 5.6. The plots show the effect of Gaussian noise on signal size b and signal
rise time tr in terms of relative deviations with respect to the values of the ideal,
that is, noise-free, waveform.
The means of the signal size deviations in Figure 5.6 stay below 0.1 % even for
σg = 20 %, which corresponds to hits with S/N = 5. Gaussian noise does therefore
not lead to a significant bias of the estimated signal size.
Figure 5.6b shows the corresponding RMS values of the deviations as a function of σg.
They increase with increasing noise up to around 5 % for σg = 20 % and contribute to
the energy resolution of the setup. Hits with smaller signal size – a higher relative σg –
are more affected.
Looking at the results for the signal rise time, Figure 5.6c shows a quite constant
bias of around +3 % even for the case of no simulated noise. This overestimation is a
result of the used low-pass filter and fit procedure.

Figure 5.6d shows the corresponding RMS values of the deviations as a function of σg.
Here, a strong impact of the Gaussian noise can be observed. The RMS of the timing
distribution rises linearly and almost coincides with the RMS of the noise before
applying the low-pass filter. Similar to the energy resolution, the timing resolution
is affected by Gaussian noise. Hits with small signal size are more affected by this
smearing than hits with high signal size.
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5.3. Robustness of fit function against noise
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Figure 5.6. Mean (a,c) and RMS (b,d) of the relative deviations between
ideal parameters and fit results for signal size and signal rise time after adding
Gaussian noise. The Gaussian noise is given as standard deviation relative to
the ideal signal.

Harmonic noise Another potential kind of noise is harmonic noise created by
environmental sources. Examples are electromagnetic radiation of surrounding devices,
mobile phones and power converters, or components of the setup. The best measures
to reduce harmonic noise are the smoothing of supply voltages using capacitors and
an effective shielding of setup and cables.
During the measurements, harmonic noise of significant size was only observed during
the CERN SPS testbeam. The other measurements were performed in environments
with more reduced noise, for example, the laboratory climate chamber, which served
as additional shielding.
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Examples of the effect of applied harmonic noise are presented in Figure 5.7. Depend-
ing on the phase of the noise, it can lead to underestimation of the signal as shown
in Figure 5.7a or to overestimation as shown in Figure 5.7b. Data sets containing
waveforms affected by both Gaussian noise and harmonic noise were also simulated.
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Figure 5.7. Effects of harmonic noise on Waveforms: Depending on the
phase of the harmonic noise, it can lead to an underestimation (a) or an
overestimation (b) of the signal size. Waveforms containing both Gaussian and
harmonic noise were also simulated (c).

The deviations for different frequencies as well as combinations of harmonic and
Gaussian noise can be found in the appendix starting on page 132. High-frequency
noise has less effect on the fit parameter deviations since it is suppressed by the
applied low-pass filter and it is also easier in the case of high-frequency noise.

In the case of a very low frequency, biases towards higher signals of almost +20 % and
high signal rise times of almost +40 % are observed. The widths of the distributions
are quite stable against high frequent noise but reach almost 60 % for signal size and
100 % for rise time. The effects of Gaussian noise observed before, without harmonic
noise, are also present in combined simulations.

5.4. Noise of the external readout chain

In a linear readout chain every electronic component contributes to the total noise
at the end of the chain. In order to test the performance of the setup and to identify
its noise contributions, the chain is tested in steps by adding components starting
from the very last one, the DRS4. This way, an observed increase in noise is caused
by the most recently added part.
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5.4. Noise of the external readout chain
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Figure 5.8. Baseline input noise of the DRS4 without (a) and with connected
cividec amplifier (b). The input was shortened with a 0 Ω termination and the
noise – defined as RMS of the baseline – was estimated.

DRS4 The input noise of the DRS4 was measured while the channel input was
shorted using a 0 Ω termination. 500k waveforms were recorded and the baseline
RMSs calculated. The results are presented in Figure 5.8a. The values of the unfil-
tered DRS4 input noise shown in blue are distributed around 0.37mV with a width
of 0.02mV. Regarding the simulations presented before, the impact of this noise
level on a signal of size x is comparable to σg = 0.37mV

x
. Regarding the S/N of the

resulting spectra, the noise suppression between the distributions in blue and red
is significant. This distribution peaks around 0.11 mV with a width of 0.01 mV. No
harmonic component was observed during this measurement.

External Amplifier – Noise level In front of the DRS4 channels is the external
cividec amplifier. Each component in the chain contributes its own noise component,
therefore the amplifier was connected to the DRS4 while its input was shortened by a
0 Ω termination. Again, the baseline noise was recorded and analysed. Its distribution
is shown in Figure 5.8b.

The distribution of unfiltered baseline noise peaks around 0.41 mV with a width of
0.02 mV. Assuming that the noise contributions of cividec amplifier and DRS4 add
up quadratically, the noise contribution of the amplifier can be estimated to be:

σ2
DRS4+amplifier = σ2

DRS4 + σ2
amplifier (5.2)

⇒ |σamplifier| =
√
σ2

DRS4+amplifier − σ2
DRS4

=
√

(0.41 mV)2 − (0.37 mV)2

= 0.18 mV

The noise contribution of the cividec amplifier is visible but small compared to the
noise contribution of the DRS4. After applying the low-pass filter – shown in Figure
5.8b in red – the total noise level increases from 0.11 mV to 0.13 mV.
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External Amplifier – Amplification Taking into account that the DRS4 is
read out with a 14bit ADC over an input range of 1 V [42], the voltage resolution
is 0.061 mV. This resolution impacts energy and timing resolution of the obtained
spectra. In order to reduce its impact, the external cividec amplifier is used. Its effect
is shown in Figure 5.9a, tested exemplary on a 55Fe spectrum measured with a sensor
connected for an unirradiated 50µm pixel of the standard process which will be
discussed in more detail in the following chapter.
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Figure 5.9. Shape comparison of the obtained signal spectrum with (black)
and without (red) external amplifier for an unirradiated 50µm pixel (a). The
spectra are scaled to have the peak positions overlap. The bin sizes match the
DRS4 ADC resolution of 0.061 mV. The external amplifier also influences the
distribution of the corresponding signal rise times (b).

The signal spectra show an amplification for the peak position from 2.31 mV to
24.15 mV. The binning of both distributions is chosen to match the DRS4 voltage
resolution of 0.061 mV. The energy resolution of the spectrum of unamplified signals
shown in red is strongly limited by the DRS4 voltage resolution. For the spectrum of
the amplified signals shown in black, the DRS4 resolution has a significantly lower
impact on the obtained energy resolution. With amplifier, the relative width decreases
from 7.8 % to 3.2 %. In the presented case, the improvement in resolution enables
the visibility of the partly fused side peak of a second line in the amplified spectrum.
Without the amplifier, both peaks have fused completely.

The corresponding distributions of the signal rise time are presented in Figure 5.9b.
The timing resolution improves with a magnitude similar to the energy resolution by
about 48 % from 5.0 ns to 2.6 ns.

External amplifier – Signal-to-noise ratio The improvements in energy and
timing resolution are caused by the improvement in S/N. When no sensor is connected
– as shown in Figure 5.8 – the baseline noise of the combination of DRS4 and external
amplifier is around 10 % higher than the one of DRS4 alone. In order to estimate
the effect of the external amplifier on S/N, the baseline noise distributions of the
measurements with connected sensor shown in Figure 5.9 are analysed.
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5.5. Linearity of external readout chain
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Figure 5.10. Effect of the external amplifier on baseline noise (a) and signal-
to-noise ratio (S/N) (b). The data sets are the ones of the 55Fe spectra shown
in Figure 5.9.

For both configurations – amplified in black and unamplified in red – the noise dis-
tributions shown in Figure 5.10a peak at higher values than when the sensor was
replaced by a short as shown in Figure 5.8. Without external amplifier, the peak
position is 0.44 mV instead of 0.37 mV. Assuming the noise contributions to add
quadratically, the contribution of the sensor is estimated as σsensor = 0.24 mV. How-
ever, with an external amplifier, the peak position is 0.94 mV. This leads to an
estimation of f ∗ σsensor = 0.85 mV with f being the amplification factor. The value
of f = 0.85 mV

0.24 mV
= 3.5 is significantly below the value of 10.5 obtained from the signal

spectra peak positions. Despite it being a rough estimation, there might be a further
noise contribution which is not amplified.

The distributions of the resulting S/N is presented in Figure 5.10b. Again, the entries
of the distribution are calculated individually for each measured event. As expected
from the improvement in energy and timing resolution, adding the external amplifier
increases S/N. In case of applying the low-pass filter, the distribution peaks at
around 35.0 instead of 12.8. The distribution gets very wide but 95 % of events have
S/N>21.

5.5. Linearity of external readout chain

One important requirement of the setup is linearity. If the readout chain were to
introduce nonlinearities, the obtained signal spectra were convolved. The linearity
of the external readout chain was tested with an external pulse generator. Different
signals with a total rise time of 30 ns (for the complete step) had been produced.

The lowest signal producible by the pulse generator is 10 mV. In order to validate the
linearity of the low-signal range, the pulses were additionally divided down before
the amplifier.
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For each data point, 120k events were analysed using the standard analysis procedure.
These points cover a signal range (in the DRS4 after amplification) from around
19 mV to 295 mV. The correlation between input pulse height and resulting signal
size is presented in Figure 5.11. The data points show a strict linear behaviour over
the investigated range. Non-linearities created by the external readout chain are not
observed. The offset estimated by a linear fit is (0.1 ± 0.9) mV and at the level of
the DRS4 baseline noise.
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Figure 5.11. The linearity test of the external readout chain was tested with
generated step functions.

5.6. Summary

In order to test the TJInv chip and its performance in terms of the requirements
of the ATLAS ITk, the Time-precision setup has been designed and commissioned.
Its main feature is obtaining a high timing resolution by using a high sampling rate.
Simultaneous measurements of several neighbouring pixels are possible, limited by
the number of available external amplifiers. Most results presented in this thesis were
performed as single-pixel measurements. At the end of the project, more amplifiers
were available for testbeam measurements. The effects of Gaussian and harmonic
noise on the performance of the fit have been studied with a toy MC. In the presence
of Gaussian noise, the estimated signal size stays unbiased, while the signal rise time
gets overestimated by around 3 %, caused by the low-pass filter used in software. The
presented results are not corrected for the this. The filter increases S/N significantly
but is not able to reduce the effect of low-frequency harmonic noise. This noise has
the biggest impact on the performance of the setup. Unless otherwise noted, no
harmonic noise was observed during the measurements.
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5.6. Summary

The noise contributions of all components in the external readout chain have been
studied. The biggest contribution is the DRS4 input noise of 0.11 mV when using
filtered. The external cividec amplifier only adds a minor contribution, increasing the
noise to 0.13 mV. Compared to the estimated noise contribution of an unirradiated
sensor of 0.24 mV, the devices in the external readout chain do not dominate to total
noise level. In an environment with a high level of background noise, for example,
testbeam measurements, noise induced into the connecting cables is expected.
The external amplifier increases S/N significantly due to the relatively high DRS4
input noise. In addition, the energy resolution of amplified signals is not dominated
by the limited voltage resolution of the DRS4. This improves both energy resolution
by around 59 % and resolution of signal rise time by around 48 %. The external
readout chain shows an excellent linearity over the significant signal range. The offset
of the correlation is at the level of the observed noise.
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6. Signal characterisation of the Standard
Process

The TJInv is a powerful tool to test and optimise the TowerJazz technology and
the analogue features of its low-capacitance design. Its 134 substructures open up a
multivariate space of design-parameter combinations. During the time of this thesis,
different combinations were studied regarding the requirements of the ATLAS ITk.
This chapter contains the results of performance studies on sensors produced in the
Standard Process. First, measurements of the chosen working point conditions on
exemplary matrices are presented. Second, the correlation between deposited energy
and signal response is analysed for both the internal amplification circuit alone as well
as for the pixel cell and readout. For the latter, monochromatic X-rays of different
energies were used to characterise the signal spectra. Third, the shape of the signal
spectrum is discussed and compared with simulations based on simple assumptions.
Fourth, results of single-pixel studies with radioactive sources – 55Fe and 90Sr – before
irradiation are shown. Fifth, these measurements were repeated for neutron irradiated
sensors and the obtained results are compared to investigate performance degradation.
The last section of this chapter presents a CERN SPS testbeam campaign testing
hit-detection efficiency after irradiation.

6.1. Validation of the chosen working point

As a first study, source scans with 55Fe were used to test the impact of different
settings for the reset voltage VRESET and the biasing voltage HV . A clear Gaussian
peak with a width given by the energy resolution is expected. The results of a scan to
validate the chosen point for VRESET is shown in Figure 6.1 for a backbias voltage of
HV = −3 V on the top and HV = −6 V on the bottom. These results are obtained
for the 30µm pixel structure M106 of an unirradiated chip.

The parameters of interest are pixel gain (position of the 55Fe peak), energy resolution
of the peak, rise time, and timing resolution. Charge sharing with neighbouring pixels
results in a hit continuum below the 55Fe peak which will be discussed later in this
chapter. For the study of the working point, only the peak position is used. The
normalised signal distributions show higher positions of the 55Fe peak in the case of
lower values of VRESET for both HV = −3 V and HV = −6 V. A value for VRESET of
1.2 V is clearly not feasible. The measurements for 0.8 V and 1.0 V differ only slightly.
For each peak, mean and standard deviation are given. VRESET also effects the energy
resolution. The timing distribution gets narrower for higher values of VRESET for both
HV = −3 V and HV = −6 V while the mean of the distribution increases.
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6. Signal characterisation of the Standard Process
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Figure 6.1. 55Fe spectra and timing distributions for different values of
VRESET. The peak positions in the signal spectra change with VRESET for both
HV = −3 V (a) and HV = −6 V (c). The timing distributions (b,d) are less
affected.

The manual of the TJInv mentions of a value of VRESET = 1 V [42]. This value proves
to be a reasonable value regarding the parameters of interest. For all results presented
in this thesis VRESET was set to 1.0 V unless mentioned otherwise.

Another important value during the operation of semiconductor sensors is the biasing
voltage HV . As described before, it is used to create an electric field and a depletion
region inside the collection volume. For the TJInv chip, the maximum bias voltage
used was HV = −6 V. The effect of different HV settings on the 55Fe signal spectrum
is shown in Figure 6.2a. As before, these results were obtained for an unirradiated
chip of the Standard Process with a 25µm epitaxial layer thickness. The spectra
of 55Fe show that a larger bias leads to higher signal sizes for the kα peak. This is
expected since similar to a capacitor, the capacitance is inverse proportional to the
applied voltage for a given charge. The energy resolution improves with stronger
biasing.
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6.2. Correlation of deposited energy and signal size

The distributions of the signal rise time are shown in Figure 6.2b. The increase of the
depletion volume also affects the timing distributions. The distributions get narrower
towards HV = −6 V. A small side-peak around 20 ns is visible in the distributions of
HV = −1.5 V and fuses with the main peak for higher values but the peak position
seems not to shift below this value.
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Figure 6.2. The value of HV has a direct impact on the 55Fe spectra (a).
A stronger biasing increases the gain as shown by the increase of the 55Fe
peak position in mV. An effect is also visible in the timing distribution (b). A
stronger biasing results in stronger electric field lines in the charge-collection
volume and reduces the capacitance. The distributions appear narrower and
peak at lower signal rise times.

An increase of high voltage leads to an increase of the electric field which lowers the
capacitance of the pixel. The low-capacitance design is sensitive to this reduction
leading to an increase of the gain. The reduction in capacitance also results in a
reduction of the signal rising time. Both effects seem to increase asymptotically but
no saturation is reached up to HV = −6 V.

6.2. Correlation of deposited energy and signal size

During the commissioning of the Time-precision setup the linearity of the external
amplifier and readout chain was shown. No corrections for the recorded signal spectra
are needed. The aim of the investigations is the understanding of charge collection
and signal creation in the pixel cell. For this, the next step is to test the association
of recorded signal spectra with the energy spectra of the deposited charges. In case of
a linear correlation between deposited energy and created signal, a simple calibration
using known energy depositions with monochromatic photons can be used. The
spectrum is then rescaled without affecting the shape.
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Figure 6.3. Single-pixel spectra obtained using 55Fe in red and (b) 90Sr in
black. Assuming a linear correlation between deposited energy and obtained
signal, the energy spectra (blue scale) can be calculated using the kα peak position
of the 55Fe signal spectrum as indicated [46].

This procedure is highlighted in Figure 6.3. An example signal spectrum of 55Fe,
recorded with the 50µm pixel structure M129 of an unirradiated Standard Process
sample is shown in red. In the radioactive source, 55Fe decays via electron capture
to 55Mn with a half-life of 2.73 years. The vacant position on the k-shell is then
filled by an electron from a higher shell. In this process, X-rays with an energy
of kα,Mn= 5.90 keV and kβ,Mn= 6.49 keV are emitted with a probability of 24.4 %
and 2.86 % respectively [17]. A clear kα peak is visible as marked by a blue vertical
line. The peak position value corresponds to 5.9 keV of the monochromatic photons
being completely deposited in the pixel. Using the energy of 3.6 eV needed to
create an electron–hole pair [54], the peak position is associated with a deposited
charge of 1650 e. Under the assumption of a linear correlation between energy and
signal, the calculated correlation factor is then used to convert the scale of the
signal spectrum – shown as x-axis in black – into the scale of the energy spectrum
– shown as blue x-axis – to obtain the energy spectrum of the measurement.
Another measurement performed with the MIP-like β-source 90Sr on the same pixel of
the same device under the same conditions is shown in Figure 6.3 as signal spectrum
in black. Since these measurements have the same gain properties, the correlation
factor determined with 55Fe is also valid to convert the 90Sr signal spectrum into an
energy spectrum assuming linearity.
The energy spectrum contains the information about charge deposition and charge
collection for a traversing MIP. Charges deposited inside of the depletion zone move
by drift, charges deposited outside of the depletion zone move by diffusion. Charge
collection by diffusion is characteristically slower.
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Taking this into account and only analysing fast hits in the energy spectrum, the
position of the MPV is a measure for the vertical size of the depletion zone. Here,
we assume 63 e−h pairs/µm [55] for the thin sensors of 25µm thickness. For full
lateral depletion, we therefore expect an MPV value of 63 e

µm
· ∼25µm=1575 e. For

the spectrum shown in Figure 6.3, the estimated MPV position is 1759 e and in
good agreement with full vertical depletion. The small deviation to a higher collected
charge might be caused by charge carriers of the transition region between the
epitaxial volume and the substrate, which is expected to contribute 10 % additional
charge [39].

The example showed the conversion between recorded signal spectrum and energy
spectrum in case of a linear correlation. Two different methods are used to probe
the linearity of the sensor: One method is the analysis of the transfer function of
the internal source follower circuit [40]. The other method is the analysis of signal
distributions for monochromatic photons of different energies.

6.2.1. Transfer function of the internal source follower

The correlation between the voltage level at the input node of the circuit (collection
electrode) and its output node (output of the chip) is called the transfer function.
The circuitry is shown in Figure 4.5 on page 35. The TJInv offers the possibility of
probing the potential at the input node for pixels with active reset, that is, pixels
whose circuit includes a reset transistor. By keeping the reset transistor constantly
open, the voltage level set as reset voltage VRESET is set at the input node. During
the measurement, the bias voltage is set to ground (HV = 0 V ). The potential of
the input node is then altered and the DC level of the output node is measured.

An example for a transfer function of a Standard Process chip obtained with the
multichannel setup of the ALICE group is shown in Figure 6.4a. The results for
different structures on an unirradiated sensor are presented in Figure 6.4b. The
measurements were scripted and automated in steps of 0.05 V. All functions show a
linear range below the chosen working point and another linear range above before
reaching a saturation, caused by the PMOS transistors of the source follower circuit.
The working point of 1.0 V resembles the state of the cell after reset. While collecting
negative charge – either by leakage current or a particle hit – the potential at the
input node reduces. For operation, a working point at the upper end of a long
linear range is anticipated. This way, a linear transfer behaviour is established before
saturation.

The measured transfer function shows no explanation for the reduction of signal size
in the case of VRESET = 1.2 V as observed in the spectrum in Figure 6.1. Since it is
not caused by the (DC) transfer function, other possible reasons are an increased
leakage over the closed reset transistor during normal operation mode.
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Figure 6.4. Transfer functions of Standard Process as measured in the multi-
channel setup (a) and as measured in the Time-precision setup (b). All functions
show an area of linear correlation before a saturation of the amplifier stages
start.

6.2.2. Linearity test using monochromatic fluorescence lines

The observed transfer functions show a linear correlation over a certain range. Beyond
this range, the signal saturates. The external readout chain shows a strict linear
behaviour as shown in the previous chapter. Therefore, any nonlinearities between
deposited energy and recorded signal only depend on the working point position
inside the transfer function.
Given a certain energy depositon, for example, by the fluorescence lines of 55Fe, the
position of the working point on the transfer function depends on the internal gain
of the pixel. This gain is among other things a function of the capacitance of the
pixel and the applied bias voltage. In order to determine the correlation between
deposited energy and resulting signal for given pixels, additional energy lines are
measured in X-ray fluorescence setups. A picture of the X-ray fluorescence setup at
the University of Glasgow and the working principle are shown in Figure 6.5.

An X-ray tube is directed towards a thin target and emits the “incident beam”
indicated in yellow. When the X-ray photon hits the target, an electron of the k-shell
might be excited to leave the atom, creating a vacant space. This space then can be
filled by an electron coming from a higher shell, emitting the energy difference as a
“secondary X-ray” photon indicated in green.
The setup is placed in a cooling box with supply of dry air. The box will be closed
and a target is placed on top indicated in red. A replica of the Time-precision setup
as described in the previous chapter was used to test TJInv sensors at Glasgow.
The only difference was the usage of a laboratory oscilloscope instead of a DRS4. A
second setup has been designed, constructed and commissioned at CERN by the
local ATLAS CMOS group. The CERN setup was successfully used to measure
unirradiated samples and is currently under development to add sufficient cooling
for the analysis of irradiated samples.
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Figure 6.5. Glasgow fluorescence setup and working principle.

The fluorescence photons of each spectral line are monochromatic and can therefore
be used for energy calibration. With different target materials, photons of different
energies can be produced. The covered energy range is presented in Figure 6.6.
Different pixel structures of an unirradiated Standard Process sensor were tested
in the Glasgow X-ray fluorescence setup. Measurements with five different targets
– Fe, Cu, Se, Nb, Sn – were recorded.

The waveforms recorded by the laboratory oscilloscope were converted and then
analysed using the standard framework and procedure to determine the signal size of
the kα peaks. In order to be compatible to measurements previously performed by
the Glasgow group, the chip was only biased to HV = −5 V in these measurements.
The results are shown in Figure 6.7.

The data was fitted using an exponential function to consider saturation. Equation
(6.1) gives the used formula, s being the final level at saturation, τ being the constant
of the exponential behaviour and m being an offset

g(q) = s · (1− e−
q
τ ) +m (6.1)

Fits with m being a fit parameter are shown in Figure 6.7a, fits with m = 0 fixed are
shown in Figure 6.7b.
Concerning the results, two types of structures are visible: On one hand, some pixels
(M114, M126 and M129) produce relatively low signals for the kα peaks. These
in the context of the thesis called Low Gain (LG) pixel structures show a fairly
linear behaviour over the entire investigated range. For LG structures, the linear
approach for converting signal spectra into energy spectra described above shows to
be reasonable. The example in Figure 6.3 was a pixel of M129.
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Figure 6.7. X-ray fluorescence on unirradiated Standard Process. The signal
size of the kα peaks of different pixels for five used targets – Fe, Cu, Se, Nb, Sn –
are shown. An exponential fit function with (a) and without (b) offset is added.

On the other hand, some pixels (M002, M070 and M106) produce relatively high
signals for the investigated kα peaks. For these High Gain (HG) pixel structures, the
peak positions reach a saturation approximately at 240 mV. The saturation behaviour
resembles the shape of the already observed transfer function. When using the linear
conversion from signal to energy spectra, the range beyond iron and copper will
be compressed. The differences of LG and HG structures are probably caused by
different pixel capacities but were not studied in more detail.
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To correct for this behaviour, calibration measurements with multiple lines are needed
for each different pixel and sample under controlled conditions like bias voltage and
temperature.
As said before, the expected MPV position for MIPs is around 1575 e for sensors
of 25µm thickness. This energy is slightly above kα,Fe and below kα,Cu. In case of
charge loss or charge sharing, the MPV position will reduce further away from the
saturation region. During the measurements in the lab, the 55Fe source is used to
estimate the gain of the pixel structure, this position is therefore known. Regarding
the results of the LG structures and the fit results with m = 0, using the linear
conversion as first-order approximation around kα,Fe is sufficient to qualitatively
compare the MPV. In the context of this thesis, also the energy spectra for HG
structures were obtained this way. For further validation of this approximation, the
X-ray measurements must be repeated with targets providing kα peaks at lower
energies like aluminum or tin.

6.3. Performance of the Standard Process before
irradiation

As mentioned before, the sensors of the upcoming ALICE ITS upgrade will be
produced in the TowerJazz Standard process. During the R&D phase, sensors of this
process, including the TJInv, were intensively tested to prove capabilities and to
optimise parameters. The tests had been performed on unirradiated samples as well
as irradiated samples up to 1.7×1013 n/cm2. The results were published [48, 33].

Some results were reproduced with the Time-precision setup in order to validate
the setup but also to acquire data for the unirradiated Standard Process to later
compare with irradiated samples and samples of the modified process.

The results obtained in the Glasgow fluorescence setup showed significant differences
in gain between pixel structures present in the TJInv chip. Using the 55Fe target, more
pixel structures were tested to search for correlations to the geometric parameters
– pixel size (pitch), electrode size and spacing – of the respective pixel design. The
results are presented in Figure 6.8. In each data set, the remaining parameters are
kept constant.

First measurements indicated that pixels with larger pitch are more likely to be in
the LG category and pixels with smaller pitch to be in the HG category. In order
to test this further, pixels of different size had been used as shown in Figure 6.8b.
Unfortunately, no pixels of 40µm or 50µm size with a spacing of 3µm are available
in the chip. No clear correlation between pixel size and gain is visible since the 30µm
structure M106 provides a high gain.
The comparison of pixels with 28µm pixel size and 3µm spacing but different
electrode size is given in Figure 6.8c. Here, a smaller electrode size corresponds to a
significantly higher gain, caused by a smaller capacitance between the electrode and
the epitaxial layer.
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Figure 6.8. Effect of geometric parameters (a) on the signal size of the kα,Fe
peak. Pixel structures with different pixel sizes (b), electrode sizes (c) and
spacing (d) had been measured.

Among the 28µm pixels, also structures with different spacing were measured. Data
series for different electrode sizes are given in Figure 6.8d. The spacing has an impact
on the gain of the pixel but there is no visible correlation between spacing and a
maximum gain independent of the electrode size. Instead, the capacitance – and as
result the gain – is a function of all geometric parameters.
The TJInv was used by the ALICE collaboration to analyse this parameter space
in order to find optimal combinations for their upcoming upgrade and the same
behaviours were observed: The signal size reduces with increasing size of the collection
electrode. Using the multi-channel readout, a decrease of the average cluster size
with increasing electrode size was observed due to stronger electrical fields in the
volume. The impact of the spacing on the signal size showed no consistent trend but
a local maximum. The average cluster size decreases with increasing spacing [56].
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6.3.1. Charge sharing and its effect on the single-pixel
spectrum

The geometric design of the pixel cell impacts on the signal gain as observed in the
X-ray fluorescence measurements. Apart from the position of the kα,Fe peak, also
the shape of the signal spectrum depends on the parameters. The spectra of 28µm
pixels with different electrode sizes are shown in Figure 6.9.
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Figure 6.9. Signal spectrum shape for different electrode sizes with area nor-
malisation.

With increasing electrode size, the ratio of events in the kα,Fe peak increases. On one
hand, this could be the result of a decreasing gain but an equal lower cutoff of the
spectra. On the other hand, it could indicate an influence on charge sharing since the
continuum of hits with lower energies is expected to contain signals shared between
neighbouring pixels. At the time of these measurements, the readout was limited to
single-pixel measurements by the number of available amplifiers.

Concerning the single-pixel spectra presented here, validating the effect of geometric
parameters like electrode size on the electric field, charge collection and charge sharing
in fine detail requires simulations of electric fields, penetration depths and crystal
properties. For the interpretation of the observed spectra shapes with monochromatic
peaks and a continuum of shared hits, a more simply plausibility test of the observed
spectra can be based on a few assumptions:

• Penetration depth and vertical charge deposition is neglected. Instead, a 2d
approximation is used.

• Charges are generated as a normalised charge cloud with 2d Gaussian density
and Integral Ic = 1.

• The widths in both directions are identical: σx = σy = σcloud.

• The center position of a charge cloud is random and uniformly distributed.
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• The charge collected by one electrode is the integral of the charge cloud over
the pixel of size dpixel, so the collected charge only depends on the pixel size.

• No charge loss is considered.

• The spectrum has a cutoff at a low value xcut (simulating a trigger threshold).

• Each signal is affected by Gaussian smearing σsmear (simulating energy resolu-
tion).

The application of these assumptions is shown in Figure 6.10. For each dataset, a
combination of the parameters (dpixel,σcloud, xcut, σsmear) is chosen. Out of scaling-
invariance, all parameter sets with the same ratio σcloud

dpixel
lead to the same result. This

reduces the combinations to (σcloud
dpixel

, xcut, σsmear). The center of the charge cloud is

chosen randomly over an area bigger than the pixel size, limited by the selected
cutoff xcut.

Figure 6.10. Simulation of charge sharing. A central hit position is chosen
randomly and a normalised 2d Gaussian with given width is calculated. The
integral over the pixel area (indicated as light area) is taken as signal in the
pixel if this signal exceeds a given threshold.

The integral Ipixel of the charge cloud over the pixel area is calculated and neglected
for Ipixel < xcut. As last step the calculated signal gets Gaussian smeared by adding
a Gaussian random number of mean µ = 0 and σsmear, similar to the simulated noise
in the previously presented fit validation procedure.

55Fe: In the case of a photon, such as emitted by 55Fe, the produced charge cloud
has a monochromatic energy. Additional lines are neglected and the energy of the
line is normalised to one. Histograms of different datasets with equal σsmear are given
in Figure 6.11a. For small values of σcloud

dpixel
, the peak is clearly visible around a signal

value of x = 1.
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Increasing the relative charge cloud size σcloud
dpixel

leads to the expected increase of

shared hits and decrease of peak height in the normalised histogram. In terms of the
laboratory measurements, this corresponds to choosing smaller pixel sizes.
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Figure 6.11. Charge sharing simulation of 55Fe spectra. The shape of the
distribution is affected by the relative charge cloud size (a) and the energy
resolution of the sensor (b). In the first case the energy resolution was kept
constant at 5%, in the second case the charge cloud size was kept constant at
10%.

The influence of different energy resolutions is shown in Figure 6.11b. The relative
cloud size is kept constant at 10 %. In addition to the expected effect of reducing the
relative peak height, the position of the maximum gets shifted to lower values when
the energy resolution gets worse.

90Sr: The presented simulation assumes a Gaussian shaped charge cloud around a
central point. This assumption is a better approximation for photons than for MIP-like
particles traversing the sensor. In the case of MIP-like particles, the deposited energy
is not monochromatic but a statistical value. Also the assumption of a fixed cloud
size might no hold valid anymore. Still, the simulation can be used for a qualitative
estimation of observed 90Sr spectra since the other assumptions – signal as integral
of a charge cloud, low-value cutoff and limited energy resolution – are independent
of the original particles.
As explained in section 3.3, an ideal MIP spectrum follows a Landau distribution. For
the simulation of effects, random numbers are drawn out of a Landau distribution.
They are then altered by a factor randomly drawn out of the normalised 55Fe
simulations show in Figure 6.11. The simulated distributions as well as the used
original Landau distribution are shown in Figure 6.12.
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Figure 6.12. Charge sharing simulation of 90Sr spectra. The shape of the
distribution is affected by the simulated charge cloud size (a) and the simulated
energy resolution of the sensor (b). In the first case the energy resolution was
kept constant at 5%, in the second case the charge cloud size was kept constant
at 6%. The used original Landau distribution is added.

As observed before in the 55Fe spectra, a rising contribution of shared hits for higher
relative cloud sizes can be observed in Figure 6.12a. With increasing charge sharing
the position of the local maximum moves to smaller values. Whereas the peak of
the 55Fe spectrum was still visible for σcloud

dpixel
= 16 %, the local maximum of the 90Sr

spectrum almost completely fuses with the rising contribution of shared hits due to
the initially broader Landau shape. Despite the visible distributions, the distributions
seem to coincide at around 0.7 MPV.
Figure 6.12b shows the impact of energy resolution on the obtained spectra for a fixed
cloud size of 6 %. Unlike the 55Fe spectra above, the peak position of the distribution
is more robust, even up to σsmear = 20 %.

The simulations presented here are made using simplified assumptions. Calculated
charge sharing and energy resolution have different effects on the observed spectra.
Whereas the spectra of 55Fe are more affected by the energy resolution, the gain
information can still be extracted in case of high charge sharing. The peak position
remains relatively stable. The opposite holds true for the 90Sr spectra. The infor-
mation of the MPV is more robust against a decrease in energy resolution. Charge
sharing on the other hand alters the shape of the distribution and the position of the
local maximum. This has to be taken into account when interpreting 90Sr spectra of
smaller pixel sizes in case of strong charge sharing.
With respect to the X-ray fluorescence measurements discussed in the previous
section, it is to mention that the simulated spectra resemble energy spectra of the
collected charge. In the case of HG structures a comparison to recorded signal spectra
has to consider the compression of the tail due to the saturation region.
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Charge sharing for different pixel sizes

The basic simulations show the effect of different σcloud
dpixel

ratios in the obtained signal

spectra. Results of 55Fe source measurements for pixels from 20µm size up to 50µm
size on an unirradiated chip are shown in Figure 6.13a. The normalised distributions
for M112 and M124 are additionally descaled by a factor of four to enhance visibility.
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Figure 6.13. 55Fe results of the Standard Process before irradiation. The
signal spectra for different pixel structures (a) show a different amount of shared
hits. After normalisation with respect to the peak position (b), shape differences
become more visible.

The difference in gain is clearly visible in the 55Fe spectra as seen before in the
fluorescence measurements. Concerning the shape of the normalised spectra, the
ratio of hits in the main peak is significantly higher for the larger pixels (40µm and
50µm) than for the smaller pixels (20µm and 30µm) and the continuum of shared
hits is reduced. Apart from the bigger pixel size, the structures M112 and M124
also have a bigger spacing (13.5µm compared to 3µm) than the structures M002
and M106. In Figure 6.13b, the spectra are scaled horizontally to a kα peak position
of 1 and normalised in the interval [0.4:1.2] to compensate for gain differences and
threshold effects. In this diagram, the differences between different pixel sizes seem
negligible whereas the spacing has an effect on the shape of the spectrum.
Beyond this, single pixel spectra are not sufficient to determine cluster characteristics
like cluster size and cluster charge. For these measurements, multichannel setups
reading out a grid of pixels simultaneously are needed.

6.3.2. Signal rise time

The MPV position in the converted 90Sr energy spectrum in Figure 6.3 indicates full
vertical depletion. A high level of depletion is important to fulfil the requirements
for fast and uniform signal detection.
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The corresponding distribution of signal rise time for the 50µm pixel structure
of the Standard Process before irradiation is shown in Figure 6.14a. The distribu-
tion is Gaussian shaped with a peak position of (20±3) ns. The low peak position
– small absolute collection time – equals a high mobility and is important to reduce
the trapping probability and ensure radiation hardness. The narrow width of the
distribution is important for the mapping of a particle hit to a specific bunch crossing
in the detector.
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Figure 6.14. Signal rise time of 90Sr for a 50µm pixel structure before
irradiation (a) and correlation with the energy spectrum (b).

Figure 6.14b shows the correlation of both the energy spectrum and time distribution
in the 2d plane. In both the 1d and 2d diagrams, no signal contribution with high
signal rise time is observed. Since charge collection by drift is significantly faster
than charge collection by diffusion, this indicates charge collection only by drift for
the applied HV = −6 V. The triangular shape of the 2d distributions agrees with
the noise studies presented in chapter 5. The timing resolution of the fit is a linear
function of S/N in case of Gaussian noise. Having a noise level independent of the
signal results in the observed shape.

6.4. Sensor performance after irradiation

At the beginning of the ATLAS TowerJazz project, it was already established that
the TJInv sensors produced in the Standard Process work before irradiation and after
irradiation to 1.7×1013 n/cm2. This level of NIEL damage was the requirement for
the ALICE ITS upgrade and the feasibility of the technology was proven [33]. For the
ALICE ITS, full depletion and charge transport by drift are not required. Regarding
the outer layers of the future ATLAS ITk on the other hand, higher requirements
are in place as mentioned before. In order to test these requirement, sensors were
neutron irradiated to higher fluences in the TRIGA reactor in Ljubljana, Slovenia.
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6.4.1. Irradiation campaigns at the TRIGA reactor in Ljubljana

The TRIGA reactor at the Jožef Stefan Institute in Ljubljana, Slovenia, is a research
reactor and was used to irradiate TJInv sensors. The irradiation was done in the F19
irradiation channel [57]. Sensors of the Standard Process were irradiated to different
fluences, an overview is given in Table 6.1. The fluences are scaled to 1 MeV neq, the
uncertainty on the obtained fluences is estimated to be 10 %.

Table 6.1. Overview of fluences for sensors of the Standard Process: Only
selected irradiation steps were analysed in the context of this thesis.

Fluence scaled to 1 MeV neq Included

1.7×1013 n/cm2 –

4.0×1013 n/cm2 –

1.0×1014 n/cm2 X

2.0×1014 n/cm2 –

4.0×1014 n/cm2 –

1.0×1015 n/cm2 X

For the irradiation, bare sensors were packed and inserted into the reactor. After
letting he activation level cool down for several days, the sensors were shipped to
CERN, glued onto carrier boards and connected with wire-bonds. After irradiation,
sensors were stored and measured at cold temperatures and in dry-air environments.

6.4.2. Gain and charge collection after irradiation

Like the comparisons between pixel structures of different geometric properties, the
effect of neutron irradiation is investigated by comparing the signal spectra of 55Fe
and 90Sr. After irradiation, the leakage current at room temperature is significant and
prohibits triggering on the signal itself. Therefore, the measurements were performed
in a climate chamber at −30 ℃ to suppress leakage current in the irradiated samples.
For comparison, also unirradiated sensors were measured at −30 ℃.
The obtained signal spectra for the 50µm pixel structure M129 before and after
irradiation to 1.0×1014 n/cm2 and 1.0×1015 n/cm2 are shown in Figure 6.15.
The sensor irradiated to 1.0×1014 n/cm2 stayed functional and clear signals and spec-
tra were obtained. The signal spectra of 55Fe show a gain reduction of around 10.0 %
after 1.0×1014 n/cm2. The energy resolution worsens by a factor of 1.4 compared to
the unirradiated sample. This leads to the kα and kβ peaks being fused completely.
The sample irradiated to 1.0×1015 n/cm2 only shows a minor further reduction but
the energy resolution worsens by a factor of 4.9 compared to the unirradiated sample
and by 3.8 compared to the sample irradiated to 1.0×1014 n/cm2.
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Figure 6.15. Signal spectra of 55Fe (a) and 90Sr (b) for a 50µm pixel structure
before irradiation in black, after irradiation to 1.0×1014 n/cm2 in blue and
after 1.0×1015 n/cm2 in red. All measurements were performed at -30 ℃.

Comparing the 90Sr signal spectra before and after irradiation to 1.0×1014 n/cm2, the
MPV signal position decreases by almost 21 %. The distribution seems compressed
as a result of the gain decrease. The MPV signal position for the sample irradiated
to 1.0×1015 n/cm2 is in between the values of the other two samples.
position of the MPV signal position.
The signal spectra are now normalised with respect to the 55Fe peak position as
discussed before. The linear transformation rescales the spectra into energy spectra
to enable shape comparisons and an estimation of the MPV positions. The result of
this transformation is given in Figure 6.16.
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Figure 6.16. Converted energy spectra of 90Sr for a 50µm pixel structure
M129 before irradiation in black, after irradiation to 1.0×1014 n/cm2 in blue
and after 1.0×1015 n/cm2 in red.

After conversion into energy spectra, the differences between the unirradiated sample
and the 1.0×1014 n/cm2 sample reduce as expected. The collected charge of 1545 e
agrees very well with the expected MPV for a 25µm depletion thickness of 1575 e [39].
This result is a strong indication that the sensor of the Standard Process can keep full
vertical depletion of the epitaxial layer even after an irradiation of 1.0×1014 n/cm2.
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For the highest irradiated sample, an MPV value of 1824 e is estimated. This value
exceeds the value of the unirradiated sample by 3.7 %. Despite the high signals,
this sample showed a very low hit rate, indicating a reduced lateral coverage of the
depletion zone. Further measurements on the depletion zone and behaviour of the
sample were performed with other techniques as described later.

6.4.3. Signal rise time after irradiation

The corresponding distributions of signal rise times for the 90Sr measurements
presented before are given in Figure 6.17. After 1.0×1014 n/cm2, the signal rise time
decreases from 20.1 ns to 17.3 ns. This decrease is within the timing resolutions of
the distributions but still a visible shift. For both sensors, the signal rise time is
Gaussian distributed with a narrow width below 3 ns.
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Figure 6.17. Signal rise time of 90Sr for a 50µm pixel structure before
irradiation in black, after irradiation to 1.0×1014 n/cm2 in blue and after
1.0×1015 n/cm2 in red.

The signal rise time of the sensor irradiated to 1.0×1015 n/cm2 appears to be the
combination of a very fast component – peaking at around 12 ns – and a slower
continuum that reaches a maximum around 35 ns and contains a long tail over 100 ns,
failing the requirements for the ATLAS ITk. The fast component agrees with the
previous observation of decreasing signal rise time and increasing width due to lower
S/N. A similar separation was observed for unirradiated sensors when applying a low
value for HV as seen in Figure 6.2b on page 53. A possible explanation is the assumed
sever degradation in lateral depletion: Particle hits near the collection electrodes
experience a high electric field and create fast signals. Particle hits further away – if
still close enough to be detected – experience significantly lower fields, creating slow
signals.

Correlations between signal rise time and signal are shown in Figure 6.18. After
irradiation to 1.0×1014 n/cm2, the correlation still has a visible triangular shape as
expected. The observations of the 1d distributions – lower signals and lower signal
rise times – seem not to relate to certain areas but the entire distribution. After
irradiation to 1.0×1015 n/cm2, the correlation has a totally different shape.

69



Performance test of depleted CMOS sensors for application at HL-LHC

6. Signal characterisation of the Standard Process

Signal [mV]

0 50 100 150 200 250

S
ig

na
l r

is
e 

tim
e 

[n
s]

5

10

15

20

25

30

35

40

0

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

(a) 1.0×1014n/cm2

Signal [mV]

0 50 100 150 200 250

S
ig

na
l r

is
e 

tim
e 

[n
s]

10

20

30

40

50

60

70

80

90

100

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

3−10×

(b) 1.0×1015n/cm2

Figure 6.18. Correlations between signal rise time and signal for a 50µm
pixel structure after 1.0×1014 n/cm2 (a) and after 1.0×1015 n/cm2 (b).

The triangular effect of S/N is roughly visible but the majority of hits is spread
out both in signal size and especially in signal rise time. The two contributions
which appear to form the signal rise time distribution are not separate in the 2d
area. Comparing the shape with the mentioned shape for low biasing, the results
hint to the fact that the irradiated sensor is barely depleted even for HV = −6 V.
Since the converted 90Sr energy spectra still indicates a certain level of vertical
depletion, the horizontal depletion might be significantly affected. In order to study
this further, a space-resolved measurement method is needed. Additionally, the count
rates decreased and indicated a reduction in efficiency. But considering the higher
leakage current and change in threshold settings, dedicated efficiency measurements
with a reference telescope were performed.

6.5. Efficiency measurements – Standard Process

Laboratory measurements with radioactive sources give important results on signal
shapes, signal rise times and charge collection. In order to characterise the perfor-
mance and potential of a sensor, further information is needed which cannot be
obtained in such setups. A sensor is required to keep a high charge-collection and
hit-detection efficiency over its entire surface. These parameters are measured in
testbeam environments using a particle beam passing through the sensor and a
reference telescope to obtain the position information of the particle interaction. The
TJInv has been tested in 2016 at the H8 beamline in the CERN SPS North Area.

CERN SPS North Area - H8 beamline The second-largest machine at CERN,
the SPS serves as accelerating stage before the LHC. Receiving protons from the
Proton Synchrotron (PS) with an energy of 25 GeV/c, their energy is further increased
and they are then either filled into the LHC or transferred to other facilities, the
CERN SPS North Area being one of them.
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Here, four beam lines are available to test detector components with the primary
proton beam or with secondary beams. These secondary beams are created when the
primary beam hits a target. All CERN SPS testbeam measurements presented in
this thesis had been performed with secondary pion beams of 180 GeV/c [39].

AIDA SBM FE-I4 telescope The AIDA SBM FE-I4 telescope was built by
members of the local CERN group throughout 2014 [16]. A picture of the telescope
is shown in Figure 6.19.

Figure 6.19. AIDA SBM Fe-I4 telescope. The DUT is positioned between
the two telescope arms. Each arm consists of three FE-I4 modules of which the
inner one is rotated by 90 ° and the outer ones are tilted by 15 °. The second
arm is additionally rotated by 90 ° with respect to the first one.

The telescope contains six single-chip FE-I4B modules mounted on two telescope
arms. Each module contains pixels of 50µm×250µm pixel size in an active area of
around 2 cm×2 cm. The asymmetry is compensated by rotating the middle module
of both arms by 90 ° with respect to the outer ones and then rotating one arm by 90 °
with respect to the other one. The outer modules of each arm are then additionally
tilted by 15 ° around the axis of its long pixel direction. Using charge sharing and
hit-position interpolation, the resolution is enhanced further. This way, a resolution
in the order of 8–9µm in both the horizontal and vertical direction can be achieved
[16, 39].
During the 2016 CERN SPS testbeam only five modules were working and arranged
to have three upstream and two downstream modules, leaving the last position
without working module. This resulted in a slight asymmetry in resolution of 11.6µm
in x and 12.2µm in y.
The Device Under Test (DUT) – in this case the TJInv – is positioned in the centre
of the telescope between both arms. Beam particles pass through the modules of the
first arm, then the DUT, and finally the modules of the second arm. By recording and
analysing the hits in the telescope modules, the particle trajectory is reconstructed.
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DUT setup By recording the signals of the telescope and the ones of the DUT at
the same time, the information can be linked and a position-sensitive dataset of DUT
events is obtained. The Time-precision setup has been modified to read out multiple
channels simultaneously in the CERN SPS testbeam. Three DRS4 oscilloscopes were
connected in series and read out together. The first DRS4 serves as master being
configured in a standard way. The two other DRS4 serve as slaves and record hits
together with the master. This way, up to twelve channels can be recorded at the
same time. Out of these twelve channels, one channel was needed to receive the
trigger veto signal. Out of the remaining eleven channels, only four channels were
equipped with external cividec amplifiers. The four channels were chosen to form
a 2×2 pixel area as shown in Figure 6.20. This way, the interconnection of four
pixels is at the center of the sensitive area. Since this part of the pixel cell has the
biggest distance to collection electrodes, charge collection and therefore hit-detection
efficiency are most sensitive to failing depletion after irradiation at this location.

Pixel 1! Pixel 2!

Pixel 3! Pixel 4!

Pixel pitch e.g. 50µm!

Figure 6.20. 2×2 pixel configuration to optimally use the four available
cividec amplifiers: The interconnection of four pixels has the biggest distance
to collection electrodes and is expected to be most sensitive to failing depletion
after irradiation.

Trigger scheme Both setups – AIDA telescope and TJInv readout – are run
separately. Trigger signals between both setups enable the simultaneous readout of
telescope hits and the corresponding hits in the DUT. The trigger scheme is explained
in Figure 6.21. Each telescope arm is equipped with a “Hitbus chip”. In this chip, the
hit signals of all planes in this arm can be combined with simple gate logic. During
operation, the first two modules of the telescope (the most upstream ones) serve as
initial trigger planes. Each single-chip FE-I4B module has 80×336 pixels in an area
of 2 cm×2 cm. Since our DUT area is only around 200µm×200µm in case of testing
big pixels, a Region Of Interest (ROI) can be defined for each trigger plane. All
pixels of the plane are read out but only pixels inside the ROI are used for triggering.
A logic AND gate in the chip sends a trigger pulse only in the case of coinciding hits
in the ROIs of the first two planes.
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Figure 6.21. Trigger scheme of the CERN SPS Testbeam, signals are sent
in clockwise direction. Triggers in the ROIs of the first two planes (a,b) are
processed by the Hitbus chip applying an AND gate (c). The DRS4 ignores
triggers in the reset veto interval (d) and only sends triggers for events that
are stored when it is not busy (d). This “trigger acknowledged” signal (e) is
used by the telescope readout to store the information of all planes (five during
the 2016 testbeam campaign).

This pulse is then sent to the master DRS4. As before during source scans, hits
coinciding with the reset interval are neglected since they cannot be analysed. The
DRS4 has a limited rate for stored events per second. The manual speaks of about
500 Hz per number of boards. After each recorded event, the DRS4 is busy for some
time and ignores incoming trigger pulses.
Only for successfully stored events the trigger output of the DRS4 transmits a pulse
further. This trigger pulse is sent along the chain and all DRS4 channels are stored
into one file. Since both trigger veto and DRS4 event rate limitation reduce the
number of stored DUT hits with respect to the initial triggers sent by the Hitbus,
this trigger pulse of the last DRS4 is used as a ‘trigger acknowledged’ signal. It is
sent back to the telescope setup to trigger the storage of telescope events.
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Closing this loop enables both files to contain the same amount of events by ignoring
the telescope events without stored equivalent in the DRS4. The synchronisation of
the events stored in both files is done offline using event timestamps.

As indicated in the trigger scheme, the limited event rate of the DRS4 chain is the
main bottleneck in the setup. Different measures are in place to maximise the data
rate of the setup: Not all hits on the entire first two planes are used for triggering.
Instead, a very small ROI is defined. This way, particles that cannot hit the DUT
are excluded in the first place. A further measure is to exclude hits during the reset
of the pixel cell already online during data taking. The desired properties of the pion
beam are high intensity and high focus to maximise particle density in the small are
of the DUT.

Cooling Irradiated samples are measured at low temperatures to reduce the leakage
current and prevent annealing. Figure 6.22 shows the closed cooling box positioned
between both telescope arms.

Figure 6.22. The cooling box for sensor and TJInv adapter board is positioned
between both telescope arms. The box has two separate compartments. On the
right hand side, dry ice is used to cool down the inside of the box. On the left-
hand side, the compartment containing the sensor and the TowerJazz adapter
board is flushed with dry air to prevent condensation.

The components of the setup that had been positioned inside the climate chamber
are now fixed inside the cooling box. The box has a second compartment that is
filled with dry ice. External supply of dry air prevents condensation on the sensor.

Efficiency calculation and corrections The efficiency of the DUT is the ratio
of the number of events with reconstructed telescope tracks and a valid sensor hit to
the number of all events with reconstructed telescope tracks as given in Eq. (6.2):

ηuncorrected(x, y) =
nTracks with DUT hit(x, y)

nAll tracks(x, y)
(6.2)

74



Performance test of depleted CMOS sensors for application at HL-LHC

6.5. Efficiency measurements – Standard Process

Since the acceptance area of the DUT consists of only four pixels which are read out
simultaneously, edge effects and the pointing resolution of the telescope of around
9µm influence the efficiency measurements. A simulation has been performed to
estimate the influence of this pointing resolution on a perfect sensor [39]. As shown
in Figure 6.23a, the measured efficiency drops to 50 % in the middle of the edges of
the acceptance area and down to 25 % in the corners where four pixels are connected.
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Figure 6.23. Efficiency correction due to a finite telescope resolution (a) and
estimated uncertainty of the correction (b). The pixel area under investigation
(c) is least affected by the finite resolution [39].

The drop in expected efficiency is caused by hits outside the area which get mis-
reconstructed inside the area due to the telescope resolution. As seen in the map,
this effect is most significant on the corners and edges whereas the correction in the
center of the acceptance area is almost zero for pixels of 50µm size. For smaller pixel
size, the effect increases. As mentioned before, only five out of the six AIDA SBM
telescope planes were functioning during the testbeam campaign. For the calculation
of the correction map this difference between horizontal and vertical resolution is
taken into account. Figure 6.23b shows an estimation of the correction uncertainty
obtained by a ±1µm variation to the telescope resolution. This uncertainty is treated
as systematic uncertainty. The obtained corrected efficiency for a position (x, y) is
given in Eq. (6.3):

ηcorrected(x, y) =
nTracks with DUT hit(x, y)

nAll tracks(x, y)
· 1

ηideal(x, y)
(6.3)

6.5.1. Testbeam results of the Standard Process after
irradiation

Unirradiated TowerJazz sensors produced in the Standard Process were not tested
with the AIDA SBM FE-I4 telescope. Their efficiency was tested and presented
by other groups investigating the technology [58]. The efficiency of the TowerJazz
technology using a Standard Process design after (irradiation to 1.7×1013 n/cm2, the
requirement for the ALICE ITS Upgrade) was further tested with the ALICE Alpide
chip, which is currently in production for the ALICE upgrade [38].
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As mentioned before, the requirements for the outer layers of the ATLAS ITk are
set to 1.5×1015 n/cm2. In this radiation regime, the two levels presented earlier –
1.0×1014 n/cm2 and 1.0×1015 n/cm2 – were also tested in the CERN SPS testbeam.

Standard process after 1014 n/cm2 The obtained results for structure M129
after 1.0×1014 n/cm2 is shown in Figure 6.24. The four recorded pixels are marked
with black squares. The uncorrected efficiency map over the entire four-pixel area is
given in Figure 6.24a. Within statistical fluctuations, the distribution agrees very
well with the expected efficiency.
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Figure 6.24. Efficiency map over the entire four-pixel area before (a) and
after applying the resolution correction (b) as well as efficiency projections
of the central area in x-direction (c) and y-direction (d) for Standard Process
50µm pixel after 1 .0 × 10 14 n/cm2 .

The corrected efficiency map is shown in Figure 6.24b. The efficiency is relatively
constant over the entire pixel area. As mentioned before, the area of interest is
the intersection of all four recorded pixels. Projections of the efficiency in this area
are shown in Figure 6.24c and Figure 6.24d. Since the 2016 CERN SPS testbeam
campaign mainly focused on sensors of the modified process (results in the next
chapter), this measurement was done at the end of the campaign in little remaining
time and does not contain high-statistic runs.
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Regarding the center area, only 4500 tracks were reconstructed by the telescope,
leading to high statistical uncertainties. The sensor shows an efficiency of 97.6 % ±
1.5 % (stat.) ± 0.6 % (syst.) with a slight drops around the middle of the four-pixel
area. Still, the sensor is capable of collecting charge over its horizontal area within
the uncertainties even after this level of irradiation.

Efficiency drops around pixel edges are a first indication for weaker horizontal
depletion in this area. Another possible reason is charge sharing in combination with
a low S/N: During this testbeam campaign, the setup suffered from higher noise
than previously in the laboratory environment. Therefore, this noise is no intrinsic
noise of the chip but the effect of external sources. As a result of this noise, higher
threshold settings were used during the campaign. The investigated structure M129
is an LG structure. At the pixel edges and corners, charge sharing between the pixels
leads in addition to smaller signals in each individual pixel.
Such an effect on the TJInv can only be tested by reducing the effect of external noise
sources. Based on the observations during this testbeam campaign, modifications of
the telescope setup were performed for future campaigns, including shielded cables
and more integrated components.
Since the transport of analogue signals over cables is one of the main weaknesses,
a future test chip that includes a digital front-end is expected to suffer less from
external noise then the TJInv.

Standard process after 1015 n/cm2 The Standard Process sensor irradiated to
1.0×1015 n/cm2 was also measured in the SPS testbeam. Based on the laboratory
source measurements shown before, a high efficiency was not expected and only
a small amount of time invested, limiting the collected statistics. The center area
contains only 2986 reconstructed tracks. The obtained results for a matrix of 50µm
pixel size after 1.0×1015 n/cm2 is shown in Figure 6.25.

Both the uncorrected and corrected efficiency maps show a structure in the four-pixel
area. The efficiency is highest in the middle of each pixel at the location of the
collection electrode, but even there the measured efficiencies are below 80 %. The
projections in the x and y directions in Figure 6.25c and Figure 6.25d, respectively,
show drops in efficiency below 50 %. Due to the radiation damage in the epitaxial
volume, the depletion zone shrinks down around the collection electrodes. Here,
partial charge collection is still possible. The average obtained efficiency over the
central area is measured to be 56.6 % ± 1.9 % (stat.) ± 0.6 % (syst.). The severe
degradation in efficiency is not limited to the pixel edges but also visible at the
position of the collection electrodes. Unlike the sample irradiated to 1.0×1014 n/cm2,
the effect is not only the result of charge sharing and a lower S/N.
The systematic uncertainty caused by the applied correction is small for the tested
50µm structures. For a more precise measurement, a higher statistic is necessary.
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Figure 6.25. Efficiency map over the entire four-pixel area before (a) and
after applying the resolution correction (b) as well as efficiency projections
of the central area in x-direction (c) and y-direction (d) for Standard Process
50µm pixel after 1.0×1015 n/cm2.

6.6. Summary

The Time-precision setup has been successfully used to measure the performance of
TJInv sensors produced in the Standard Process before and after irradiation up to
1.0×1015 n/cm2. The working point of the setup was chosen based on scans of different
values for VRESET and the investigation of the transfer function of the internal source
follower. The gain of a pixel as determined by the kα peak position of the 55Fe source
depends as expected on the capacitance of the pixel cell. This was confirmed in
scans of the biasing HV and in comparing pixel structures with different geometric
properties. Regarding these properties, the structures were classified in LG and HG
pixel structures. For LG structures, X-ray fluorescence measurements confirmed a
linear conversion between signal spectra and energy spectra over a wide energy range
to be reasonable. For HG structures, a saturation effect of the transistors in the
internal source follower becomes visible. Since the expected value of the MPV in the
90Sr energy spectrum is close to the energy of the 55Fe peak, a linear conversion is
considered sufficient to investigate a change in the amount of collected charge.
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The shape of signal spectra and the identification of a continuum of shared hits below
the monochromatic peak was simulated and motivated based on basic assumptions.
Geometric properties show a greater impact than pixel size on the shape of the
spectrum.

Source measurements confirmed depletion and fast signal rise time before and even
after an irradiation to 1.0×1014 n/cm2. For a sensor irradiated up to 1.0×1015 n/cm2,
severe degradation was visible. The position resolution of a CERN SPS testbeam
campaign confirmed the failing horizontal depletion of this sensor at the pixel edges.
The lower irradiated sensor already showed an overall drop in efficiency and a drop
at the edges whereas the higher irradiated sample is heavily damaged in terms of
fast charge collection and hit detection efficiency.

Based on the measurements presented here, TowerJazz sensors produced in the
Standard Process are not capable of fulfilling the requirements of the future ATLAS
ITk.
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7. Performance of the Modified Process

Sensors of the TJInv produced in the Standard Process proved to work successfully
before irradiation. The testbeam measurements presented in the last chapter showed
first signs of degradation after 1014 n/cm2. After 1015 n/cm2, the hit-detection effi-
ciency of the sensor as well as its signal rise time behaviour was measured to be not
sufficient. Sensors of this process can not be considered for the ATLAS ITk.
As mentioned in Chapter 4, a process modification was designed to enhance the
depletion after irradiation by adding an additional n-type implant. In this Chapter,
measurements with sensors of the Modified Process are presented and the results
are compared to the ones obtained for the Standard Process. First, the performance
in the X-ray fluorescence setup and in source measurements before irradiation are
compared. Second, the performance improvements after irradiation are presented,
both in laboratory measurements and in the CERN SPS testbeam. Third, the amount
of collected charge and potential charge loss are investigated further with a dedicated
five-pixel cluster measurement. Here, structures with different horizontal dimensions
of the deep p-well are measured to probe its impact and search for improvement
options.
Concerning the low-dose n-type implant, all these measurements were performed
for sensors with an identical doping concentration. As mentioned before, a second
set of sensors with a lower concentration in the n-type implant was produced. The
performance of both doping concentrations are compared in the next chapter.

7.1. Correlation of deposited energy and signal size

The sensors of the Modified Process were tested under the same conditions as the
previously presented results of the Standard Process. The obtained transfer functions
before irradiation for the Modified Process are given in Figure 7.1a the ones for
the Standard Process in 7.1b. In both cases, the general shape agrees with the
expectation of linear regions and saturation regions. The transfer functions of the
Modified Process seem to be shifted to lower values of VRESET. Aside chip-to-chip
variations, the readout is identical to the Standard Process and the shift is caused
by the process modification. For structure M129 – classified as LG structure in the
Standard Process – the working point is in a linear region. For the two HG structures,
the point is slightly at the beginning of the saturation region.
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Figure 7.1. Transfer functions of the Modified Process (a) compared to the
Standard Process (b) before irradiation.

7.1.1. Linearity test using monochromatic fluorescence lines

A sensor produced in the Modified Process was also included in the X-ray fluorescence
measurement campaign in Glasgow described in section 6.2.2. During the measure-
ments with the Fe target, the wrong structures were selected and these data points
could not be used. Only the four targets at higher energies – Cu, Se, Nb, Sn – are
analysed. The obtained correlation of energy and signal is given in Figure 7.2.
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(b) X-ray results - Fit without offset

Figure 7.2. X-ray fluorescence measurements on unirradiated sensors of the
Modified Process. The signal size of the kα peaks of different pixels for four
targets – Cu, Se, Nb, Sn – are shown. An exponential fit function with (a) and
without (b) offset is added.

The measured matrices fall into the same categories of LG and HG pixel structures
as for the Standard Process. Since differences in gain between pixel structures seem
to be determined by the geometric design parameters of the cell, this was expected.
For the LG structures, the correlation can again be described using a linear approxi-
mation without offset as visible in Figure 7.2b.
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Comparing to the Standard Process given on page 58, the slope representing the
gain is significantly lower.
For the HG structures, the general shape of rise and saturation is the same as for
the Standard Process. The saturation level seems to be a bit lower than observed
before but measurements at even higher energies are needed to determine this.
As seen in the transfer function, both the linear rise and the begin of the saturation
seem to be shifted to higher energies compared to the Standard Process, indicating
a reduced gain. The chosen working point of VRESET = 1 V is not at the end of the
linear region but in the saturation region. In that case, small amounts of energies
do not cause signals linearly but with a smaller gain. Since the measurements are
calibrated with 55Fe, an energy very close to the expected MPV in case of full
depletion, using the linear approximation for the HG structures is still sufficient
for the determination of the MIP MPV. For the measurement of small charges,
for example, the determination of cluster charges over several pixels, the linear
approximation leads to an underestimation of the deposited energy. For charge-
precision measurements, a shift of the working point to a linear region might be
advantageous to avoid this effect.

7.2. Performance of the Modified Process before
irradiation

The results of the X-ray fluorescence measurements showed a gain reduction compared
to the Standard Process. This gain reduction is based on an increase of the pixel
capacitance due to the additional interwell capacitances between the n-implant and
the neighbouring structures. Signal spectra for the 50µm pixel structure M129 at a
bias voltage of −6 V are presented in Figure 7.3.
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Figure 7.3. Signal spectra of 55Fe (a) and 90Sr (b) for the 50µm pixel
structure M129. A gain difference between the Standard Process in red and the
Modified Process in blue is visible in both spectra.
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The position of the 55Fe peak reduces by around 24 % from 23.8 mV to 18.2 mV.
Since the same charge QFe is deposited, the gain reduction indicates an estimated

increase in capacitance of around
(
Cm
Cs
− 1
)

=
(
Vs
Vm
− 1
)

=
(

26 mV
18 mV

− 1
)
≈ 31%.

A similar reduction is visible in the 90Sr spectra in Figure 7.3b. Matrix M129 being
a LG structure, the converted energy spectra in Figure 7.4a are without distortion
over the observed energy range. The obtained MPVs of 1759 e for the Standard
Process and 1732 e for the Modified Process agree. The observed reduction in signal
is not caused by loss of charge but by the reduction in gain. As mentioned in the
last chapter, an MPV of 1575 e is expected for a depletion thickness of 25µm and
the additional charges might be a contribution from the transition volume between
epitaxial layer and substrate [39]. The results indicate a full vertical depletion also
for the Modified Process.
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Figure 7.4. Converted 90Sr energy spectrum (a) and signal rise time distri-
bution (b) for unirradiated sensors of both processes.

The distributions of the signal-rise time are given in Figure 7.4b. The mean value
reduces from 18.8 ns for the Standard Process to 16.2 ns for the Modified Process.
The rms of the distribution reduces from 4.5 ns to 2.7 ns caused by a longer tail for
the Standard Process. The widths of the distributions are comparable. The reduction
in time indicates a stronger depletion and stronger field in the pixel volume due to
the creation of a horizontal pn-junction.

Cluster measurements on 28µm pixel structures

A gain reduction in a similar magnitude was also observed in the ALICE multichannel
setup for a pixel size of 28µm in structure M075 [45]. The obtained seed-pixel
spectrum is given in Figure 7.5a below, the seed pixel being defined as the pixel in a
cluster with the highest signal.

The seed signal spectrum is by definition expected to show a smaller contribution of
small hits than the single-pixel spectra shown before. The spectra of cluster signals
– sum of signals over all hit pixels – are given in Figure 7.5b.
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(a) Seed signal spectra - multichannel setup (b) Cluster signal spectra - multichannel
setup

Figure 7.5. Seed signal spectra (a) and cluster signal spectra (b) of 28µm
pixels of unirradiated sensors recorded with the multichannel setup [45].

‘Modified Process 1’ refers to a sensor with a “by several tens of percent” [45] higher
doping concentration in the n-type implant than for ‘Modified Process 2’. The
measurements presented in this chapter were performed with sensors of ‘Modified
Process 1’. A comparison with ‘Modified Process 2’ is given in the following chapter.
A significant signal size reduction of around 20 % between the Standard Process in
red and ‘Modified Process 1’ in blue is visible in both the seed and cluster signal
spectra. The shapes of the seed signal spectra show a significant reduction of the
shared hit contribution in case of the Modified Process. As expected, this effect is
more visible than for the spectra of 50µm pixels shown before.
The cluster signal spectra of both processes show distinct kα and kβ peaks, confirming
successful charge collection. The peak widths are higher than for the seed signal
spectra due to the summation of the pixel noises.

Figure 7.6a shows the corresponding cluster size distributions. For the sensors of the
Modified Process, charge sharing is significantly reduced and the number of pixels
per cluster is lower than for the Standard Process.
Regarding the signal rise time distributions given in Figure 7.6b, the width of the
distribution reduces as seen before. The mean of the distribution is lower for the
Modified Process than for the Standard Process. The difference is not general but
specifically for small shared hits. This shape difference is visible in the correlation
between single-pixel signals and signal rise time for both processes in Figure 7.6c and
7.6d. The non-shared events in the peaks have a similar signal rise time of around
23 ns for both processes. The shared hits are caused by photons near pixel boundaries.
For the Standard Process, these areas are more likely to be weakly depleted or
undepleted. The additional charge transport by diffusion increases the signal rise
time compared to the Modified Process and its charge transport by drift in depleted
areas [45].
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(a) Cluster size distribution - multichannel
setup

(b) Signal rise time - multichannel setup

(c) Signal vs. Rise time - Standard Process (d) Signal vs. Rise time - Modified Process

Figure 7.6. Cluster size (a) and signal rise time (b) of 28µm pixels of
unirradiated sensors recorded with the multichannel setup. The correlation of
single-pixel signal and signal rise time show a shape difference between the
Standard Process (c) and the Modified Process (d) [45].

Measurements on 30µm pixel structures

During the time of this thesis, the next test chip was designed based on and in line
with the results obtained in the various measurements. The pixel structure M106 –
30µm pixel size, 3µm electrode size, 3µm spacing, maximum deep p-well – got into
the focus of measurements for having a pixel size close to the designated pixel size
and having a very high pixel gain.

Figure 7.7 shows the signal spectra of 55Fe and the converted energy spectra of 90Sr
for sensors produced in both processes. As before, a reduction in gain is visible. The
energy resolution seems to be unaffected since the peak width reduces in a similar
magnitude. The 30µm pixel structure is affected significantly by charge sharing. For
both processes, the shape is distorted, comparable to the simulations presented in
the previous chapter. Comparing the shapes confirms lower charge sharing for the
Modified Process, leading to a more distinct peak. The obtained MPVs are 1418 e
for the Standard Process and 1519 e for the Modified Process. A complete collection
of the expected MPV charge of 1575 e is assumed.
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Figure 7.7. Signal spectra of 55Fe (a) and converted energy spectra of 90Sr
(b) on 30µm pixels of unirradiated sensors produced in both processes.

The distribution of signal rise time is shown in Figure 7.8. Similar to the 28µm pixels,
the mean of the distribution is lower and the width of the peak is smaller for the
Modified Process, indicating a more uniform depletion and fast charge collection.
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Figure 7.8. Signal rise time of 90Sr hits on 30µm pixels of unirradiated
sensors produced in both processes.

7.2.1. Signal spectra depending on pixel position

Obtaining full lateral depletion of the pixel cell even after irradiation is the major aim
of the process modification. Source scans provide no position information other than
the fact that a signal of a certain value was recorded in the pixel. Measurements at the
CERN SPS testbeam on the other hand provide reconstructed position information
of a passing particle – pions in the presented case – and can be used to detect areas
of low depletion. Due to the nature of the interaction, the deposited charge is not
monochromatic.
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A third measurement technique combining the advantages of position resolution
and monochromatic energy deposition uses a highly focused photon beam. Usually,
a strong laser pulse is used. In case of the TJInv, a laser can not penetrate the
metallised surface and a different photon energy is needed.

For this purpose, testbeam campaigns were planned and performed at the DIAMOND
synchrotron facility 4 in Oxfordshire, United Kingdom, in the years 2016 and 2017.
The DIAMOND facility provided a monochromatic X-ray beam with an energy of
15 keV which is around three times the energy of 55Fe and below the X-ray lines of
Nb, corresponding to a deposited charge of around 4140 e.
The provided beam was highly focused and had a sigma-width of around 1.3×2.7µm2.
The Time-precision setup was installed on a movable x−−y table. Using the x−−y
table, the surface of the pixels could be scanned with high position resolution [39].
One measurement of structure M129 on a sample of the Modified Process is shown
in Figure 7.9. For different bias voltages, the number of stored events in 30 s was
counted depending on the position of the X-ray beam while scanning over the
pixel center. The pixel width of 50µm is clearly visible for all three bias voltages,
(0 V, −3 V and −6 V) indicating full horizontal depletion even when substrate and
deep p-wells are connected to ground. In this case, the collection electrode is still on
the potential of VRESET = 1 V and the horizontal junction of the Modified Process is
biased as expected by simulations [45].
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Figure 7.9. A 1d scan over the pixel center of an unirradiated structure M129
is performed for different biasing voltages and the number of stored events per
30 s are counted [39].

The position information during the scan is used to analyse the obtained signal
spectra for different positions. A comparison between a signal spectrum at the edge of
the pixel and at its center is shown in Figure 7.10. As expected, the signal spectrum at
the pixel center in Figure 7.10a is dominated by one peak corresponding to the energy
of 15 keV being completely deposited in this pixel. Only a very small continuum of
hits with smaller signal is visible.

4DIAMOND Light Source, U.K., http://www.diamond.ac.uk/Home.html
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Figure 7.10. Single-pixel spectra of the 15 keV beam at the center (a) and
edge (b) of an unirradiated M129 structure. [39]

The signal spectrum at the pixel edge in Figure 7.10b shows a significantly lower peak
– only around 450 hits instead of around 1800 hits as peak maximum – and also a
clear continuum of shared hits with the neighbouring pixel. The qualitative shape of
the continuum agrees with previously observed spectra of smaller pixels as well as
the charge sharing simulations presented in the previous chapter.
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(a) Single-pixel spectra for HV = −6V
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Figure 7.11. Single-pixel spectra for HV = −6 V depending on the position (a)
and peak positions for different bias voltages (b) [39].

An overview of the signal spectra depending on the beam position is given in
Figure 7.11a. The ‘center’ behaviour is observed for most of the pixel area, approxi-
mately ±20µm around the center, the ‘edge’ behaviour is observed in an area close
to the next pixel. Hits are also recorded when the beam position is in the area of
a neighbouring pixel. In close proximity, charge is shared with the recorded pixel,
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leading to smaller signals. In the case of further distance or when a signal of full
energy is recorded, the photons originated from the beam halo [39].

The signal size of the monochromatic peak at each position is determined as before.
The results for the different bias voltages is shown in Figure 7.11b. The peak position
increases with higher reverse biasing voltage as expected and observed in previous
measurements. Within each data set, the value varies less than 3 %, confirming full
depletion already for HV= 0 V. This high level of uniformity in gain over the pixel
results in only a small contributions to the resolution uncertainty of the obtained
spectra. Furthermore, no charge loss and only a small dip around the edges of the
pixel due to charge sharing with the neighbouring pixel is visible [39].

7.3. Sensor performance after irradiation

Before irradiation, both standard and Modified Process show clear and fast signals.
The Modified Process shows less charge sharing and a more uniform signal rise
time. At the same time, the increase in capacitance leads to a gain reduction of the
pixel. For applications with low-radiation environment, the Standard Process can be
the better choice. Whereas the results of the Standard Process in the CERN SPS
testbeam failed to fulfil the requirements of the ATLAS ITk.

In order to test the expected improvement, sensors produced in the Modified Process
were the main focus of the CERN SPS testbeam campaign 2016. Being the same
campaign, setup, readout, and cooling were the same as described in the last chapter.
The irradiation of sensors of the Modified Process were done in Ljubljana, equivalent
to the irradiations of the Standard Process. During an earlier campaign, sensors of
a higher doping concentration in the n-type implant – called ‘Modified Process 1’
before – were irradiated up to 1.0×1015 n/cm2. During a second campaign, sensors of
a lower doping concentration – called ‘Modified Process 2’ before – were irradiated
up to 1.0×1016 n/cm2.

7.3.1. Gain and charge collection after irradiation

Irradiated sensors of the Modified Process were tested in the same fashion as the ones
of the Standard Process before. Unfortunately, no sensor of the Modified Process
irradiated to 1015 n/cm2 was included in the Glasgow X-ray fluorescence campaign.
Similar to the Standard Process, a linear conversion is used between obtained signal
spectra and energy spectra.

Measurements on 50µm pixel structures

The first analysed structure was M129, measured at HV = −6 V. Single-pixel spectra
for 55Fe and 90Sr before and after irradiation are given in Figure 7.12. The peak of
55Fe is clearly visible also after irradiation as well as a small component of shared hits.
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Comparing the spectra of the unirradiated sample in black and of the one irradiated
to 1015 n/cm2 in red, a gain reduction of almost 20 % after irradiation is visible in
Figure 7.12a. A reduction in gain was also observed for the Standard Process after
1014 n/cm2 indicating an increase in capacitance. Assuming as before that both peaks
correspond to a deposited charge of 1650 e, the FWHM of the peak increases from
around 192 e to 307 e after irradiation, corresponding to an energy resolution rise
from 5 % to 8 %.
The gain reduction observed in the spectrum of 55Fe is also present in the spectrum of
90Sr shown in Figure 7.12b. Both spectra, again unirradiated in black and irradiated
in red, show the expected landau distribution.
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Figure 7.12. Single-pixel signal spectra obtained for the source measurements
using (a) 55Fe and (b) 90Sr sources: For both the unirradiated sample in black
and the sample irradiated to 1.0×1015 n/cm2 in red, a clear kα peak is visible
in the 55Fe single-pixel signal spectrum (a). In the 90Sr signal spectrum (b),
both distributions show the expected shape [51].
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in red agree well [51].

As before, the conversion from signal spectra into energy spectra is performed using
the 55Fe peak positions to investigate charge collection and potential charge loss. The
converted 90Sr energy spectra are shown in Figure 7.13.
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The obtained MPVs are 1770 e before and 1899 e after irradiation. With respect to the
energy resolutions given by the 55Fe peaks – 5 % before and 8 % after irradiation –
and by the limited statistics of the measurements, these values agree and the sensors
shows no charge loss due to radiation damage.
No X-ray fluorescence measurement was performed on the irradiated sensor of the
Modified Process but since the MPV signal is very close to the 55Fe peak signal, the
evaluation of the MPV is within reason.

Concerning the extrapolation to the entire energy spectrum, a shape difference is
visible: After irradiation, the distribution seem to be tilted, leading to a higher tail.
Matrix M129 being a LG structure, this can be the effect of different saturations in
the transfer function.

Measurements on 30µm pixel structures

The measurement was repeated for the 30µm pixel structures M106. As mentioned,
M106 is a HG structure with a significantly lower pixel capacitance. The obtained
55Fe single-pixel signal spectra are shown in Figure 7.14a.
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Figure 7.14. Single-pixel signal spectra of 55Fe (a) and converted energy
spectra for 90Sr (b). The shape of the distributions indicate an increase of
charge sharing for higher fluences [51].

Like for structure M129, the resolution in the kα peak worsens with irradiation from
a Full Width Half Maximum (FWHM) of 53 e (unirradiated) to 86 e (1014 n/cm2)
to even 167 e (1015 n/cm2).
Unlike structure M129, the gain seems to increase with irradiation damage. The
increase is around 6 % after 1015 n/cm2 and rather small compared to the 20 % of
gain reduction for structure M129. The increase can have different reasons: On one
hand, it is possible that the transfer function changes with irradiation differently for
LG and HG structures. In such a case the observed discrepancies are caused by fixing
the working point at VRESET = 1 V. On the other other hand, the pixel capacitance is
the significant factor of the signal size. Both results combined indicate a capacitance
increase for M129 and a decrease for M106.
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The total capacitance of the pixel cell is determined by contributions, firstly between
collection electrode and surrounding p-wells, secondly between deep p-wells and n-
layer and thirdly between n-layer and p-substrate. The geometric differences between
M129 and M106 could lead to different contributions being dominant for the total
capacitance. Measurements on a higher selection of structures as well as simulations
are needed to study this effect further.

The converted energy spectra of the 90Sr measurements are shown in Figure 7.14b.
The comparison with irradiated samples of the Modified Process presented here
show a visible increase of charge sharing with irradiation. Due to this, the peak
position decreases from 1519 e (unirradiated) to 1315 e (1014 n/cm2) and to 738 e
(1015 n/cm2). Again, the decrease together with the change of shape indicates stronger
charge sharing but is no indication for charge loss in the pixel volume. A very rough
estimation possible with the single-pixel spectra is based on the charge sharing
simulations presented in the previous chapter. For a constant smearing, all energy
spectra cross around 0.7 MPV. The spectra in Figure 7.14b cross around 1300 e,
leading to an estimated cluster MPV of around 1857 e which is the in order of
magnitude of previous measurements for M129.

7.3.2. Signal rise time after irradiation

Before irradiation, samples of the Modified Process show a more uniform and more
narrow timing distribution than the Standard Process. In the case of the Standard
Process, radiation damage and failing depletion were visible in complete distortion of
the timing distributions. Any improvement in radiation hardness must be observable
in a more uniform timing distribution even after this level of irradiation.

Measurements on 50µm pixel structures

The signal rise time distributions for structure M129 are shown in Figure 7.15. Having
again unirradiated in black and irradiated in red, the comparison shows an increase
in the signal rise time of around 15.5 % from (16.0 ± 3.2) ns to (18.5 ± 4.1) ns. With
this increase the mean of the distribution still stays below one bunch crossing time of
25 ns. For the Standard Process, a decrease of the mean signal rise time was observed
due to depletion problems. The increase observed in the Modified Process might be
related to the increase of the pixel capacitance. The width of the timing distribution
increases by around 32 % but still stays below 5 ns.

Correlations of the timing distributions and the 90Sr energy spectra are shown before
irradiation in Figure 7.16a and after irradiation in Figure 7.16b. Unlike for the
Standard Process, the triangular shape is preserved after 1015 n/cm2. The increase
in spread is visible but the signal distribution is well-defined and contained. The
observed width increase in the timing distribution after irradiation affects hits of
all amplitudes and not only a specific amplitude range, indicating not an effect at
the edges of a depletion volume but in the entire pixel, such as a global increase of
capacitance.

93



Performance test of depleted CMOS sensors for application at HL-LHC

7. Performance of the Modified Process

Signal rise time [ns]
0 5 10 15 20 25 30 35 40

R
el

at
iv

e 
fr

eq
u

en
cy

 / 
1n

s

0

0.05

0.1

0.15

0.2

0.25

90Sr on 50um pixel with 3um electrode

Unirradiated mean= 16.0 ns; rms=  3.1 ns
   1.0e15 neq mean= 18.5 ns; rms=  4.1 ns

90Sr on 50um pixel with 3um electrode
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Figure 7.16. Signal rise time plotted against the signal size of the 90Sr spectra
for the unirradiated sensor (a) and the sensor after 1.0×1015 n/cm2 (b) [51].

Measurements on 30µm pixel structures

The distributions of signal rise time obtained for structure M106 are given in Figure
7.17a. As seen for M129, the width of the distribution increases with irradiation
but unlike M129, the peak positions decrease. A reduction from (21.9 ± 0.6) ns
(unirradiated) to (17.9 ± 0.8) ns (1014 n/cm2) to (14.3 ± 1.2) ns (1015 n/cm2) is
observed. The behaviour contrary to M129 might be a second indication that the
different pixel geometries led to different capacitance changes when exposed to
neutron radiation.

The correlation between energy spectrum and rise time distribution for the unirradi-
ated sensor is given in Figure 7.17b. The distribution is very narrow with a saturation
peak around 3000 e and 21 ns.
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Figure 7.17. 90Sr timing distributions before and after irradiation. The peak
positions decrease with increasing radiation damage (a). The 2d correlation of
the unirradiated sample shows the narrow peak and the continuum of the shared
hits (b) as well as the saturation peak of the pixel cell on the right-hand side.

There is also a triangular continuum of hits with lower signals and lower times visible
as low contribution. The corresponding correlation plots for the irradiated samples
are shown in Figure 7.18. The position of the saturation peak stays fairly constant
whereas the shape of the distribution shows an increasing curvature. The distribution
seems to move both towards lower signal rise times and lower signals. Regarding the
observed increase of charge sharing, the movement indicates that shared hits tend
to have a smaller signal rise time but previous measurements with 55Fe showed no
similar indication for photons.
As mentioned, the presented single-pixel measurements are limited in distinguishing
charge sharing and charge loss and furthermore provide no position information of
the charge deposition. Position-sensitive multi-channel measurements are needed to
investigate the observation further.
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Figure 7.18. The 2d correlation of the sample irradiated to 1.0×1014 n/cm2

(a) and 1.0×1015 n/cm2 (b) for M106.
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7.3.3. Hit rates depending on pixel position

During the 2016 testbeam campaign at the DIAMOND synchrotron facility, only
unirradiated sensors were measured due to the lack of cooling. During the 2017
campaign, cooling was realised with dry ice and the cooling box of the CERN SPS
testbeam. An additional improvement was the parallel readout of multiple pixels to
investigate charge sharing into neighbouring pixels while scanning over the surface.
The scans were performed as explained earlier in section 7.2.1, recording hits for 30 s
at each given position. Due to limitations of the available DRS4 firmware, no logical
OR-combination of pixels could be used. Instead, the output of one specific pixel
was used for triggering. This results in a significant drop of statistics outside of the
trigger-pixel as expected by the effective pixel-widths recorded in 2016.

Charge sharing after 1015 n/cm2 on 30µm structure M106

As before, the structure in focus was the HG 30µm structure M106. While scanning
over the pixel selected for triggering, the waveforms in the neighbouring ones were
also recorded. The 1d scan is shown in Figure 7.19.
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Figure 7.19. 1d scan over structure M106 after irradiation. The number of
stored hits per 30 s are given in black, the number of hits in the trigger pixel in
red and the number of common hits in both trigger and adjacent pixel in blue.

The black data points represent the total number of stored hits per 30 s. As for the
unirradiated sensor before, the effective pixel width of the trigger pixel is clearly
visible as indicated. The red data points represent the number of valid hits in the
trigger pixel, confirming the effective pixel width. The difference between the black
and red points is caused by the high rate of the synchrotron beam and the time
window of the reset-veto. If particles hit the pixel during the veto, the charge is
collected and the trigger condition can become valid at the end of the veto. In this
case the recorded interval does not contain a valid hit.

96



Performance test of depleted CMOS sensors for application at HL-LHC

7.3. Sensor performance after irradiation

The blue data points represent the number of events with valid hits in both the
trigger pixel and the adjacent pixel indicated by the blue line. Such events can be
observed over the entire length of the trigger pixel. The decrease inside the adjacent
pixel is caused by the decrease of recorded hits in the trigger pixel.

Given the fix triggering on one pixel, a suitable measure for the shared hits is a
two-pixel cluster size, demanding one hit in the trigger pixel. It can be deducted
from the presented data sets as (1 + #Hits in both pixels

#Hits in trigger pixel
). The values per position are

given in Figure 7.20, the center of the trigger pixel is indicated in green.
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Figure 7.20. Two-pixel cluster size for all events with a valid hit in the
trigger pixel. The center of the trigger pixel is indicated in green.

Scanning from left to right, the two-pixel cluster size rises until reaching a value
of around 1.3 at the center of the trigger pixel. This means that around 30 % of
the hits in the center also have a hit in one specific adjacent pixel. Towards the
adjacent pixel, the value of around 1.3 stays relatively constant. Inside the adjacent
pixel, it starts to rise again which is caused the triggering on the left pixel. Due to
symmetry reasons, it is reasonable to assume the same trend as in the trigger pixel.
Since the two-pixel cluster size does not drop to 1 left of the green line, an even
higher multi-pixel cluster size for structure M106 after irradiation is to expect. In
addition, the 1d scan was performed over the center of a pixel, not covering a pixel
corner. A strong level of charge sharing agrees with the low MPV of 738 e in the 90Sr
spectra after 1015 n/cm2.
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7.4. Efficiency measurements – Modified Process

The performance of unirradiated sensors showed a reduction of gain compared to the
Standard Process and the measurements with position-resolved synchrotron radiation
indicated depletion over the sensor area already for HV = 0 V.
Sensors of the Modified Process were the main focus of the CERN SPS testbeam
campaign 2016. Charge map and cluster-size map of structure M129 for an unirra-
diated sensor are shown in Figure 7.21. The charge map shows the average cluster
charge – calculated as the sum of all four pixels – as function of position. The ob-
tained charge map shows a fairly homogenous charge collection as expected for the
unirradiated sensor.
The cluster-size map shows the number of pixels above threshold. For the 50µm pixels
of M129, only small charge sharing was observed in the laboratory measurements. In
the testbeam, charge sharing is only located at the pixel edges as expected [39].
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Figure 7.21. Charge map (a) and cluster size map (b) of an unirradiated
sensor of the Modified Process [39].

The noise level during testbeam measurements was higher than during laboratory
measurements, caused by the testbeam environment. Gaussian noise contributes the
majority of this noise, the reception of harmonic noise induced by other devices
was reduced as much as possible. Figure 7.22 shows the distributions of signal and
noise. They are well separated for the LG structure. The signal MPV coincides with
previous expectations and the S/N of MPV and noise is around 13:1 [39].m]X [
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Figure 7.22. Distributions of signal in blue and noise in black as measured
in the CERN SPS testbeam for structure M129 [39].
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The high capacitance of the LG structure results in small signals and therefore a
relatively small S/N. As mentioned before, structure M129 has a pixel size of 50µm
in combination with a relatively small collection electrode of 3µm and a relatively
large spacing of 40µm. The structure was selected to test the depletion capabilities
of the Modified Process in a significant distance from the collection electrode. The
efficiency projections in both directions are given in Figure 7.23. Compared to the
testbeam measurements of the Standard Process, a higher statistic was collected in
these measurements. The overall efficiency is measured to be 98.5 % ± 0.5 % (stat.)
± 0.5 % (syst.). The efficiency is limited due to the noise present in the setup. As
consequence, a higher threshold was chosen to cope with the noise. It is to expect that
a chip which includes digital signal processing in a front-end suffers from less noise
compared to the TJInv since no analogue waveforms are transported over several
centimetres of cable.
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Figure 7.23. Efficiency projections in x-direction (a) and y-direction (b) after
correction [39].

7.4.1. Testbeam results of the Modified Process after
irradiation

The 2016 CERN SPS testbeam campaign included irradiated sensors of the Modified
Process. The results for M129 after 1.0×1015 n/cm2 are shown in Figure 7.24.
The corrected efficiency map shows values above 70 % for the central area. An
efficiency drop in the middle of the active area (pixel edges) is visible in both the
map and the projections. At the position of the collection electrodes, the measured
efficiency is around 90 %. The overall efficiency over the central area is measured to
be 87.9 % ± 1.4 % (stat.) ± 0.6 % (syst.) .
The improvement in performance of the Modified Process was already seen in
laboratory measurements. The efficiency projections show the significant improvement
in a more uniform depletion. The efficiency does not drop down to 40 %, even at
the pixel edges far away from the collection electrodes. Instead, the efficiency is
more constant over the pixel area and still around 90 % at the collection electrodes.
Structure M129 of the Modified Process performs significantly better than the
corresponding one of the Standard Process after irradiation but does not fulfil the
minimum hit efficiency requirement of 97 % [29].
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As mentioned before, this structure was selected at the very beginning of the project
to test the TowerJazz technology and the designs implemented in the TJInv under dif-
ficult conditions. Regarding the obtained results, further structures on this chip were
measured to study if the Modified Process is capable of fulfilling the requirements.
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Figure 7.24. Efficiency map over the entire four-pixel area before (a) and
after applying the resolution correction (b) as well as efficiency projections
of the central area in x-direction (b) and y-direction (c) for Modified Process
50µm pixel after 1.0×1015 n/cm2.

Measurements on 25µm pixel structures

As contrast to the big pixel structure M129 with a big pixel spacing, one other tested
structure was M060. This structure has a pixel size of only 25µm and a spacing of
only 3µm. The electrodes of both structures are 3µm in size. The obtained corrected
efficiency map and the projections are shown in picture 7.25.
The overall efficiency was measured to be 98.5 % ± 1.5 % (stat.) ± 1.2 % (syst) for
this structure. The fluctuations in the efficiency map are within the resolution of the
telescope. As for all measurements presented here, the statistics were limited due to
the small dimensions of the analysed structures, in this case only 50µm×50µm total
sensor four-pixel area and 25µm×25µm as center area. Regarding the uncertainties,
full efficiency is observed over the central area.
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Figure 7.25. Efficiency map over the entire four-pixel area (a) as well as
efficiency projections of the central area in x-direction (b) and y-direction (c)
for Modified Process 25µm pixel after 1.0×1015 n/cm2 [39].

Compared to structure M129, the 25µm pixel structure is a HG structure and
therefore its performance is less affected by the higher noise level present in the
testbeam environment. This was visible as larger S/N of around 39:1 [39]. Another
difference between the structures is the strength of the electric field within the pixel.
The reverse bias voltage of HV = −6 V is applied to the deep p-wells and the
substrate below the epitaxial layer. In a bigger structure – especially with a bigger
spacing – a weaker field is created. After such a level of radiation damage, a weaker
field in combination with a higher drift distance leads to an increased risk of charge
trapping and charge loss.

Measurements on 30µm pixel structures

Structure M106 with 30µm pixel size, 3µm electrode size and 3µm spacing differs
from the previous M060 only in a bigger distance underneath the deep p-well. The
obtained results are shown in Figure 7.26. The overall efficiency was measured
as 97.4 % ± 1.5 % (stat.) ± 0.6 % (syst.). Within the uncertainties, the results for
both M106 and M060 agree and show no significant loss of efficiency. Compared
to the results obtained for the Standard Process, this proves a highly promising
improvement by the planar junction below the additional n-type implant leading to
a more homogenous performance.

101



Performance test of depleted CMOS sensors for application at HL-LHC

7. Performance of the Modified Process

m]µX [
40− 20− 0 20 40

m
]

µ
Y

 [

40−

20−

0

20

40

T
ra

ck
s

0.5

0.6

0.7

0.8

0.9

1
m Pitchµ302/cmeq1e15 n

Pixel 1 Pixel 2

Pixel 3 Pixel 4

(a) Efficiency map

m]µX position [
-20 -10 0 10 20

E
ffi

ci
en

cy

0.8

0.9

1
Pixel Center Pixel CenterPixel Edge

m Pitchµ30

2/cmeq1e15 n
Stat.+Syst. Unc.

Stat. Unc.

(b) Efficiency projections in x (corrected)

m]µY position [
-20 -10 0 10 20

E
ffi

ci
en

cy

0.8

0.9

1
Pixel Center Pixel CenterPixel Edge

m Pitchµ30

2/cmeq1e15 n
Stat.+Syst. Unc.

Stat. Unc.

(c) Efficiency projections in y (corrected)

Figure 7.26. Efficiency map over the entire four-pixel area (a) as well as
efficiency projections of the central area in x-direction (b) and y-direction (c)
for Modified Process 30µm pixel after 1.0×1015 n/cm2 [39].

The next generation of the TJInv is designed to contain separate reverse biasing
of deep p-well and substrate, expecting a further improvement in performance. By
using separate reverse biasing of, for example, HVDPW = −6 V and HVSubs = −20 V,
the field in the pixel can be increased for enhancing charge collection in the epitaxial
volume. This approach uses the benefit of increasing the bias voltage to increase
radiation hardness while the CMOS circuitry is still protected.
Also a new test chip containing digital circuitry was produced in the Modified Process
and will be tested in the laboratory and in the SPS testbeam starting in 2018. As
mentioned, no analogue information will be transported over cables for this chip. Due
to a significantly higher number of pixels, higher statistics can be collected without
the systematic uncertainties of the resolution correction.

7.5. Charge collection

The testbeam results presented in the last section focused on hit-detection efficiency.
Hit detection is given if at least one pixel at the location of the particle hit collects
a charge signal above threshold. The presence of noise sets lower limits on possible
threshold values while charge sharing at pixel boundaries leads to smaller signals per
pixel. Charge loss in the pixel volume affects the hit-detection efficiency when the
induced signal is below the set threshold.
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For the presented measurement on the 30µm pixel structure after irradiation to
1.0×1015 n/cm2, the map of collected charge in the four pixels is shown in Figure 7.27.
The expected total charge of 1575 e is not reached over the active four-pixel area.
The collected charge only goes up to around 1100 e at the position of the collection
electrodes. At the center of the area the collected charge drops down to around
700 e - 800 e. In case of high noise, low amounts of charge collected per pixel MPV
could be undetected.

Figure 7.27. Charge map over four-pixel area after irradiation.

Compared to the 90Sr single-pixel energy spectra, the determination of total charge
deposition in a testbeam measurement includes additional uncertainties. The first
was mentioned earlier in the context of cluster measurements. The uncertainty of
the energy resolution adds up when adding up charge contributions in several pixels,
causing an additional smearing. Two additional uncertainties are caused by tem-
perature and by linear conversion between signal and charge for multiple small signals.

Temperature dependence of gain

Laboratory source scans were performed in a climate chamber set to −30 ℃. The
real temperature of the chip might be slightly higher due to the power consumption
of the chip but the temperature reaches a stable value within ±1 ℃.
The dry-ice cooling used during testbeam is less stable and can lead to temperature
differences of around ±10 ℃. The temperature dependence of the gain was tested in
the climate chamber by recording 55Fe signal spectra at different temperatures. The
measurement was performed with an unirradiated sensor so that a wide temperature
range could be covered. The obtained signal spectra are shown in Figure 7.28. A linear
correlation between the temperature and the peak position of the 55Fe spectrum is
observed over the investigated range from −35 ℃ to −20 ℃. The estimated slope in
Figure 7.28b is (−1.3±0.7) mV/℃.
The size of the band gap is temperature dependent but decreases with increasing
temperature which leads to the opposite effect. This dependence can be described by
Varshni’s equation [59] and its strength is added to Figure 7.28b, scaled to the size
of −25 ℃. The temperature dependence of the band gap is negligible. The behaviour
is probably caused by a component in the internal amplifier chain.
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Figure 7.28. The effect of the ambient temperature on the 55Fe spectrum after
1.0×1015 n/cm2 has been tested (a). A linear correlation between temperature
and gain (peak position) is visible (b).

Assuming a temperature of (−25±10) ℃ during the measurements, an additional
uncertainty of around 11 % on the signal size has to be taken into account. Over
the time of a data-taking run, this uncertainty leads to an additional smearing of
the charge and – changing the gain of the pixel – affects large charge depositions
stronger than small ones.

Underestimation of deposited charge - Energy calibration of HG structures

Another uncertainty on the total collected charge is based on the calibration from
signal size to deposited charge. As described earlier, a linear correlation is assumed.
Since the expected MPV for the analysed samples is very close to the 55Fe peak, the
assumption is used successfully to investigate changes of the MPV qualitatively.
For the estimation of a total-charge map, multiple smaller signals are converted and
added up. In the case of a LG structure, linearity is given over the energy range but
in the case of a HG structure, saturation is visible at higher energies. The linear
assumption can lead to an underestimation of low signals and to an overestimation
of large signals.
This uncertainty can not be investigated or compensated in the context of this thesis.
More precise X-ray measurements with low-energy lines are needed to determine the
conversion function.

7.5.1. Influence of the deep p-well size

Despite the present uncertainties, a charge deficit was observed for irradiated sen-
sors over the entire area and especially at the edges. One parameter not yet tested
– the horizontal dimension of the deep p-well – and its potential influence in the col-
lected charge was tested.
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The deep p-well is needed to shield n-wells and p-type epitaxial layer to not create
parasitic collection electrodes. This function defines a minimal size of the deep p-well
as illustrated on the left-hand picture of Figure 7.29. The maximum size of the deep
p-well is given by the opening as shown on the right-hand picture. In addition to
these two pixel designs, the TJInv also contains pixels with a medium deep p-well
size as shown in the middle picture [43].

Substrate	

Deep	p-wells	of	different	lateral	coverage	

Substrate	 Substrate	

Collec9on	electrodes	 Shielded	n-well	

Figure 7.29. The deep p-well is needed to shield n-wells from the p-type
epitaxial layer. There are different options for the deep p-well size implemented
in different matrices in the TJInv.

The deep p-well is currently biased with the same potential of HV as the substrate
and the electric field below is relatively weak. The source measurements of M106
have proven charge sharing in combination with fast hits and the testbeam results
show high efficiency but the mentioned reduction of charge. Structure M106 has a
maximum deep p-well.
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(a) M95 - Minimum deep p-well
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(b) M80 - Maximum deep p-well

Figure 7.30. Single-pixel spectra for 28µm matrices with minimum deep p-
well (a) and maximum deep p-well (b) were recorded in Glasgow for HV = −6 V
[60].

In order to test the effect of the deep p-well size, structures of the TJInv with the
same characteristics in terms of pixel size (28µm), collection electrode size (3µm),
spacing (3µm) and pixel circuit (active reset) but different deep p-well sizes were
selected. Structure M95 has a minimum deep p-well and Matrix M80 has a maximum
deep p-well size implemented.
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The measurements were performed both at Glasgow using the fluorescence setup
and at CERN using source scans. Both measurements used the Time-precision setup
but the Glasgow setup contained a different oscilloscope than the DRS4 and the
samples were biased with only HVGlasgow = −5 V. The 55Fe spectra generated by the
fluorescence target in the Glasgow setup are shown in Figure 7.30 for an unirradiated
sample. The deep p-well size influences the peak position. A higher signal and better
energy resolution – visible also in a better separation of the kα and kβ lines – is
obtained for the maximum deep p-well structure. The gain differences between the
investigated structures again based on differences in the pixel capacitance. A visible
difference in the single-pixel spectra is the contribution of hits with smaller amplitudes,
indicating a stronger charge sharing for the maximum deep p-well structure.

In order to investigate this effect further – especially for sensors after irradiation –
five pixels had been read out simultaneously in the source measurements at CERN.
The cross-shaped configuration is shown in Figure 7.31a: One pixel was used as
trigger pixel and the four adjacent pixels which share a side had been read out as
well. As for testbeam measurements, the number of pixels was limited by the number
of cividec amplifiers. These five-pixel measurements were performed at the very end
during a short time window when five amplifier were available and not needed in
other setups. Unfortunately, the time was insufficient to repeat the measurements
presented earlier.

(a) Pixel configuration
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Figure 7.31. Pixel configuration (a) and single-pixel spectra of 55Fe after
1.0×1015 n/cm2 (b).

Single-pixel spectra were recorded for 55Fe on a sensor irradiated to 1.0×1015 n/cm2.
The spectra are shown in Figure 7.31b and agree with the results obtained for an
unirradiated sample in Glasgow. The maximum deep p-well geometry shows a higher
peak position and better energy resolution than the minimum deep p-well geometry.
Like for the unirradiated sensor, the maximum deep p-well leads to a stronger charge
sharing contribution.

In order to see the effect on MIP-like particles, the measurement has been repeated
with a 90Sr source. The converted energy spectra are shown in Figure 7.32.
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The red spectrum of the minimum deep p-well geometry in red contains the MPV
peak of a MIP spectrum whereas the shape of the spectrum for the maximum deep
p-well geometry in black equals a spectrum distorted by strong charge sharing as
simulated before.

In order to prove this, the charges deposited in all five recorded pixels are summed
up. The resulting spectra are given in Figure 7.32b. Since only five pixels are summed
up, the presented spectrum does not equal the true ‘cluster charge spectrum’ of the
MIP hits. But the comparison between five-pixel cluster spectra and single-pixel
spectra still gives insight in the different performances.
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(a) 90Sr single-pixel spectra
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Figure 7.32. Converted single-pixel (a) and five-pixel energy (b) spectra of
90Sr after 1.0×1015 n/cm2.

Both five-pixel spectra include a visible global maximum. The maximum deep p-well
structure in black has a lower peak position around 662 e than the minimum deep
p-well structure in red with a peak around 921 e. The spectra also appear to have
additional contributions in the form of local maxima at higher values compatible
with MPV positions around the expected value of 1575 e. If those peaks were to
represent the true and only MPVs, the first peak would need to be a very high noise
peak which is unlikely considering its dominance.
This leads to the assumption that the five-pixel cluster spectra contain two contri-
butions with different MPVs. At the edges of the pixel, the thickness of the charge
collection volume is reduced by the thickness of the CMOS circuitry. Assuming a
thickness of a few micrometers, this can not explain the observed lower contribution.

Regarding the observed charge map of the 30µm pixel structure, the contribution
with higher MPV is mainly collected around the collection electrode. Since the peak
is at a higher position than in the single-pixel spectrum, charge sharing is still present
for these cases. The dominant contribution with lower MPV then represents events
collected at different areas of the sensor which are subject to possible charge loss.
Considering the amount of charge sharing and the limits of this five-pixel readout
and the four-pixel readout in testbeam, the estimated MPVs are a lower limit to the
true deposited cluster charge.
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Based on the obtained results, a minimum deep p-well design is favourable to
maximise the amount of collected charge. This holds valid for both local maxima in
the five-pixel cluster spectrum. The downside is an almost 6 % gain reduction and a
14 % worse energy resolution in the kα peak. The investigated 30µm pixel structure
M106 is a maximum deep p-well design.
Unfortunately, the TJInv does not contain an equivalent structure with minimum
deep p-well but it is to expect that such a modification leads to an increase in
collected charge and therefore in hit-detection efficiency.

7.6. Summary

In order to enhance depletion after radiation and therefore increase radiation hardness,
a process modification was successfully developed and tested. Due to the nature of
the process modification, the sensors could be glued and bonded to the same carrier
boards and measured in the Time-precision setup.

X-ray fluorescence measurements showed the identical classification of structures as
LG and HG and the direct comparison of unirradiated sensors revealed a reduction
of gain caused by an expected increase in capacitance. The values of the reduction
are different for the investigated structures but range from 20 % to 30 % and the
Modified Process is still considered a low-capacitance design.
The horizontal p-n junction of the Modified Process also leads to a more narrow
timing distribution, representing a more uniform charge collection across the epitaxial
volume. The analysed single-pixel spectra indicate a reduced charge sharing between
pixels compared to the Standard Process. This was confirmed by measurements
performed with the ALICE multichannel setup.

The Time-precision setup was installed at a beamline of the DIAMOND synchrotron
facility to obtain position-sensitive information with monochromatic photons. The
performed measurements on an unirradiated sensor show the expected full depletion
already at a bias voltage of HV= 0 V. The previously simulated effect of charge
sharing on photon spectra could be confirmed by comparing measurements at the
edge and at the center of the recorded pixel.

As for the Standard Process before, a neutron irradiation campaign was performed for
sensors of the Modified Process. The process modification succeeded in maintaining
good signals even after a NIEL fluence of 1.0×1015 n/cm2. In the case of the 50µm
pixels, an additional gain decrease and in the case of the 30µm pixels a gain increase
after irradiation was observed. It is assumed that this difference is caused by different
capacitance components being dominant in the structures. The difference also leads
to an increase in signal rise time for the 50µm pixels and a decrease for the 30µm
pixels.

In 2017, the cooling box was included in the DIAMOND synchrotron testbeam and
irradiated sensors were tested. A high level of charge sharing could be observed,
around 30 % of the hits recorded in one pixel were also acknowledged as hits in one
adjacent pixel.
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While scanning, this value kept stable even when the X-ray beam was hitting
the center of the trigger pixel and then decreased linearly beyond. Assuming this
behaviour to be equal for all pixels, a high full cluster size is expected when reading
out a full pixel grid.

Measurements with 180 GeV pions at the CERN SPS testbeam showed the significant
improvement in hit-detection efficiency after irradiation. The obtained results were
conclusive despite the limitation of a four-pixel readout and an active area in the
order of magnitude of the telescope resolution.
For the 50µm pixels, an overall efficiency over the central area was measured to
be 87.9 % ± 1.4 % (stat.) ± 0.6 % (syst.). For the smaller 30µm pixels, the overall
efficiency was measured as 97.4 % ± 1.5 % (stat.) ± 0.6 % (syst.).
Due to the data transmission – analogue signals transported over several centimetres
of cable – these efficiency values represent lower limits for the true efficiency of the
pixel cell. A chip equipped with digital front-end functionality integrated in the pixels
is expected to perform with a higher S/N, leading to lower thresholds and higher
efficiency at areas with strong charge sharing.

The obtained 90Sr spectra indicated a potential increase of charge sharing or a charge
loss for the smaller pixels after irradiation. The map of collected charge showed a
lower value of collected charge than expected with exception of the area around the
collection electrode. Investigations with radioactive sources and a five-pixel cluster
readout provided further signs for charge loss in areas other than the collection
electrode. By comparing structures with a minimum and a maximum deep p-well
geometry, a beneficial effect of the minimum deep p-well pixel cell could be detected.
These results can be used to decrease the radiation-damage induced charge loss and
to support hit-detection efficiency.
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8. Impact of the n-layer implant
doping concentration

The additional n-layer implant proved to be a successful process modification to
enhance depletion after irradiation and radiation hardness. The concentration of the
n-layer directly affects the capacitance of the pixel cell. In the case of an extreme low
n-type doping, the sensor behaves more similar to the Standard Process where this
layer is p-doped equal to the epitaxial layer. This results in a very low capacitance
but – as seen in the SPS testbeam measurements – also in an insufficient radiation
hardness. In the case of a very high n-type doping, the sensor is more radiation
hard but its capacitance rises until the point where the design gets closer to a high
fill-factor approach instead of a low capacitance one.
The design aim is a beneficial balance, i.e. lowering the doping concentration as far as
possible without loosing radiation hardness for the specific application. As mentioned
earlier, the Standard Process might provide the best option for a low-radiation
environment but fails to fulfil the requirements of the ATLAS ITk.
TJInv chips were produced on wafers with two different doping concentrations,
previously referred to as Modified Process 1 (MP1) in case of a higher doping con-
centration and Modified Process 2 (MP2) in case of a lower doping concentration. All
results presented up to this point were obtained with MP1 unless stated otherwise.

8.1. Sensor performance before irradiation

Measurements for unirradiated 28µm pixels performed in the multi-channel setup
have been previously shown on page 84. The results agree with the expectation that
a low doping concentration leads to a performance between the Standard Process
and the higher doping Modified Process. Due to the lower capacitance of MP2, the
obtained gain is almost in the order of the Standard Process. On the other hand,
MP2 has a charge sharing comparable with MP1. The benefits of a lower and more
uniform signal rise time are also visible.

Measurements on 30µm pixel structures

Measurements of the 30µm pixel structure M106 on unirradiated MP2 were performed.
Regarding its high gain, it is expected to be sensitive to potential effects. The signal
spectra of 55Fe are shown in Figure 8.1a. The gain of MP2 is very close to the one
of the Standard Process and almost 28 % higher than the one of MP1. It slightly
surpasses the one of the Standard Process.
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This increase of 4 % is not understood as result of the process modification. It might
be caused by production differences between wafers or by shifts in the transfer
functions which affects the HG structures.
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Figure 8.1. Signal spectra of 55Fe (a) and 90Sr (b) for the 30µm pixel structure
M106 produced in the Standard Process and the two Modified Processes.

The converted energy spectra of 90Sr are shown in Figure 8.1b. As seen previously for
28µm pixels, the Modified Processes of both doping concentrations have a similar level
of charge sharing and a similar value for the peak of the distribution. The higher gain
of MP2 causes a lower saturation energy of around 2550 e compared to around 3100 e
for MP1. The spectra show the expected benefits of a lower doping concentration.
Pixel capacitance and gain are comparable to the Standard Process, whereas charge
sharing and charge-collection behaviour are comparable to the performance of MP1.
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Figure 8.2. 2d correlations of MP1 (a) and MP2 (b) on structure M106. The
higher gain of the lower doping profile on the right-hand side results in a lower
saturation energy.

The correlations of signal rise time and converted energy spectra are compared in
Figure 8.2. Both correlations show a narrow signal rise time distribution, and agree
apart from the mentioned difference in saturation energy.

112



Performance test of depleted CMOS sensors for application at HL-LHC

8.1. Sensor performance before irradiation

Measurements on 50µm pixel structures

Comparing measurements were also performed for M129. This structure also has a
maximum deep p-well size. The signal spectra of 55Fe are shown in Figure 8.3a. For
the bigger pixels, the gain of MP2 is comparable to the gain of MP1. This indicates
that in this case the total pixel capacitance is dominated by another contribution less
dependent of the doping concentration. Peak width and therefore energy resolution
of MP1 and MP2 also coincide at around 200 e. The converted energy spectra of 90Sr
are shown in Figure 8.3b and the three distributions agree within the resolution.
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Figure 8.3. Signal spectra of 55Fe (a) and 90Sr (b) for the 30µm pixel structure
M129 produced in the Standard Process and the two Modified Processes.

The correlations of signal rise time and converted energy spectra are compared in
Figure 8.4. As observed before, the distributions agree regarding the energy spectrum
but the one of MP2 seems to be slightly shifted towards higher signal rise times.
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Figure 8.4. 2d correlations of MP1 (a) and MP2 (b) on structure M129.
(The presented data sets contain different levels of statistics.)
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8.2. Sensor performance after irradiation

Before irradiation, MP2 showed the expected higher gain due to a lower pixel
capacitance for the 30µm pixel structure M106. In the case of the 50µm pixel
structure M129, the performance was more comparable to MP1.
The critical point is the performance after irradiation and if a higher gain and S/N
can be achieved while obtaining a hit-detection efficiency comparable to MP1.

Measurements on 30µm pixel structures

The results for the 30µm pixel structure M106 are shown in Figure 8.5. For MP2,
the shape of the distribution is comparable with the one of MP1. It contains a clear
kα of 55Fe and no shape difference indicating a stronger charge sharing than MP1
is observed. The advantage in gain of MP2 compared to MP1 is still present but
reduced to around 11 %.

The converted energy spectra of 90Sr in Figure 8.5b show differences between both
doping Modified Processes. The peak is at a lower value of 567 e for the lower doping
concentration than 738 e for the higher doping concentration. Since in the first case,
the peak seems to have further fused with the distribution, the true MPV might be
even lower. Such a shift can be caused by either a higher level of charge sharing or
by actual charge loss due to reduced depletion. Unfortunately, no MP2 sensor was
included in the CERN SPS testbeam campaign.

Signal [mV]

0 20 40 60 80 100 120 140 160 180 200

R
el

at
iv

e 
fr

eq
ue

nc
y

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
Standard process

Modified process 1 (HD)
Peak = ( 146.2 +/-  6.3 ) mV
FWHM of 168e

Modified process 2 (LD)
Peak = ( 161.9 +/-  6.1 ) mV
FWHM of 147e

(a) 55Fe signal spectra

Signal [e]

0 500 1000 1500 2000 2500 3000 3500

R
el

at
iv

e 
fr

eq
ue

nc
y

0

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

0.0014

0.0016

0.0018

0.002

Modified process 2 (LD)
MPV =  567e

Modified process 1 (HD)
MPV =  738e

Standard process
MPV =  587e

(b) 90Sr energy spectra

Figure 8.5. Signal spectra of 55Fe (a) and converted energy spectra 90Sr (b)
for the 30µm pixel structure M106 produced in the Standard Process and the
two Modified Processes irradiated to 1.0×1015 n/cm2.

The correlations of signal rise time and converted energy spectra are compared in
Figure 8.6. Both irradiated sensors show a better performance after 1.0×1015 n/cm2

than the corresponding sensor of the Standard Process presented earlier. The im-
provement in radiation hardness is therefore successful for both levels of doping
concentration.
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8.2. Sensor performance after irradiation

The comparison between MP1 in Figure 8.6a and MP2 in Figure 8.6b shows a wider
distribution in signal rise time and also a shift to lower values of collected charge for
MP2. As seen in the converted 90Sr energy spectrum, it might also be that the true
distribution peak is lower and cut away by the threshold.
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Figure 8.6. 2d correlations of MP1 (a) and MP2 (b) on structure M106 after
1.0×1015 n/cm2

For structure M106, a higher doping concentration of the n-type implant leads to
more narrow and uniform results after 1.0×1015 n/cm2.

Measurements on 50µm pixel structures

Reducing the doping concentration did not improve the performance of structure M129
before irradiation. Being closer to the Standard Process, no improvement is expected
to be observed after irradiation. The signal spectra of 55Fe after 1.0×1015 n/cm2 are
shown in Figure 8.7a. The positions of the kα peaks indicate a huge gain difference
of a factor of 2 between MP1 and MP2 but the width of the MP2 peak and the
corresponding energy resolution show severe degradation.

The converted energy spectra in Figure 8.7b show no sign of degradation, all three
distributions agree very well with each other.
As before for the comparison of Standard Process and MP1, the degradation is not
visible in the 90Sr spectrum but in the distribution of signal rise time and the 2d
correlation presented in Figure 8.7.
While only a slight increase in time is visible for MP1, the sensor of type MP2
with lower doping concentration shows no narrow distribution after irradiation to
1.0×1015 n/cm2. It spans in both directions, similar to the corresponding performance
presented of the Standard Process presented earlier. The difference to MP1 and
similarity to the Standard Process is probably the effect of type-inversion in the
n-layer. Since type inversion is observed to start around 1014 n/cm2, it can also affect
the measured sensors.
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Figure 8.7. Signal spectra of 55Fe (a) and converted energy spectra 90Sr (b)
for the 50µm pixel structure M129 produced in the Standard Process and the
two Modified Processes irradiated to 1.0×1015 n/cm2.
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Figure 8.8. 2d correlations of MP1 (a) and MP2 (b) on structure M129. The
higher gain of the lower doping profile on the right-hand side results in a lower
saturation energy.

Type inversion being a continuous effect, the n-type layer with higher doping concen-
tration remains a higher concentration after 1.0×1015 n/cm2 than the one with the
lower doping concentration. In the latter case, the n-type layer has inverted closer to
the properties of the Standard Process. The effect is more visible in the structure
with larger pixels due to failing depletion far away from the collection electrodes.
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8.3. Summary

Sensors of the Modified Process are equipped with an additional n-type layer in the
p-type epitaxial layer to create a horizontal p-n junction and enhance depletion after
irradiation. Since the doping concentration of this layer is an open parameter with
strong potential impact on the performance, TJInv chips were produced with two
different values of doping concentration.

Before irradiation, the sensor of type MP2 – lower doping concentration – showed the
expected higher gain in case of the 30µm structure M106, similar to the Standard
Process. This gain difference could not be observed for the 50µm pixel structure M129.
For different structures, different components dominate the total pixel capacitance
and thus the gain.
Investigations with 90Sr proved both Modified Process types to work comparably in
terms of charge collection and signal rise time before irradiation.

After irradiation to 1.0×1015 n/cm2, differences between both doping concentrations
became visible. On one hand, the measurement with M129 implies that the n-type
layers of both doping concentrations are affected by changes of their effective doping
concentration. Due to the different initial concentration, the n-type layer in MP2
reduces sooner and the sensor looses the additional implant and resulting horizontal
p–n junction. Its performance is then expected to be similar to the Standard Process
which was observed.

On the other hand, the measurement with M106 shows a stronger degradation for
MP2 than for MP1 but both perform significantly better than the Standard Process
after irradiation to 1.0×1015 n/cm2. This difference is a sign that the type inversion
is not complete and that the n-layer of remaining concentration in MP2 is still
capable of depleting the smaller pixel structure. A stronger degradation is observed
in higher signal rise times and less collected charge. Whether the reduced collection
is caused by charge sharing or actual charge loss in the pixel volume could not be
determined.

All results agree that a lower doping concentration might be a beneficial option for a
low-radiation environment since a higher doping concentration increases the pixel
capacitance and therefore reduces the advantages of the low-capacitance design in
terms of power consumption and S/N.
After irradiation damage expected in the outer layers of the ATLAS ITk, the
lower doping concentration leads to a worse results in the case of both investigated
structures. Since a higher doping concentration can improve radiation hardness and
signal conformity, the overall optimum regarding charge-collection efficiency and
hit-detection efficiency might be higher than for the investigated MP1.

117



Performance test of depleted CMOS sensors for application at HL-LHC

8. Impact of the n-layer implant doping concentration

118



9. Summary and Outlook

The HL-LHC upgrade will enhance the instantaneous luminosity of the LHC and
provide the experiments with a significant amount of recorded data for the ambitious
physics programs to come. The ATLAS experiment has launched intensive R&D
programs to upgrade detector components with the increasing challenges in mind.
One R&D program is the new ATLAS ITk containing several square metres of
silicon detectors in five layers of silicon pixel sensors. The detectors have to perform
under high requirements regarding hit rate, readout time and radiation hardness
over several years of planned lifetime.

Depleted Monolithic Active Pixel Sensors produced in a commercial CMOS imaging
process are investigated as promising alternative to more expensive and power
consuming hybrid pixel sensors. In the context of this thesis, sensors produced in the
TowerJazz 180 nm technology were studied. Its capabilities for tracking devices had
been proven and sensors are currently in production for the Inner Tracker Upgrade
of the ALICE detector. Encouraged by the results, performance tests regarding the
requirements of the ATLAS ITk were started.

A test chip designed during the ALICE R&D program – the TowerJazz Investigator –
was used for the measurements presented in this thesis. The chip consists of 134
substructures with different geometric properties of the pixel cell. The pure analogue
readout enables studies of the charge collection in the pixel volume. Per structure, a
maximum of 64 pixels are available to be read out simultaneously.

A dedicated new setup for the ATLAS Investigator program was planned, built and
operated in the context of this thesis. The focus of the setup was a high timing
resolution and a compact design to enable operation at low temperatures in the
laboratory as well as at testbeam facilities inside and outside of CERN. This Time-
precision setup has continuously been improved to maximise signal-to-noise ratio and
readout capabilities. The recorded waveforms are analysed by a software framework
adapted to the setup and its properties. The used fit was validated and the robustness
against Gaussian and harmonic noise was shown.

Sensors of the Standard Process were successfully tested, confirming the good results
obtained by the ALICE group. Further tests using X-ray fluorescence photons and
highly-focused synchrotron beams were performed and added to the portfolio of
procedures. The test indicated the influence of geometric parameters on the pixel
performance and the potential for optimisation. The shape of the obtained spectra
and the effect of charge sharing were motivated by simulations based on simple
assumptions. Further measurements of irradiated samples and the comparison of
different substructures agreed with the qualitative statements of the simulations.
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The sensors of the Standard Process showed good performance before neutron
irradiation. Unfortunately, after fluences comparable to the expectations in the outer
layers of the ATLAS ITk, the sensor performance worsened drastically, showing
severe radiation damage in the charge collection volume. The sensor irradiated to
1.0×1014 n/cm2 was functioning but the results of a performed CERN SPS testbeam
showed beginning degradation of hit-detection efficiency. The sensor irradiated to
1.0×1015 n/cm2 was barely capable of providing reliable signals and the signals failed
the requirements in terms of charge collection, signal rise time and hit-detection
efficiency.

A new sensor design included an additional n-layer. Motivation was the enhancement
of depletion in the epitaxial volume by creating a horizontal p–n junction. The
process modification did not cause additional changes to the pixel design. This way,
the same setup and measurement procedures could be used for comparisons between
both processes.
The process modification led to an increase of capacitance for the unirradiated sensors
of 20 % to 30 % – depending on the substructure – which was detected as reduction in
gain. A more uniform depletion and a more uniform signal rise time were visible over
the sensor. The charge collection properties after gain calibration were comparable
to the ones of the Standard Process. Measurements at the DIAMOND synchrotron
facility showed full depletion already at a bias voltage of HV= 0 V.
After neutron irradiation, the process modification showed its successful enhancement
of depletion and sensor performance. Even after 1.0×1015 n/cm2, reliable and fast
signals were recorded.

During a CERN SPS testbeam, the irradiated sensors showed a high hit-detection
efficiency, depending on the pixel size of the structure under test. An overall efficiency
of 98.5 % ± 1.5 % (stat.) ± 1.2 % (syst) after irradiation to 1.0×1015 n/cm2 was
obtained for the investigated 25µm pixel structure. The measurement could be
performed with an active area of only 2×2 pixels and effects caused by the telescope
resolution were corrected. The estimated efficiencies are lower limits to the efficiencies
of the sensors, affected by a high noise level in the testbeam environment and charge
sharing at the pixel boundaries. The transmission of analogue signals over several
centimetres of cable is a weak point of the setup but could not be avoided.
Charge sharing and potential charge loss were further investigated in a five-pixel
cluster measurement in the climate chamber. The obtained results proved a beneficial
effect of a minimum deep p-well size. Since the structures tested in the SPS testbeam
were of a maximum deep p-well design, a further increase of charge collection and
hit-detection efficiency is expected for a corresponding design adaptation.

One last parameter under investigation was the doping concentration of the additional
n-layer in the Modified Process. A lower doping concentration than previously
measured was tested in the hope of reducing the pixel capacitance and increasing the
gain to a level comparable to the Standard Process. Unirradiated sensors fulfilled
this expectation, showing an excellent performance of high gain and uniform charge
collection, proving this doping concentration to be a promising option for low-
irradiation applications.
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The performance of the corresponding irradiated sensors showed degradations, con-
cluding the higher doping concentration to be beneficial.

Based on these results, the next generation of Investigator test chips was produced
with the high doping concentration of MP1 and an even higher option. This new
concentration might protect the sensor even further against radiation damage at the
cost of a higher capacitance and a reduced gain. Future measurements in laboratory
and testbeam will show if a higher charge collection leads to an improved overall
performance.

9.1. Outlook

The ATLAS ITk CMOS community followed the R&D process presented in this
thesis – and especially the significant improvements of the Modified Process – with
great interest. The first results of the Standard Process proved the principles of the
technology, especially the capability of fast charge collection. The first results of the
Modified Process after irradiation proved that DMAPS technologies might soon enter
applications in high-radiation environments.
Alongside understanding, the investigations were also serving the purpose of helping
the chip designers creating a new generation of chips. These chips contain the
TowerJazz 180 nm technology with process modification in a full-size pixel array
including digital circuitry. The new Monolithic from ALICE To ATLAS (MALTA)
chip has a full ITk size of 20 mm×22 mm, containing 512×512 pixels of 36.4µm pixel
size. The presented investigations of the 30µm structure M106 delivered important
input. More information concerning MALTA can be found in Ref. [61].
Using the knowledge gained, these chips are a huge step closer to final sensors. The
signals are processed directly in each pixel cell, removing limiting factors for the
hit-detection efficiency. A full pixel array allows for deeper investigations of cluster
sizes and cluster charges. It also increases the collected statistics in laboratory and
testbeam measurements. Measuring an entire array also reduces the effect of finite
telescope resolution significantly.
The measurements on the TowerJazz Investigator contributed valuable input and
had great impact on the CMOS R&D program for the ATLAS ITk. Groups of several
institutes joined the ATLAS Investigator program, using provided replica of the
Time-precision setup or adapting their setups based on the experiences obtained
in the context of this thesis. The local CERN group designed and constructed a
fluorescence setup to include this measurement method into its portfolio.
The next generation of test chips are expected to continue this effort in the direction
of such a modern and promising technology.
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A. Additional results and information

Table A.1. The table lists supplies and control signals to operate the Investi-
gator. The IFOLx current and the supply voltage are required with a certain
value. The signals SELECT[0..8] and RESET are logic levels of 0 V or
1.8 V. Reset voltage and backbias HV voltage should not exceed a certain range.

Signal name Description Value Comment

IFOL1 Pixel current 500 nA Created by pulldown to DAC

IFOL2 Mini-Matrix current 60µA Created by pulldown to DAC

IFOL3 Column current 60µA Created by pulldown to DAC

IFOL4 Output Buffer current 60µA Created by pulldown to DAC

1V8A Supply Voltage 1.8 V

SELECT[0..8] Matrix Selection 0 V or 1.8 V Bit pattern for matrix selection

VRESET Reset Voltage up to 1 V 1 V recommended

RESET Reset pulse 0 V or 1.8 V Active low, 200 ns pulse width

HV Backbias voltage 0 V to -6 V Current limit at -10 mA
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A. Additional results and information
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Figure A.1. Mean of the deviations between ideal step size and step size
obtained by fit after adding Gaussian and Harmonic noise as described in
section 5.2. The figures (a) to (h) represent cases of different Gaussian noise
intensities from σg = 0.5% to σg = 20% of the step size.
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(b) σg = 0.5%
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(c) σg = 1.0%
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(f) σg = 10.0%
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(g) σg = 15.0%
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Figure A.2. RMS of the deviations between ideal step size and step size
obtained by fit after adding Gaussian and Harmonic noise as described in
section 5.2. The figures (a) to (h) represent cases of different Gaussian noise
intensities from σg = 0.5% to σg = 20% of the step size.
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A. Additional results and information
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(a) σg = 0.0%
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(b) σg = 0.5%
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(c) σg = 1.0%
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(d) σg = 2.0%
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(g) σg = 15.0%
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Figure A.3. Mean of the deviations between ideal signal rise time and signal
rise time obtained by fit after adding Gaussian and Harmonic noise as described
in section 5.2. The figures (a) to (h) represent cases of different Gaussian noise
intensities from σg = 0.5% to σg = 20% of the step size.
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(a) σg = 0.0%
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(b) σg = 0.5%
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(c) σg = 1.0%
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(d) σg = 2.0%
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(e) σg = 5.0%
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(f) σg = 10.0%
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(g) σg = 15.0%
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Figure A.4. RMS of the deviations between ideal signal rise time and signal
rise time obtained by fit after adding Gaussian and Harmonic noise as described
in section 5.2. The figures (a) to (h) represent cases of different Gaussian noise
intensities from σg = 0.5% to σg = 20% of the step size.
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