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Uberblick

Am europaischen Kernforschungszentrum CERN in Genf wird derzeit degé Hadron
Collider gebaut. An diesem Beschleuniger werden vier Expamten aufgebaut. Das
grof3te wird das ATLAS Experiment sein. Der innerste Subdetedés ATLAS Experi-
mentes ist ein Silizium Pixel Detektor. Dieser Detektdnérd tiber 80 000 000 Keile
aufweisen, die mittels einer optischen Datbartragungsstrecke kontrolliert und ausge-
lesen werden. Am detektorseitigen Ende dieser optisthmntragungsstrecke wird ein
Optoboard plaziert sein, das andere Ende im Kontrollraudebdlie Back of Crate Karte.
Auf dieser Back of Crate Karte findet auf3er den opto-elekteiscdWandlung auch die
komplette Justage des Zeitverhaltens des Pixel Detekiafseiner Auslese statt.

In dieser Arbeit wurde die Funktionadit der Back of Crate Karte in verschiedenen Test-
szenarien wie Produktionstests, Systemtests und Tddgifbauten untersucht. Neben
der Qualiatssicherung ahrend der Produktion und dem Test der Funktion der Karte
wurde entsprechenden Steuersoftware entwickelt undtgétes

In einem Teststrahlaufbau wurde die Back of Crate Karte mit Batennahmesystem in-
tegriert und unteéhnlichen Bedigungen wie afer im ATLAS Experiment die Kontrolle
des Zeitverhaltens und deren Auswirkung auf die Datennatutkert.
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Introduction

The particle physics is concentrating on the research détiiueture of the matter which
is observable in our world. How is this world built. Which pel¢s exist, which are

necessary to build up the world? How is this matter kept togretvhat are the interactions
between the known particles?

The answers to these questions are obtained by observidgtiven particles, to study

their properties, and to search new for particles. Modetsdmveloped to describe all
the observations. Experiments are performed to proove thadets. The best prooven
model to describe many of the observations is the StandadeMadhe Standard Model

is elucidated in Chapter 1.1. It is tested very precisely hyeexnental measurements
in the last years, but cannot explain all phenomena of natlicediscover the last not

observed patrticle of the Standard Model, the Higgs bosaht@extend the model further
experiments are needed.

To study the elementary particles machines and instrunagatsecessary to produce and
measure the particles and their properties. In the last a@syan enormous effort has

been made to develop new machines to produce particles agsigher rates and ener-
gies. The more massive the particles are the more energgdeddo produce them. To

increase the machine energy drives the physicists andesgito develop new machines
and experimental instruments.

The newest machine will be the Large Hadron Collider whichridar construction at
CERN in Geneva and will start operation in 2007. This machirelgcates protons in
a ring to an energy of 7 TeV in opposite directions. Thesegm®will collide at four
interaction points. Here experiments will be installed teasure the products of the
collisions: ALICE, ATLAS, CMS, and LHC-b.

The ATLAS experiment is the largest experiment. It is ddmmtiin Chapter 2. This work
has been done as a part of the development of the innermadtteahor of the ATLAS
detector, the pixel detector. The pixel detector and itdaaais explained in Chapter 3.

The steering and the data readout of the more than 80 000 CGfithels of the pixel
detector is performed through an optical data transmiskiay the optical link. This
optical link and espacially its off-detector interfaceg tBack of Crate card, is the central
topic of this thesis.

The Back of Crate card has been studied in its function and @sabipn performance in



detail for this work. The card has been examined startiniy thi production (see Chapter
5), introducing it into system tests (see Chapter 6), andatimgrthe card in a test beam
experiment very similar to the final ATLAS experimental usggee Chapter 7).

One important task of the Back of Crate card is the adoptionetithing for the pixel
detector and its readout. The timing functionality of thegbdetector was studied for the
first time in a real experimental environment using travegparticles in the test beam
experiment. The behaviour of the Back of Crate card and thdtsefen the test beam
study promise a good performance in the final ATLAS experimen

Finally this work and the results are summerised and an okitio the forthcoming tasks
is given.



Chapter 1

Top Quark Physics at ATLAS and LHC

1.1 The Standard Model

"The theories and discoveries of thousands of physicists the past century
have created a remarkable picture of the fundamental ateiof matter: the
Standard Model of Particles and Forces.” [1]

The Standard Model describes how the matter in our worldilsuqufrom small particles
and held together by fundamental forces. It requires 12enpérticles and 4 force carrier
particles to summarise all that we currently know about thetrfundamental constituents
of matter and their interactions, as they are describedibelo

1.1.1 Matter Particles

There are two kinds of matter particles — the quarks and fhtetks — both point-like and
apparently without internal structure.

There are six quarks, which are usually grouped in threes jpicause of their mass and
charge properties: up/down, charm/strange, and topAinotto

There are six leptons, three with electrical charge — edadtr—), muon (. ~), and tau{ ™)
— and three electrically neutral ones — electron neutrig) (nuon neutrinox,), and tau
neutrino ¢,). While the charged leptons have a clear mass hierarchy)eébtan is the
lightest and the tau the heaviest, the mass hierarchy ofgh&inos is not well known up
to now.

Thee™, ther,, the up quark, and the down quark are all that is needed td bpithe stable
matter in the Universe. They make up what is called the firsegation of particles. But
they are not all that was needed to build up the Universe; @igdrgy processes produce
a large variety of short-lived particles which exist be@uosthe existence of "heavier”
particles. These are the muon and muon neutrino, the chaank gund strange quark,
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Leptons 1. Generation 2. Generation 3. Generation
Name Ve e~ v, o v, T
el. chargde] 0 -1 0 -1 0 -1
mass <3-107° 0.511 < 0.19 105.7 < 18.2 1777
[MeV/c?]

Interactions weak | weak, em, weak | weak, em, weak | weak, em,
gravity gravity | gravity | gravity gravity gravity

Quarks 1. Generation 2. Generation 3. Generation
Name up down charm | strange top bottom
el. charg€e] 2/3 —1/3 2/3 —1/3 2/3 —1/3
mass 1-5 3—9 1150 75— 170 | ~ 175000 4000
[MeV/c?] —1350 —4400
Interactions weak, electromagnetic, strong, gravity

Table 1.1: The elementary particles known from the Standléodel. Leptons
and quarks are sorted into three generations. The basieniepand
the interactions of the particles are given, too [2].

which make up the second generation, and the tau and taunceand the top quark and
bottom quark, comprising the third generation.

Recent results from the LEP collider at CERN measuring the Zasce have confirmed
that the number of light neutrino species and therefore thmber of generations is 3.
The peak cross section of the Z resonance to any detectablstitef is sensitive to the
number of neutrino species. It can be expressed through [3]:

O_peak _ ]'2_7TF6€Ff
rTag T

(1 = haa) (1.1)

with
FZ - NVFV + 3Fee + Fhad (12)

I, is the width of the decay into the state ¢, is the QED initial state radiative cor-
rection. It has been calculated to an accuracy better tH#6.0This gave the possibility

to fit the measured peak cross section with aNlyand M, as free parameters. The re-
sultis NV, = 2.9841 + 0.0083 [4]. Thus the number of generations has been confirmed
experimentally.

All second and third generation particles — apart from thetmeos — are unstable and
quickly decay into stable particles of the first generatidihthe stable matter we observe
today is formed by these first generation particles.
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1.1.2 The Four Fundamental Forces

Fundamental particles bind together to form structuredimtales, from the proton built
from three quarks, through atoms and molecules, liquidssafids, to the huge conglo-
merations of matter in stars and galaxies. They do this tiirdour basic interactions, the
forces.

The most familiar basic force gravity, because it is well known from macroscopic ef-
fects. It keeps our feet on the ground and the planets in m@round the sun. On
individual particles, though, the effects of gravity aréremely small. Only for matter in
bulk does gravity dominate.

A much stronger fundamental force is tekectromagnetidorce, which manifests itself

in the effects of electricity and magnetism. The electronedig force binds negative

electrons to the positive nuclei in atoms, and underliesiriteractions between atoms
that give rise to molecules and to solids and liquids. Ungjkavity, it can produce both

attractive and repulsive effects. Opposite electric cbsir@positive and negative) and
opposite magnetic poles (north and south) attract, buigelsaor poles of the same type
repel each other.

When looking inside atomic nuclei and at even smaller strest(inside nucleons), two
unfamiliar forces come into play: the weak force and thergjrinrce. Theweakforce
leads, e.g., to the decay of neutrons and allows the cooveo$ia proton into a neutron
(responsible for hydrogen burning in the centre of stars).

The strongforce holds quarks together within protons, neutrons, ahdrgparticles. It
also prevents the protons in the nucleus from flying apareutiee influence of the repul-
sive electrical force between them. This is because witiemucleus, the strong force is
about 100 times stronger than the electromagnetic one.

The strong force is quite special: it becomes stronger wigtadce. The quarks bound
within particles, for instance, never appear alone; as gpototpull them apart, the force
becomes stronger! This is unlike the more familiar effedtgravity and electromag-
netism, where the forces become weaker with distance. Tnease of the strength with
distance is due to the self interaction of the exchangegbestiof the strong force, the
gluons.

Force Carrier Particles

The standard model includes three types of forces actingigrparticles: strong, weak,
and electromagnetic. Gravity is not yet part of the framdybut because its strength is
several orders of magnitude smaller than the strength afttiex forces it can be neglected
to a good approximation (see Table 1.2).

The forces are communicated between particles by the egehafrspecial force carrying
particles called bosons, which carry discrete amounts efggnfrom one particle to an-
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Interaction / Force | force carrier particles Coupling Strength
(relative)
strong force 8 gluons (g) colour 1
weak force wrw-,2° weak charge | 3-107!
electromagnetic force photon ¢) electrical charge 7-1072
gravity force graviton(?) mass 10743

Table 1.2: The four fundamental forces and their force eaparticles [5].

other. Each force has its own characteristic bosons: thengl(strong force), the photon
(electromagnetic force), tHé’* and Z° bosons (weak force). For gravity the postulated
exchange patrticle, the graviton, has not yet been observed.

A big success of the Standard Model is the unification of teetebmagnetic and the weak
forces into the electroweak force. This achievement is @ralge to the unification of
the electric and the magnetic forces into a single electgmatc theory by J.C. Maxwell
in the 19th century.

The Electromagnetic Interaction

The electromagnetic interaction is described by a gaugeryh@uantum Electrodyna-
mics (QED). This force acts on every electrically chargedigle. The equation of
motion is the Dirac-Equation. It is valid for sp§1particles, the fermions. The Lagrange
density is [6]:

- _ 1
Lopp = i7" Dy ¥ = mWW — 2 F, P (1.3)
with:
D, =0, —ieA,(x) (1.4)
the covariant derivative due to the local phase invariafgeAnd:
F., =(0,A, —0,A,) (1.5)

which is the tensor of the strength of the field and descrihesptopagating fieldd#,
which is to be identified with the photon as the exchange g@ari6].

The subparts of this equation can be illustrated by Feynrreagraims following the Feyn-
man rules: Terms which are quadratic indescribe the propagators of the fermions
(Figure 1.1(a)); terms quadratic i describe the propagator of the photon, which is the
exchange particle (Figure 1.1(b)); and terms quadrati and linear inA describe the
interaction between fermions and the photon (Figure 1)1(c)
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(@) (b) ()

Figure 1.1: Fundamental Feynman graphs of QED: a) Fermiopggator, b)
Photon propagator, c) Interaction vertex

The coupling constant for the electromagnetic interadgon, zp, which is:

e? N 1
dwehe 137

QQED = (1.6)

The Weak Interaction

The weak force acts on all particles. Neutrinos interacy timough the weak interaction.
The three exchange particles, the gauge bogtrsand Z°, are massive particles. The
mass of the W’s is [2]

my = (80.419 + 0.056) GeV/c?

and the mass of the Z is
my = (91.1882 £ 0.0022) GeV/c>.

Because of their massiveness, the lifetimes of the gaugenbaa® small. The small
lifetimes of the force carrier particles are responsibletfi@ short distance of the weak
interaction.

Electroweak Unification

The electromagnetic and the weak interaction can be destthirough one theory, the
electroweak theory. It is based on the gratip(2) @ U(1). The invariance of the local
gauge transformation leads to four gauge bosd¥is; 172, 1?2 (from the SU(2)) and3
(for theU(1)). W' andW? interact to form the gauge bosors™ andW— through [6]:

1
wt=_—
H \/§

The combinations of the other gauge bos@nsand B:

(W, FiW;) (1.7)

Z,, = cos Ow W3 — sin Ow B, (1.8)
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A, = sin @WI/V;3 + cos Ow B, (2.9)

lead to the exchange particlé® and~ (4,). The angleOy, is known as the Weinberg
angle.

Spontaneous symmetry breaking introduces the mass of trenwZ-bosons while the
photon stays massless. Weinberg and Salam defined a wephiigosiblet:

B(z) = — ( gf ) (1.10)

The gauge bosons of the electroweak interaction coupleigdigid. This is the Higgs
mechanism and gives a mass to the W- and Z-bosons. Addipin@lostulates a neutral
scalar Higgs-particlé/®, which remains after the symmetry breaking. This Higgsigiart
is the only remaining particle of the Standard Model whick hat yet been observed.
The measurements at LEP have established a lower boundaheféliggs boson mass
of my = 114.4 GeV/c* with a confidence level df5% [7].

The Strong Interaction

The strong interaction is described by the Quantum Chromentiyes (QCD). It is based
on the symmetry groupU (3) which has 3 parameters, the three colours. The colours
are defined as red, green, and blue. The exchange partictese CD are 8 gluons.
They couple to the colours. The strong interaction onlycffehe quarksq), carrying

a colour, the antiquarkg;), carrying an anticolour, and the gluong,(carrying a colour
and an anticolour. The necessity of this additional degfefeeedom, colour, became
obvious from the observation of the"™* particle, which is formed by three quarks of the
same type (u-quarks). This seemed to be a violation of thé prdnciple. The solution
for this problem is the introduction of colour for the quarks that the three up-quarks
are different in colour. The observed particles — baryapg)(or mesons ;) — are
always colour neutral. Baryons are comprised of 3 quarksghvleach have a different
colour. Mesons are built up from a quark and an antiquark,revtiee antiquark carries
the anticolour of the quark. By experimental measurememstimber of colours has
been determined to be three, by measuring the R-ratio:

+ — —
R— e —ad) (1.11)
(efem — ptu)
R is proportional to the numbers of colours and is measured as
R=3) e (1.12)
q

This result manifests the existence of the 3 colours.
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The QCD is described by the Lagrangian:

. _ 1
Locp = V(i"0, —m)¥ — g, Y (W' T,0)GY — 1 > GG (1.13)

a

whereg; is the coupling constant arif, the fundamental description 6fU(3), with a
representing the eight generatorsdf (3). The G, describe the gluons as gauge fields.
Therefore, there are again two propagator Feynman grapgsrés 1.2(a) and 1.2(b)),
and the interaction vertex (Figure 1.2(c)). Because therglinave colour and anticolour
they can interact with each other. The 3-gluon self-cogpitnshown in Figure 1.2(d).
Through this self-coupling the strength of the force grovithwlistance, prohibiting the
observation of free quarks.

] :
@) (b) (c)
(d) ()

Figure 1.2: Fundamental Feynman graphs of QCD: a) Quark geatpg b) Gluon
propagator, c) Interaction vertex, d) and e) Gluon selfptiog

The Cabibbo-Kobayashi-Maskawa Quark-Mixing Matrix

The quark mass eigenstates are not the same as the weakaigenshe mixing matrix
relating these bases has been parametrised by Kobayashisskawa in 1973 [8]. It is
defined for six quarks. By convention, the mixing is often exgsed in terms of & x 3
unitary matrix V operating on the chargel quark mass eigenstates (d, s, and b) [9]:

d, Vud Vus Vub d
s = Vea Vs Va s (1.14)
v Vie Vis Vi b

The values of individual matrix elements can in principlebs determined from weak
decays of the relevant quarks, or, in some cases, from de&gsiit neutrino scattering.
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Using certain contraints at the tree-level discussed itd@ther with unitarity, and assu-
ming only three generations, the 90% confidence limits omthgnitude of the elements
of the complete matrix are

0.9739t00.9751 0.221t00.227  0.0029 to 0.0045
0.221t00.227 0.9730t00.9744  0.039 t0 0.044 (1.15)
0.00481t00.014  0.037t00.043  0.9990 to 0.9992

The ranges shown are for the individual matrix elements. ddrestraints of unitarity
connect different elements, so choosing a specific valugrferelement restricts the range
of others.

1.1.3 But...

The Standard Model is by now a well-tested physics theosd tis explain and precisely
predict a vast variety of phenomena. High-precision expenits have repeatedly verified
subtle predicted effects. It is currently the best desicnipive have of the world of quarks
and other particles.

Nevertheless, physicists know that it cannot be the endeddtibry, because it cannot give
answers to all questions. Some unresolved questions are:

e What's the origin of the mass of particles? Is the Higgs boddBtandard Model
type or an extension?

e Can the electroweak and the strong forces be unified?

e What is "Dark Matter”?

e Why are there three generations of matter and where did attéingn?
Such questions also relate to current mysteries about thestde: ”Is there more to the
Universe than meets the eye? Why does matter dominate ataifiaDbviously, there
are still missing pieces and other challenges for futureaiesh to resolve, and that’s why
physicists search fanew physics beyond the Standard Modeat will lead towards a

complete’theory of everything” And to do this new machines like the LHC with new
experiments like ATLAS are necessary [1].

1.2 Proton-Proton Scattering

The collision of protons differs from the collision of elemhs and positrons. Protons are
not elementary particles but consist of quarks and gluome quarks are kept together
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Fermilab SSC
CERN l LHCl

E710 -t 109

s
(=1
~

1imb | 1

—
o

1pb |- _ Ojgt
E'7>0.25 TeV

O (proton - proton)
I

inb |-

=)
Events / sec for & = 10%*cm™? sec !

10

1 pb - mz,-‘l TeV

Figure 1.3: Energy dependence of some characteristic-sexg®ns from present
colliders to the LHC [10].

by the strong force. The force carrier particles of the ggrftmrce are the gluons. These
gluons may produce a virtual quark antiquark pair, the sadgu In collisions with a
large energy transfer the quarks or gluons interact witth edgher. This implies that
only the fraction of the centre of mass energy of the two pretarhich is taken by the
interaction partners affects the collision. The momentdithe partons can be described
as fraction of the proton momentum by the Bjorken variable
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Z/dxxfi(x) =1 (1.16)

wheref;(x) is the parton density function (PDF). It is a measured fumcivhich depends
also on the scattering energy. With its help the total cressi@n of the proton proton
scattering can be calculated:

o(S) = Z/O dxi/o dx; fi(w:) fi(x;)0i5 (S, as) (1.17)

Hereo;;(S, o) is the cross section of the parton parton scatteringis the coupling
constant of the strong interaction, agih is the centre of mass energy. The total proton
proton cross section depending on the centre of mass ersestppivn in Figure 1.3.

The total cross section at LHC is about 100 mb. At the desigmrasity (see next
chapter) ofL = 103t em =252 there will be10° collisions per second. The rate #fpair
production will be ten events per second and the Higgs bosibhenproduced with a rate
of 0.02 events per second.

1.3 Top Quark Physics

The reasons for studying the top quark are numerous. Theuagkds the heaviest
fundamental particle. Its mass is an important parameténenstandard model. The
top quark mass is related to the mass of the W bosap, and the Higgs bosom
through electroweak measurements. Precise measurenfehtstop quarks mass and
the W mass provide constraints on the mass of the Higgs [garlitie top quark is also
of interest because its lifetime ®6~2* s is so short that the top will not hadronize before
decaying. This gives a chance to study properties of a baagkquhich are transported
through the decay products.

The top quark was discovered in 1995 with the proton-antiproollider Tevatromat the
Fermilab in the USA. Its mass is;, = 174.3 + 5.1GeV/c* and it carries a charge of
+2/3 e [2]. The discovery took so long, because the colliders hawetiver the double
of the top quarks resting mass to produce a top pair.

1.3.1 Top Quark Production

The top quark can be produced in pairs or singly. At LHC thelpotion of the top quark
will mainly happen by gluon-gluon fusion (ir 87% of the cases) while quark-antiquark
annihilation will contribute with~ 13%. This is nearly opposite at Tevatron, because

aTevatron is the main collider ring at the Fermilab in the USA
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(b)

(d)

Figure 1.4: Main top quark production processes via stratgyaction.

LHC collides protons and protons, while Tevatron collidegi@otons and protons
at a lower energy. In Figure 1.4(a) the top-pair productiorough quark-antiquark
annihilation is shown, while in Figure 1.4(b) the produntiby gluon fusion in the
s-channel and in Figures1.4(c) and 1.4(d) the productiogiloyn fusion in the t-channel
is presented. For single top production be referenced thténature.

The cross section fort-production at the Large Hadron Collider (LHC) will be
o ~ 800pb. At LHC in the initial phase about #-pair is produced each second,

resulting in107 t£-pairs per year.

1.3.2 Top Quark Decay

b
Figure 1.5: Main top decay mode-W+b

Because of its short lifetime the top quark does not hadrotiziecays afters 10724 s
The time for hadronisation depends on the fract%n For the energies at the LH(E( =
374 GeV in average) the hadronisation time is about 10 timestatan the lifetime of
the top quark [11].

The top quark decays nearly 100% of the time to b-W pairs. Tdugdok forms a jet, while
the W boson decays either into a quark antiquark pair or itép@@n and a neutrino. The
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Il c+e
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[ tau+tau
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Figure 1.6: Branching ratios for the decay of theair [12].

decay of at pair gives two b-W pairs. In 5% of the events the two W bosons decay
into leptons and neutrinos, where the lepton is either astrele or a muon. This is called
the di-leptonic channel. In roughly 30% the decay of the Wolnssesults in two quarks,
a lepton (electron or muon), and a neutrino. This is the depidnic channel. 45% of
thett pairs decay fully hadronically, meaning that both W bosoesag into quarks and
antiquarks. The decay of the W into a tau and a tau neutriniffisult to handle because
the tau itself decays very quickly into hadro$%) or into leptons §5%). This is why
the analysis dealing with the leptonical channels onlysalee ot andy. There are four
types of decays distinguished: leptonic, semi-leptoradrbnic, and+ X, see Table 1/3.
All decay modes and their branching ratios are shown in Eidué. The decay of the
top quark into hadrons is the one with the largest branchatig.r In this decay channel
there are 6 jets in which two jets come from the b-quarks and@ thell’s. The four
non b-jets have to be combined to the tWds correctly, which implies combinatorial

Decay type BR | Decay

leptonically 5% | tt — WTbW b — ITvbl~ b
semi-leptonically| 30% | tt — WTbW b — lvqqb
hadronically 44% | tt — WTbW b — qqbqgb

T+ X 21% | one of thelV’s decays intar + v

Table 1.3: Top decay modes and their branching ratios (BR) [13]
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uncertainties, especially if there are additional jets iogrirom gluon radiation. This
decay channel has a large background coming from pure QCDbteféad is hard to
identify.

Very interesting and promising is the semi-leptonic dedanmel. One can trigger on the
isolated lepton and missing energy. There are 4 jets comamg theb’s and thell. The
two light jets have to be combined to reconstruct the W.

The purest decay is the leptonic decay channel, becausees gio isolated leptons,
missing energy and two b-jets. It is possible to trigger anléptons and missing energy
(and do a b-tagging for the two jets), which should give thesgality to use this channel
as well.

When dealing with jets from a b quark it is possible to perfortadpging. This identifies
a jet as coming from a b quark and reduces the combinatorcartainty. The result is a
purer event sample.

For completeness the other decays of the top quark can banrgor a d quark. But these
decays are highly suppressed. The branching ratio®&g:for the s quark channel and
0.01% for the d quark channel.
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Figure 2.1: LHC accelerator with the experiments [14].
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2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is under construction at theoean Centre for Nu-
clear Research (CERN) in Geneva. It will be installed in the @l the formef LEP
machine 100 m deep under ground. The tunnel is partly on Rranga and partly on
Swiss area, between the Jura mountains and the airport av@eihe collider acceler-
ates protons to an energy of 7 TeV. The collider system ctnefdifferent parts: there

is a linear injector which first accelerates the protondpvetd by the two ring acceler-
ators, the PSand the » SPSwhich accelerate the protons to 450 GeV. From the SPS the
protons will be fed into the LHC using more than 500 magnetee frotons circulate in
two vacuum beam pipes in opposite directions.

|+ R
Figure 2.3: Cross section of the vacuum
Figure 2.2: LHC pipe in the tunnel [14].  pipes inside a quadrupole magnet [14].

The LHC itself is a ring accelerator of 27 km circumferencée Pparticles are normally
protons, but heavy ions can be used, too. Each proton widhraa energy of 7 TeV. Table
2.1 provides an overview of some technical parameters ahthghine.

The particles circulating inside the ring are divided intmbhes of- 10! particles. 2808
of these bunches circumnavigate the ring and follow eacarahseparation of 7 m in
length or 25 ns in time. The particles traverse the entirg #n10000 times per second.
At four specific points in the ring detectors will be constad: At these points the two
beams will cross and collide with a rate of 40 MHz. Four expemnts will be installed
at the LHC to measure the products of the particle collisidpar event there are 20
inelastic scatterings which give nearly 1000 new particles

3Large Electron Positron Collider, operated between 19892800
bProton Synchrotron
¢Super Proton Synchrotron
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Circumference 26658, 883 m
Strength of magnets 8,4T
Centre of mass energy for pp 14 TeV
Number of proton bunches 2808
Protons per bunch 1.1-10H
Beam energy 362 MJ
Separation between the bunches 25ns
Collision rate 40 MHz
Luminosity 103 cm2st

Table 2.1: Machine parameter of the LHC for proton operatarthe proposed
luminosity of 103* em =257,

The rate of the proton proton reaction inside the LHC machegends on a the proton
proton cross section and a machine parameter, named lutgindse luminosity L is
defined by Equation 2.1.

ning f
L= 2.1
b (2.2)
with:
ni, ny humber of particles in the crossing bunches
f bunches per second
A cross sectional area of a bunch

The LHC runs in two luminosity phases, the low luminosity ghavith L = 10% 1
and the high luminosity phase with= 2.3 - 10?41,

The produced particles are registered by the detectors.midmeentum, the charge, the
energy, and the track of the particles are measured. Theumsgamformation is used by
the analysis software to reconstruct the events and antiggehysics.

There are four large experiments at the LHC, these being AEI@\ELA#, cMS and
LHC-BY. ATLAS and CMS are general purpose experiments sensitivé kind of pro-
cesses, ALICE is a heavy ion experiment looking at the coltisiof lead or gold ions.
LHC-B is meant for doing B-physics, for example measuring thaperties of the B
mesons. While ATLAS, CMS, and ALICE are built up in a traditiomaanner with a
tracker as the innermost detector, followed by a calorimatd a muon system, the LHC-
B experiment differs. LHC-B is built up only on one side of ttalision target to have a
longer view of the interesting particles.

dA LHC lon Collider Experiment

€A Toroidal LHC Apparatus

fCompact Muon Solenoid

9Experiment for B-Physics at LHC: LHC-B
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2.2 The ATLAS Experiment

This thesis is primarily focused on the pixel subdetectahefATLAS experiment, so it
will henceforth concentrate on the ATLAS experiment. ThaAB pixel detector and its
read out components are described in more detail in Chagter 3.

2.2.1 Goal of the ATLAS Experiment

The aim of the ATLAS experiment is to research the struct@iraatter, how it is built up
and how it stays together. As described in Chapter 1.1, threrstdl open questions to
address. With the highest energy ever produced with aneredet, LHC will open new
possibilities for studying already known processes andaaaother step in the search for
new physics. The ATLAS experiment, as one of the generalqa&gxperiments at the
LHC, is meant for studying the quarks, especially the heawrkp) as well as studying
the CP-violation in the B-decay, searching for the Higgs, &gag for super symmet-
ric particles (SUSY), and more generally, physics extegpdite Standard Model [15].
The detector was designed according to these tasks to ebaemany of the produced
particles as possible. The structure is described below.

2.2.2 Structure of the ATLAS Experiment

The ATLAS detector is the largest detector at the LHC. It is 2drdiameter and 44 m
long. Its weight is about 7000 t. The detector is shown schieally in Figure 2.4.

Moving from the outermost to the innermost part, the ATLAP&xment is built up by a
muon spectrometer (blue in the schematic), the hadrongz(grand the electromagnetic
(orange) calorimeter, to a cryostat containing the inné&ater consisting of a Transition
Radiation Tracker (TRT, yellow), the Silicon Tracker (SCTdyand the Pixel detector
(rose). The inner detector is placed in a solenoidal magfietd of 2 T strength, while
the muon system is placed within a torroidal magnetic fiel@.6fT. The subdetectors of
ATLAS are described in the next sections.

The coordinates in which the detector can be described argechto be Z®, and.
Because the detector is symmetrical to the beam pipe thistidingds chosen as the z-axis
with the origin in the centre of the ATLAS detector. The twaykas describing the other
two dimension are the azimuthal angbeand the polar anglé. While ® is kept as a
coordinatef is transformed into the pseudorapidifyy:

n = —In(tan(6/2)) (2.2)

This meang) = 0 for the plane orthogonal to the beam pipe at z=0. Therefa@alisolute
value of7 is used to describe a region of the detector symmetricalthecorigin. Like
the barrel region of the pixel detector is insiglec 2.



2.2 The ATLAS Experiment 21

Figure 2.4: Schematic of the ATLAS experiment [14].

The Muon Detector

The muon spectrometer [16] is the outermost subdetectatetitifies muons and mea-
sures their track and momentum. To reach a precision on thex of < 10% in momen-
tum for a muon with transverger = 1TeV, the track of the muon has to be measured
very precisely. The resolutions aré m in z and(0.1 — 1) mrad in®. The second pur-
pose of this subdetector is to generate a trigger on muopgndiéng on their transverse
momentum. The properties are summarised in Table 2.2.

The muon spectrometer is comprised of 4 different detegfmes: monitored drift tubes
(MDT), cathode strip chambers (CSC), resistive plate chasmffePC), and thin gap
chambers (TGC).

The MDT'’s are foreseen for precision measurements. Thepuheof aluminium tubes
of 30 mm diameter70 — 630 cm length, with a tungsten wire in the middle. They are
filled with an argon-methane-nitrogen mixture at 3 bar. Téadout is done at the end of
the tubes which are arranged in multilayers of 3 or 4 tubegur€i 2.5 shows the carrier
structure with the tube multilayers on top and bottom.

These MDT-chambers are arranged in the ATLAS detector agréldayers with 5m,
7.5m, and 10 m radius. In the forward and backward regiorethes 2 disks of MDT
chambers on each side. The orientation is always paralksletdoroidal magnetic field
for having the best measurement of the muon momentum.
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Figure 2.5: Monitored Drift Tube of the ATLAS muon System.

The CSC's are installed in the forward region very close to g pipe. In this region
the MDT’s cannot be used because of the high occupancy. Thékeamultiproportional
chambers, where the signal is collected on strip segmeatbddes.

For generating the fast trigger signal, RPC'’s are built on tofn@ MDT's in the barrel
region. They have a very short response time and measurenaesional trackpoint.

In the forward region the fast trigger signals are generayetihin Gap Chambers.

Purpose Precise measurement of the tracks of muons
and generation of the muon trigger
Detector type Monitored drift tubes and different multistrip
gas chambers
Number Barrel layers 3
Disks 4
Dimensions Radius 5—10m
Length 7—21m
Resolution z 70 pm
o 0,1 — 1mrad
Momentum resolutior pr < 100 GeV 2%
100GeV < pr < 1 TeV < 8%
Channels CSC + MDT 67000 + 370000
RPC + TGC 355000 + 440000

Table 2.2: Properties of the muon spectrometer.
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Figure 2.6: Liquid Argon Calorimeter in accordion structure

The Hadronic Calorimeter

The hadronic calorimeter measures the energy of hadroniicles. In addition, it deliv-
ers spatial information to match the hit to a track in the mimacking detector. The
calorimeter is comprised of a barrel section (tile sciatdr calorimeter) and the end
caps (liquid argon calorimeter). All calorimeters are shngpcalorimeters. In the tile
calorimeter, located in the barrel section, plastic sktattirs are used as the active mate-
rial and steel as the absorber material. All other caloramsein ATLAS use liquid argon
as the active material. They differ in geometry and in theodlier material. As absorber
material tungsten is used as well as copper. The requirsnaeaigiven in Table 2.3

Purpose Measurement of the energy of hadrons and
with spatial resolution
Detectortype Sampling calorimeter with liquid argon

and plastic scintillators

Granularity(An x A®)

0.1x0.1-0.2x0.1

Interaction length > 11 atp =0

Energy Resolution for || < 3 ¥ =2 03%
for3 <|n| <5 ¥ =P e10%

Dimensions Radius: 2.28 —4.23m
Length: 11.46m

Number of channels in total 180000

Table 2.3: Properties of the hadronical calorimeter.

ets
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Purpose Measurement of the energy of electrons and photons
with spatial resolution
Detector type Sampling calorimeter with liquid argon
Granularity(An x A®) Barrel Layers 0.003 x 0.1 — 0.05 x 0.025
Endcaps 0.003 x 0.1 — 0.1 x 0.1
Radiation length > 24X
Energy Resolution Photong E7 = 50 GeV) < 1.6%
Electrons(Er = 20 GeV) < 6%
Dimensions Radius 1.15—2.25m
Length 13.14m

Table 2.4: Properties of the electromagnetic calorimeter.

The Electromagnetic Calorimeter

The electromagnetic calorimeter measures the energy dfets and photons, and part
of the energy of the hadronic jets. The calorimeter delieespatial information of the

measured hit, using liquid argon as the active material @ad &s the absorber. It is built
in an accordion structure with alternating absorber angetdayers. A schematic of the
structure can be seen in Figure 2.6. The Properties are miviable 2.4.

Transition Radiation Tracker (TRT)

The tracking system is located in a 2 T solenoidal magnetid. fiek has to measure the
tracks of charged particles very precisely to give infolioraabout the charge and the
momentum of the measured particle. The precise spatiatnvg#tion obtained by the
tracking system enables the reconstruction of the primartex, impact parameter, and
secondary vertices. The radiation environment so closkedéam pipe is very severe.
The components close to the beam pipe have to be extremabtioadtolerant. The
tracking system is comprised of three different detectpesy

The outermost of the tracking detectors is the transitialiateon tracker/ (TRT). It is as-
sembled from straw tubes. These are aluminium coated palypaiies of 4 mm diameter
and a length of 1.44 m. Along the contral axis there B)am thick tungsten-rhenium
wire. The tube is filled with aXe — CO, — C'F, gas mixture. Approximately 370000
tubes are included into the TRT, with 50000 in the barrel a2@080 tubes in the disks.
On each detector side there are 18 disks. The propertiee ofRT are summarised in
Table 2.5.

As radiator between the tubes in the barrel there are pgbypeae-polyethylene fibres,
and in the forward region there are foils of polypropylen®lypthylene. As a result, the
dielectric constant in the material alternates. Therefameharged particle traversing this
material with a relativistic velocity emits transition fation. The energy of the radiated
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Purpose 30 spacepoints for the tracking of charged particles
and electron identification
Detector type Straw tubes with PET/PP radiator
Numbers Barrel Layers 3
Disks 18 on each side
Dimensions Radius 558-1080 mm
Length 4+ 3396 mm
Spatial Resolution r—o 170 pm
Z -
Spacepoints > 36 per track
Separation power/7 | Pion rejection > 50
Channels Barrel 50000
Disks 320000
Track recognition all tracks withpy > 0.5 GeV withinn < 2.5

Table 2.5: Properties of the TRT.

photons is proportional t¢ = £. Because electrons and positrons will reach a very
large velocityv and will emit a significant transition radiation, an idermiiion of these
particles is possible.

Silicon Tracker (SCT)

The silicon tracker$CT) is located inside the TRT. In the barrel region the SCTists1s

of four layers. On each end it has nine disks in addition. Hyels and disks are assem-
bled with silicon strip detector modules. Each of them is pdsed of by four silicon
strip detectors, which are affixed in pairs on the top and tt®n of a carrier structure.
The strips of the top and the bottom detectors are arrangidswiall angle of 40 mrad
between the strips. This helps to resolve hit ambiguitidse 3ensors ar&)0 ym thick

and have an active area®fx 6 cm?. Two sensors are combined to one detector module
with 768 strips of 12 cm length. The pitch between the strgg®iym. The properties
are summarised in Table 2.6.

Pixel Detector

This thesis focuses on the pixel detector. The pixel detentd its read out structure is
described in more detail in a separate chapter, see Chapter 3.
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Purpose More than 3 space points per charged particles
Detector type Single sided silicon strip detectors
Numbers Barrel Layers 4

Disks 9 on each side
Dimensions Radius 300 — 520 mm

Length + 2788 mm
Spatial Resolution r—ao 23 pm

z 500 pm

Channels Barrel 3200000

Disks 3000000
Track recognition all tracks withinn < 2.5

Table 2.6: Properties of the SCT.

2.3 The Trigger System

The trigger system [17] of the ATLAS experiment has threeslev The first level is

implemented in custom made hardware. The second and thels lere programs running
on computer farms. Because of the enormous amount of dateetbetadr is taking, the

trigger has to reduce it to an amount of data which can bedtdiee trigger system has
to reduce the rate of data taking (40 MHz) to the storage 2@8 Hz). The first level

trigger reduces the rate from 40 MHz to about 75 kHz, the sédewvel reduces this to
2 kHz, and the third level trigger finally to 200 Hz. The secand third trigger levels are
referred to as the High-Level Trigger (HLT). They share asébn framework and differ

mostly in the amount of data they handle and the speed of ¢jogitims.

To be sensitive to unknown processes of new physics, thgetrigystem is designed to be
as inclusive as possible. The thresholds for fundamenjattare sufficiently low to be
sensitive to decay products of new particles. And there isopological criteria which
would bias the trigger. Table 2.7 shows the trigger objeststhe physics coverage.

Trigger Objects Physics Coverage
Electron Higgs, W/Z’, extra dimensions, SUSY, W, top
Photon Higgs, extra dimensions, SUSY
Muon Higgs, W/Z’, extra dimensions, SUSY, W, top
Jet SUSY, compositeness, resonances
Jet + missingEr SUSY, leptoquarks
Tau + missinglr Ext. Higgs models, SUSY

Table 2.7: Example of trigger objects and their physics caye.
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Figure 2.7: The overview of the ATLAS trigger and data acijois system [18].

2.3.1 First Level Trigger

The first level trigger has to be very fast and is therefordemgnted in custom hardware.
Since the decision for a trigger can not be made within 25hesdetectors have to store
the event data in a pipeline until the LVL1 trigger decisisrmade. The time for the
trigger decision i2.5 us. After this time the data is lost if not read out. The LVLger

is sent to the Read out Drivers (ROD) which will pass the readdata to the Read Out
Buffer (ROB) where the data is stored until the LVL2 decisioreiached.

The LVL1 trigger uses only information from the muon systend dhe calorimeters.
These two items of trigger information are combined in a Gafrigger Processor (CTP)
which makes the final decision and sends it via the Timingg&igand Control (TTC)
system to the subdetector ROD’s. Additionally, the CTP semidsmation to the Region
of Interest Builder/(RolB) which compiles a list of Regions ofdrest |(Rol) from the
event for the LVL2 trigger.

Calorimeter Trigger

In the calorimeter system, trigger towers are used to makigget decision. The towers
are in the regiorjn| < 2.5 and have a granularity ohn x A® = 0.1 x 0.1. While
the analog sums are done on detector, the information isntedal preprocessor system
followed by a jet/energy sum processor and a cluster proceshich identifies electrons
and photons as well as taus and hadrons. With this an eléatraton trigger can be set,
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as well as a tau or jet trigger. It computes the missing andrémsverse energy and the x
and y components of the missing transverse enékgyo be used in the trigger decision.

Muon Trigger

The trigger chambers in the muon spectrometer are the RPC’shan@iGC’s. They
provide three stations with 2 layers each in the barrel regibhe trigger algorithm is
based on a coincidence of hits in different layers with retstms on their track. For
detecting a lowpr muon, a successful trigger condition consists of threeihitee four
inner layers, while a higl; muon trigger requires an additional hit in the outer station

The thresholds for momentum can be programmed indepegdentlow and highpr.
The information from the muon system is passed to the CTP #otritger decision.

2.3.2 High-Level Trigger

The High-Level Trigger (HLT) refers to the LVL2 trigger arttetEvent Filter (EF) system.
They share the same trigger selection framework and mamyitdms may be used by
both of them. The boundary here is very flexible.

The High-Level Trigger software framework is based on th&.A$ offline framework
Athena [19]. This makes it easier to use the HLT algorithmghm offline simulation.
The HLT event selection software defines additional requénets on trigger algorithms
compared to the offline algorithms. This is important for IN&.2, where data must be
formulated as a Region of Interest (ROI). The trigger systemstepwise system. Each
step makes use of the data from the last step. And at eachh&tegbetering process can
reject the event. This saves processing time and reducdatémey for events where a
decision can be made based on some rather simple propditiesnore time consuming
algorithms are processed in later steps. An event can ordgtepted after it has passed
all the steps. For a more detailed description of the trigeystem, please refer to [17]
and [20].
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Components of the Pixel Detector
System

3.1 The ATLAS Pixel Detector

Figure 3.1: A schematic view of the pixel detector in its mibog structure [21].

The pixel detector is the innermost subdetector of ATLASe Dwithis, the requirements
concerning radiation hardness, spatial resolution, twtgba separation, and occupancy
tolerance are rather severe. Even at the end of its lifetimag@ixel detector has to deliver
3 spacepoints for each traversing charged particle. Itsadpasolution has to be 15 ym

in rd- and< 120 um in z-direction. The detector is comprised of hybrid pixetettor
modules which can be read out very fast and give true 3-dimoeakspatial information
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Figure 3.2: Loaded stave in a cooling box.

for each hit. The hybrid technique allows one to develop #reser and the electronics
independently and to optimise them separately.

The pixel detector (see Figure 3.1) has 3 barrel layers, K dis the forward side, and 3
disks on the backward side. It records 3 spacepoints pegetigrarticle, up to a pseudo-
rapidity of || = 2.5. To reconstruct secondary vertices, means the locatiorpafticle
when decaying outside the primary interaction vertex, gagtial information close to the
beam pipe is important. This information improves the negsoh of the reconstruction
and improves the analysis results. A secondary vertex cabserved if a B meson, con-
taining a b-quark, decays. A reconstruction of this secondartex will allow one to tag
a jet as a b-jet.

This is why the innermost layer of the barrel section is célBelayer The middle layer

is Layerland the outer one is calldcayer2 Each barrel is comprised of staves, upon
which the active elements, the pixel modules, are mountedtae is a carbon-carbon
support structure having the cooling pipe underneath amddtector modules on top. It
is 832 mm long and has a width of 18 mm [22]. Each stave will HE@nodules. The
modules are arranged symmetrically about the centre witin@imation angle of 1.3,
and slightly overlap in the z-direction. Figure 3.2 showsaas. The staves are combined
pairwise, so that the smallest mechanical unit will be atéwe. They are arranged in a
turbine like structure, so that the uninstrumented spaoensnised.

The disks are divided into sectors (see Figure 3.3) which lale 3 modules on the
front and 3 modules on the back. The modules on front- anddideloverlap to provide

complete coverage. Table 3.1 gives the dimensions and icabed for the subparts of the
pixel detector.

All staves are mechanically the same for all barrel layetsthe sectors are identical for
all disks. All staves and sectors are equipped with the sgpedf modules, 13 on the
staves, 6 on the sectors. A selection of the staves for they®Brlia based on the criteria
of having modules which show the best performance withoytreawork procedure.
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Figure 3.3: A sector on a test station. The sector is the sstathechanical unit
of a disk. A sector carries 6 module, 3 on the front and 3 on dokb
side.

3.1.1 Pixel Module

The smallest active detector unit of the pixel detectorpsxal modulgsee Figures 3.4(a)
and 3.4(b)). It consists of a silicon sensor, the read oudtrrics, and the intercon-
nection foil. The sensor is subdivided into 46080 pixels wfaaea of50 xMx400 um

or 50 umx600 pm. Each of these pixels is connected to a single electroiwieetiny

solder bumps. The electronic cells are arranged in 16 dp&SI&’s, the Front End (FE)
chips. In these chips the signals from the sensor is amp#firetidigitised. It is fed to
the module control chip, the MCC, which communicates with tfiedetector readout
electronics. The interconnections between the FE chipsttad/ICC are provided by
25 um thick wirebonds and a flexible capton foil, the "flex”. Théfelifent components —

Radius (mm) | Staves| Modules
B-Layer 50.5 22 286
Layer 1 88.5 38 494
Layer 2 122.5 52 676
z-position (mm)| Sectors| Modules
Disk 1 +495 8/8 48/48
Disk 2 +580 8/8 48/48
Disk 3 +650 8/8 48/48
Total 1744

Table 3.1: Dimensions and coordinates for the ATLAS pixeedir subparts.
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Figure 3.4: A pixel module. The 16 Front End (FE) chips areaundath as shown
in the illustration. A flexible capton foil provides the intennections
between the FE chips and the module control chip (MCC) on top.

the sensor, the front end chips, and the module control claipe-described in the next
sections.

3.1.2 Pixel Sensor
Basics of the Semiconductor Detector

As sensor material silicon as crystalline semiconductiegemal is used. A charged par-
ticle traversing a semiconductor loses energy in the drgstaerating electron-hole pairs
along its path. For silicon the mean energy to produce anretetiole pair is 3.62 eV. To

ilonise an atom in the material one has to overcome the enaqyngthe band structure
of the semiconductor on one hand which is 1.12 eV for silicoth @ne has to account for
the generation of phonons, thermal energy in the end, onthiex band.

The energy transfer of a charged particle in matter is desdrihrough the Bethe-Bloch-
Formula 3.1.

dE o o L 2P 2me V20 W s ) C
— = 2 Nyrimec pZ@ {ln <T —203° -6 — 22 (3.1)

with (values for silicon given in brackets):
dE /dz: mean energy loss per track length

N,: Avogadro’s number $.022 x 10%* mol~!
Te: classical electron radius 2817 x 1013 cm
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Figure 3.5: Energy loss of different types of particles adow to the Bethe-
Bloch equation, calculated for particles traversiig ym thick sil-
icon [23].
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Formula 3.1 includes the density effect correcticand the shell correctiofi and is valid
down tog ~ 0.1 [24].

The energy loss of a traversing particle is decreased byahsity effect at high energies.
The presence of the electric field leads to the polarisatiaians along the path of the
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particle and thus electrons far from the path are shieldsa the full electric field. The
density effect depends on the density of the absorbing mhter

The effect of the shell correction is a small effect. It regsiche energy loss at low
energies, because of the wrong assumption of a stationegtreh in the absorber.

At aroundv ~ 0.96 ¢ or §y ~ 3.5 a minimum in the Bethe—Bloch formula is reached.
Particles at that point are call@inimum ionising particlegMIP).

As an example the mean energy loss in 280 silicon of an minimal ionising pion with
the massn,, = 139.57 MeV is ~97.5 keV, generating-27000 electron-hole pairs. This
is different from the most probable energy loss, whick-€9.9 keV, generating-19300
electron-hole pairs. This is due to the asymmetry of the gnlrss density function,
which is not gaussian but has a tail to higher energies, whidhe to possible interactions
with a higher energy transfer.
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Figure 3.6: Type inversion.
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Figure 3.7: Sensor full depletion voltage under irradiatgmd annealing for the
10 years of ATLAS. The dashed lines are for pure silicon, thlels
lines show the oxygen enriched silicon, which is used for el
detector. The upper two lines are for the B-Layer, the lowerlines
are for Layerl [27].

The ATLAS pixel sensor

The silicon sensor [25, 26] of the ATLAS pixel detector maalhbs a size df3 x 18.6 x
0.25 mm?. Its active area i60.8 x 16.4 mm?. It is subdivided into pixels to provide the
2 dimensional spatial information for each hit. The sens@n n” on n type sensor. For
this, both sides of the sensor have to be prepared, but thésdff material has several
advantages. Themon n type sensor bulks undergo type inversion with irradiafsee
Figure 3.6). This means that the concentration of the effectoping of the sensor ma-
terial changes with an increasing radiation load. Thusfype of the bulk inverts from
an n-type into a p-like substrate. The change of the effeaiyping concentration im-
plies that the depletion voltage needed for operation oesndVhile in an n-type bulk
the depletion zone grows from the back side, after the typergmon the depletion zone
grows from the pixel side. This implies that even with an mgbetely depleted sensor
the pixels are isolated against each other and operatiarssilge. The active volume of
course increases with the depletion depth. The pixel supEiem is designed to reach a
depletion voltage of 700 V.

The radiation environment the pixel detector is locatediaxtremely severe. The pixel
modules components have been tested to withstand thisicadievel. Extensive research
on sensor materials has shown that a controlled oxygenhaatisilicon can withstand
radiation better than normal silicon [28]. It is also knovrat temperature effects can
improve or worsen the resistance to radiation damage. Asudty¢éhe operating temper-
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Figure 3.8: Ganged sensor pixels as view on the sensor tep B pixels are the
long horizontal structures. The vertical junctions aredbenections
of two pixel. The edges of the read out chips are sketches. ubldo
connected cell always alternates with a single connectied ce

ature for the pixel sensor is10° C. The silicon can repair itself at higher temperatures.
This effect is callecannealing For a more detailed description, see [28]. The annealing
improves the sensor first and turns into a reverse annedtegsame time. This worsens
the radiation damage again. The temperature has to be ldwegevoid this reverse an-
nealing. Thus, during the inactive periods the pixel deteistkept at+20° C for 20 days
and then at-10° C for the rest of the time. The resulting effective doping @amtration

of the silicon is shown in Figure 3.7. The plot shows the ndedigpletion voltage for
the B-Layer (upper two curves) and for Layerl (lower two cgjvelhe dashed curve is
for a pure silicon and the solid line shows the behaviour lierdxygen enriched silicon
which is used for the pixel detector. It shows also that thggexated silicon sensor can
be operated fully depleted after 10 years of ATLAS for LayéFhe B-Layer is foreseen
to be exchanged after 5 years of operation.

The sensor pixels have a size &f x 400 um? for nearly all of the pixels. This leads
to a spatial resolution of5 um in the -direction andl 15 um in the z-direction. Each
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Figure 3.9: Cross sections of pixel isolation: on the lefttthditional p-stop tech-
nigue, in the middle the p-spray technique, and on the rightodi-
fied p-spray technique [26].

pixel is connected via a small bump with its own electronicsuit. These circuits are
arranged in 16 Front End chips. Each chip has 18 columns ehdb#& of these circuits.
On each long side of the module there are 8 chips. To avoid ekggoins on the module,
the area between the chips is specially designed. The fdietdgeen the long sides of
the chips are enlarged f® x 600 xm?. In the region of the short side of the chips there
are 8 uncovered pixels. The uncovered pixels are combinadctmnnected pixel each,
so there are 4 electronics circuits for each column in the g which are connected to
two pixels each. The top metallisation of the sensor is shiowFigure 3.8. The pixel
structure can be seen and the chip edges are indicated. heatmn between the pixels
is visible.

As a result, one has to distinguish different types of pixeglgshe module. The normal
cells 60 x 400 zm?), the long cells §0 x 600 um?), the ganged cells which have two
pixels connected to one electronics circuit, and the pmwéleh are long and ganged.

Isolation

On n" on n sensors the cells have to be isolated against their maigh. The i im-
plants are in an n-type bulk, so there is an ohmic contact.idedation there has to be
a pn junction in between the pixel implants. The standarbrtegie to isolate the pix-
els is the p-stop technique. It foresees an additional ganmpbetween the pixels. This
highly doped p-implant stops the electron travel (p-stof)is technique has some dis-
advantages, such as an additional processing step (mogesx@), and increasing field
gradients with irradiation. To avoid this, the pixel serssare isolated by the p-spray
technique. Here the whole sensor surface is coated with & psraplant. The layer is
sufficiently weak that the properties of the implants are not changed, but the space
between the pixels is now filled with this p-implant, and tiislds a pn-junction and
suppresses electron travel.

A big advantage of this technology is that the effective dgpof the p-spray implant
is decreased by radiation due to surface effects. This Bwer field gradient between
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the n- and p-implant, while the electron accumulating lageshielded completely and
the high voltage resistivity is increased. The p-spray dsethe ATLAS pixel detector
is a moderated p-spray, which means that the doping has gegtdcbm the middle be-
tween the pixel to the pixel implants itself. This increatheshigh voltage stability before
irradiation.

Guard Ring and Bias Grid

The cutting edges of the sensor are electrically conductiMeerefore, it is necessary
to isolate them from the high voltage on the sensor. This reeday a structure called
"multiguard rings”. It consists of 17prings on a floating potential around the backside
implant. The high potential is decreased from ring to ringl émis prohibits a direct
contact between the sensor edge and the implant for the bitdge.

For testing purposes all of the 46080 sensor pixel cells anaeected to a bias grid. This
allows one to bring all pixels to a defined potential for tegtihe cells without any elec-
tronic chips connected to the sensor. To avoid shorts betteesensor cells through the
bias grid, the punch through effect is used. The resistahtgeacontact is high for low
potentials and low for high potentials. In case of a discated pixel (missing bump)
the punch through contact to the bias grid prohibits an utmobed high potential in this
pixel [26, 29].

When connecting the read out chips to the sensor cell, thaimpf the pixel is connected
to the input potential of the amplifier and the bias grid istkiégpating. The potential
difference between pixel and bias grid is normally small eor@&pixels are not shorted by
the bias grid.

3.1.3 Pixel Front-End Electronic

Sixteen ASIC’s — the Front End chips — are placed on the pixeduteo These chips
have been developed especially for the pixel detector. Hneydesigned in a radiation
hard "deep submicron” technique [30] and are producedir@um-technology at IBM.
Each chip has a size Gf2 x 10.8 mn?¥. It supports 2880 pixels arranged in 18 columns
and 160 rows.

The supply for the chip is provided as a voltage of 1.6 V for é&malog part (VDDA)
and 2.0 V for the digital part (VDDD). The main ground connectbetween these two
voltages is on the flex.

Requirements

The pixel detector must meet special requirements in terfnits @nvironment and its
functionality. It has to measure the passage of ionisingigh@s with 3 space points.
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The most probable energy which a MIP deposits inah@ m thick sensor results is a
collected charge of arourz{000 e~. Assuming the particle crosses at’'96 the sensor
plane, the charge can be shared between up to 4 pixels. llotageal charge sharing the
pixel cell has to recognise a charges0f)0 e~ . If this amount of charge is not recognised
the hit is lost. Due to the geometry of the pixel detector getiside the magnetic field
the expection of cluster sizes is about 50% single hits andt0% double hits.

Ideally the pixel detector is able to measure a charg@od ¢~. Two contributions have
to be controlled for this. On the one hand there is a dete¢ti@mtriminator) threshold
which can be adjusted. Normally this threshold will be set0 ¢~. On the other hand
the hit has to be associated to the correct bunch crossirapingeto the correct 25 ns time
frame. This is achieved for particles which deposit at leastarge ol 500 ¢~ above the
discriminator threshold. This effect is described in moegad later on in the timewalk
description in this Section and in the test beam analysis Geapter 7). This leads to
minimal charge which is measured in the correct trigger wmadf 5500 ¢~. The module
is able to compensate the wrong measured bunch crossingiassointernally, which is
a feature of the Front-End chips, nantetidoubling

The discriminator threshold is necessary to reduce noisearhithe pixel cells as much

as possible. The threshold values of the pixels on the maah@legaussian distributed
(threshold dispersion). Additionally, there is the noisée electronics-sensor combina-
tion. For good performance the following equation shoulddled:

Nois€ + (threshold dispersign < (500 e~ )? (3.2)

For a threshold 08000 e~ this is equivalent to &c distance. For the ATLAS pixel detec-
tor the noise is required to be belaW0 e~ and the threshold dispersion belGd0 e .

The spatial resolution of a pixel detector is dominated tgydize of its pixel cells. The
size of each pixel cell itself is limited by the area the elecics needed. The geometry
determines the spatial resolution of a detector by:

1 p/2 p2
(Az?) = —/ ridr = (3.3)
p 7p/2 12

Wherep is the pitch of the pixels. For the short side-{lirection) of the pixels this is
(Ax?) = 14.4 um and for the long side (z-directiofi\z?) = 115.47 um. To increase
the resolution, the pixel electronic is able to measure mbutipne deposited charge. From
this measurement the precision of the position measurecaenbe increased for double
hits to abouB um for the®-direction [31]. The detector orientation relative to ttzetle
track is optimised for havin§0% single hits and0% double hits, taking into account the
magnetic field the pixel detector is located in.

To minimise the uninstrumented region neighbouring maslolerlap with each other.
In addition, the deadtime for the pixels is required to belknide hit rate for a pixel in
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Physics Requirements

spatial resolution i < 15pum
spatial resolution in z < 120 pm
efficiency > 94%
LHC Environment Requirements

radiation tolerance

TMeVn,,
> 50 MRad or10'"° =5t

time resolution

< 25ns for (100000e~ > ¢ > 5000e™)

Requirements for the Electronics

pixel size 50 x 400 pm?
noise <400e~
threshold uniformity < 300e”
threshold < 3000e~
cross talk < 5%
power per FE chip < 250 mW
masking all pixels individually
calibration all pixels individually

leakage current compensation up to5 nA per pixel
Requirements for the Data Taking / Trigger
deadtime <2.0us
deadtime in the B-Layer < 0.5us

Table 3.2: Requirements for the pixel detector and its ejaats [26]

the B-Layer is expected to be about 20 kHz. The deadtime has lesbk thar).5 ;s per
hit to be smaller than% of the hit rate.

All requirements for the pixel detector have been summdiiisdable 3.2.

Pixel Cell

The pixel cell electronics, as shown in Figure 3.10 can barseed into an analog and
a digital part. In the analog part there is a fast preamphfibeich integrates the sensor
charge into a feedback capacitor and discharges it with stanhfeedback current. The
outgoing signal is amplified in a second stage differentidlhe second part of this sig-
nal comes from a replica circuit which reproduces the DC micgeof the first amplifier
part. The subsequent discriminator translates the analtsg jgignal into binary hit in-
formation. On the starting and ending of the binary signairee tstamp is stored into a
RAM which can be read out. The time stamp is generated by amalteounter which
is synchronised with the 40 MHz system clock. Additionathg binary hit information
is fed to a hitbus. This hitbus is "ORed” over each column andlmaused as a trigger
signal or for test purposes. The hitbus is not used in theiphigita taking.
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Figure 3.10: Schematic of the pixel unit cell.

The discriminator threshold can be set in two ways. The dltitvashold of the module
can be set through/a DAC (named GDAC) and each pixel has andndiv7-bit-DAC
(named TDAC) to adopt the threshold and reduce the variatfahe pixel thresholds
over the module.

The analog information of the incoming pulse is translated the length of the digital
signal. A schematic of this is shown in Figure 3.12. Becausb®tonstant discharging
current the signals time above threshold is proportiongh&height of the signal and,
therefore, the duration of the digital signal is proporéibto the deposited charge. This
is called TOT, for Time Over Threshold. The TOT is measurediatk cycles of25 ns
length and can be up to 255 clock cycles (8 bit).

To reduce the variation of the TOT behaviour through out tieelute there is the possibi-
lity of adjusting the feedback current and with this the ptesss of the discharging curve
in each pixel by setting the FDAC's.

Each pixel has a 14 bit memory in which the pixel settings &oeed. Seven bits are
reserved for the TDAC settings, 3 bits for the FDAC settiregsd the remaining 4 bits
are used for enabling the pixel for different scenarios: &hablebit enables the pixel
for readout, théhitbusbit sets it on the hitbus line, thall bit disables the preampilifier,
and theselectbit chooses the pixel for test pulses. The DAC’s, their megsyiand the
nominal values are giving in Tahle 3.3.

To test the pixel cells there are two capacitofs, andC},,, in each cell on which one
can pulse a charge and bring a signal into the electroni¢®witthe sensor. The pulsing
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DAC Meaning nominal Value
IP preamplifier current 8 LA

IL load current of the preamplifier 1.5 A

P2 current for the 2nd preamplifier 4 A

IL2 load current for the 2nd preamplifier 3 A
IVDD2 current for setting the reference voltage 250 nA

IF feedback current 4nA

ID discriminator current 5 A
GDAC global threshold setting -

ITH1 alternative threshold setting 1 -

ITH2 alternative threshold setting 2 -

TrimT stepsize for the threshold TDAC settings -

TrimF stepsize for the FDAC settings -
MonADC | leakage current measurement (0.125 — 128) nA
VCAL-l | calibration current (0.5 —511) puA

Table 3.3: The DAC'’s of the front and chip and their meaning.[26

can be done externally or internally by the chip itself teged by a strobe signal. It can
be pulsed into the analog part or directly into the digitatpa

Figure 3.11 gives an overview of how the pixel cells are reaid &f a pixel registers a
hit, the timestamp of the raising edge is stored into a RAM, eiRE-RAM, and the
timestamp of the falling edge is stored into a RAM, called FEMRA hese timestamps
are generated by a counter running with the 40 MHz systenkclbbe readout logic is
organised column pairwise, and after the hit registratimidie the pixel is completed, a
"hit-mark” is given to the double column control. This imites the readout of the whole
column pair connected to it. All hits which appeared in thasible column are then read
out into the memory buffer.

If atrigger is set, the difference between the trigger tit@egp and the latency is calculated
and all hits which conform to this timestamp are read outugtothe serialiser into the
module control chip.

Timewalk

As described, the time stamp for the signal crossing theridigtator threshold in the

electronics circuit is stored for assigning the hit to aaertVL1 trigger and therefore to

a certain bunch crossing. As visualised in Figure 3.12, thepmess of the rising edge of
the signal inside the electronics depends on the colledtaye (signal height), and with
this on the deposited energy. The time between the staregiulse and its maximum is
for all hits the same. This means the position of the pulseimamx is always the same.
This is why more charge collected in the electronics caudaster rise of the pulse and



3.1 The ATLAS Pixel Detector 43

A A PN o
L Pixel ID
v -+
RE-RAM
O m § > || <3
Mok ¢ —* FE-RAM
ﬁ[ Store 3 Pixel ID
# RE-RAM
Q Hit § => || <3
Pixel P Mark [< ¥ FE-RAM
c 1S}
= S O [ 8o
8 E % % grey code
O T O 0 counter
v & \V4
| Double column STOFG‘
control
64
Memory
i Latency | @
LV1-Trigger ) =28 | bocs
Tigger-FiFo 3>
5
Read out Seriql Read out
control ) Serdlizer [

Figure 3.11: Schematical overview of the readout of hitefeopixel cell.

therefore a shorter time until the threshold is crossedlied®ss charge collected causes a
slower rise of the pulse and therefore a larger time untihiberosses the threshold. This
leads to low energy hits coming from bunch crossingut being registered and read out
for bunch crossing + 1, because of a slow rise time of the signal. As already meeatipn
the timestamp is generated with a 40 MHz clock, so hits beagistered inside a 25 ns
window are assigned to the same bunch crossing. The timirtigeomodule has to be
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Figure 3.12: Schematic of hits with different energy deposiin the detector.

adjusted correctly to the bunch crossing to set the read malow optimal for registering
as many hits as possible for the correct bunch crossing.
To determine the energy of the hits which get lost throughoddag registering delay, a

timewalkmeasurement can be performed. By timewalk, one refers to ithienad charge
which can be associated to the correct bunch crossing. Tlasurement principle is

shown in Figure 3.13.
The diagram shows a strobe signal which generates a puts¢hiatelectronics circuit,

Strobe S ——
Discriminator
- 1(Q1)
- 1 Q1>>Q2
Levell t(Q2)
25ns readout window
Latency

Trigger Delay

Figure 3.13: Principle of timewalk measurement [26]. Thadreut window (yel-
low) is shifted by the latency setting. Pulses of differeeigit are

illustrated (see Figure 3.12).
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Figure 3.14: Measured timewalk of a single pixel with low dmgh injection ca-
pacity. The data reflects the latency at which 50% of the lateg
ating the given charge are registered.

a discriminator signal for two different pulse heights, antevell trigger signal. The
time between the strobe and the discriminator signal dependhe pulse height, which
in turn depends on the charge generated in the sensor. Ttleuteaindow is shifted
against the Levell trigger by shifting the latency. If thisireg edge of the discriminator
signal is inside the readout window, the hit will be read ddéasuring the percentage of
registered hits against the shifted time, and plotting ithe &t which 50% of the hits are
registered, results in a plot as shown in Figure 814

For extracting the timewalk from this, the tinig at which 50% of al00000 e~ signal
injected into the capacitor of the electronics circuit @agistered is to be measured. Now
the injected charge which starts to be registered 20 ns itereasured. This charge
is the minimal charge which can be measured inside the triggelow, taking 5 ns as
safety margin as a convention. The minimal charge which eargistered in the trigger
window has to be less th&d00 e to be able to register a MIP sharing its energy equally
between four pixels, as described above. The timewalk hehaand the possibility to

aThis measurement is a superposition of two measuremenistmgttwo capacitors in the electronic
circuit of each pixel.
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Bit position Name Description

FE-FLAGI8] HitOverflow There has been a Hit overflow inside
the corresponding receiver block.
FE-FLAG[9] EoEOverflow There has been an EoE overflow inside
the corresponding receiver block.
FE-FLAG[10] Lv1ChkFail The LV1ID check inside the corresponding
receiver has failed.
FE-FLAG[11] | BCldChkFail| The BCID check between EoE words belonging
to different FE's has failed.
FE-FLAG[12] LviChkFail | The LV1ID check between EoE words belonging
to different FE’s has failed.
FE-FLAG[15:13] Empty This three bits are always 000.

Table 3.4: Definition of the MCC generated warnings [32].

adjust the pixel module timing with respect to the systenclcloas been studied at a test
beam setup. The measurements and results are discussegieiCha

3.1.4 Module Control Chip

The module control chip (MCC) [33] is the interface betweenftbat end chips and the
readout. It fulfils three main tasks: the chip receives thafigaration, converts it, and
passes it to the front end chips; it distributes the receixigder signals to the front end
chips; and it reads the hit data from the front end chips pen&fevent fragment building)
and sends it to the readout.

Trigger signals can be sent to the MCC for reasons of datagdlemel-1 trigger) or for
calibration and tuning runs (strobe signals). The MCC rexihe trigger signal and
distributes it to the 16 front end chips. Additionally, theC@ generates different reset
signals to synchronise with the data acquisition and tat teégeefront end chips in case of
errors.

For a given trigger the front end chips send the hit data tdA8€, which forms an event
from it and passes this to the readout electronics.

Figure 3.15 depicts a block schematic of the MCC. It shows twitspthe module port
as the interface between the MCC and the readout electramdsthe front end port as
the interface between the MCC and the front end chips. The haguhrt consists of 3
LVDS inputs for clock and data input and 2 LVDS outputs fouratng the data. The data
outputs DTO and DTO2 can be used in several modes: the MCC ndrds#a in 40 Mb/s
or 80 Mb/s on each line, so that the total transfer bandwidthbz 40 Mb/s (one data out
with 40 Mb/s), 80 Mb/s (one data out with 80 Mb/s or two data with 40 Mb/s), or
160 Mb/s (two data out with 80 Mb/s).
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Figure 3.15: Block diagram of the MCC logic [33].
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Figure 3.17: Data flow in the module control chip [32].

The front end port consists of 7 output lines and 16 inputsling/hile the signals DAO,
LD, and CCK are distributed over single ended signals to tha fead chips, the timing-
critical signals XCK, LV1, SYNC, and STROBE are distributed maltidrop differential

lines to the chips. The front end chip output is connectechwiifferential line per chip
to the MCC. For each trigger the 16 front chips pass the hit aathe MCC. If a chip

response misses for a given trigger signal, the MCC raisesrana warning flag in the
data output. These flags are summarised in Table 3.4.

The data format of the communication of the MCC with the readetectronics is shown
in Figure/ 3.17. First a header is transmitted followed by ltbeell ID and the bunch
crossing ID. After this the front end number, the column, rihe, and the TOT of each
hit is transmitted per chip. If there have been any errorether flags are attached and a
trailer finalises the read out data.
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Figure 3.18: The readout chain of the pixel detector.

The communication between the pixel detector and the d#eder electronics in the
counting room employs fibre optic data transmission. Tleegfon each side — on-
detector and off-detector — an opto-electrical interfec@eeded. The on-detector in-
terface is the optoboard, which is connected via opticad§lbo the off-detector interface,
the Back of Crate card (BOC). Each optoboard is connected ta @ithalf stave or to a
sector. Six or seven modules are connected to one optob®hisl.ensures not to loose
too many modules in case of an optoboard error on the one hahda to install too
much material in the detector volume on the other hand.

Per module one fibre is needed for the clock and command &nainef the off detector
electronics to the module and one or, for the B-Layer modies fibres are needed for
the data transfer from the module to the counting room. Thedibave a length of about
80 m. The data transmission is done unidirectional on eacéh.fib

The opto electrical interface in the counting room, the BddBrate (BOC) card, is paired
to a Readout Driver (ROD). Depending on the detector part dostefore, on the used
bandwidth, 1, 2, or 4 optoboards are connected to one BOC &8&IBOC card / ROD

pairs are needed for the read out of the ATLAS pixel detector.

The ROD's and BOC cards are localised in nine 9U VME crates ware controlled by a
single board computer each. The single board computer hethamet connection to the
computers steering the data acquisition. Additionallyedch crate there is one interface
card for the timing and trigger commands coming from the LH&chine, the Timing
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=N

Figure 3.19: The principle of the bi phase mark encoding. dibek and the data
signal are encoded into a BPM-signal

Trigger and Control Interface Module (TIM). For data storage optical transmission
line will be established between the BOC cards and the ReaddtgrBROB). All of
these components and their functions are described in netedl th the next sections.
For a schematic overview, see Figure 3.18.

A main feature of the pixel detector electronics is to havdimling capabilities in the
off detector electronics. Each BOC card receives the clomi fthe LHC machine and
distributes it to the paired ROD and each connected moduldinding adjustments are
done on the BOC card. As already mentioned, the communic&tom the BOC card
to each module is done via one single fibre. Therefore the&k@dod the data have to be
encoded into a single signal. This is realized as a EPMgnaI. Figure 3.19 shows the
principle of the BPM encoding.

The biphase mark encoding scheme is a DC balanced code wiates a transition for
each rising edge of the clock and an extra transition for a daé on the falling edge of
the clock [34]. The encoded signal is sent down to the optaboptically.

3.2.1 Optoboard

The optoboard [35] is the opto-electrical interface in théedtor area. Itis a x 6.5 cn?

beryllium-oxide (BeO) printed circuit board. The optobcaate located on the patch
panel 0/(PPO0) near the pixel detector. Here the connectietvgeen the optoboard and
the modules are realised. Six or seven modules are conradetgdcally to an optoboard.

In the pixel detector there will be two flavours of optoboarttie B-boards and the Disk-
boards. The Disk-boards are foreseen to connect the moolulée Disks, Layer 1, and
Layer 2 to the readout electronics, while the B-boards aregyded especially for the B-
Layer modules. The Disk-boards are equipped with one 8-vildyd®de array and one

bBPM : BiPhase Mark encoding
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OptoBe0-2

fii

Figure 3.20: The optoboard. A B-Layer board is shown with tWoSEL-arrays.
The dimensions arg x 6.5 cm?.

8-way VCSEE-array, while the B-board has one additional 8-way VCSEL3yariBhe
B-Layer modules are read out at 160 Mb/s. This can only be pegd by two data
lines (DTO and DTOZ2) running at 80 Mb/s. Therefore, each Bdrayodule needs two
connections from the optoboard to the counting room. Theulesdon the Disks and
Layer 1 are read out at 80 Mb/s, which uses only one data lideoae fibre from the
optoboard to the counting room. The Layer 2 modules trandatd at 40 Mb/s on one
dataline and one fibre. In total, 272 optoboards — 44 B-board®2a8 Disk-boards — are
built into the detector (see also Table 4.1).

The connection between the optoboard and the counting r@pnovided by optical fibres
which are ribbonised into 8-way ribbons and will be desatitster. One ribbon is used
for the transfer of the timing, trigger and command signadsifthe counting room to the
detector, called the TTC-link, and one or, in case of the B-Laptoboards, two ribbons
are used for the data transfer from the optoboard into thatoogyiroom, called the data
link. The communication is done channelwise for each mocthdevsidually. In order
to reduce the material inside the detector the clock and dnentands for the module
are encoded into one BPM signal which is sent to the optobdE. way both signals
are transmitted by one fibre and received by one PiN diode.opbt&board receives the
BPM signal with a PiN diode per channel, and decodes the clodklze data in a special
ASIC, the DORIC (see below). The electrical clock and command signals ansterred
separately to the module.

The module’s MCC sends out the data electrically to the o@aho The VDC (see
below) drives the VCSEL channelwise with the data from one ul®tb send the data
to the counting room. As already mentioned the data can befgaed with 40 Mb/s or
80 Mb/s as a ”Non-Return-to-ZeFoCNRZ) signal on a single optical fibre.

“Vertical Cavity Surface Emitting Laser

dDigital Opto-Receiver Integrated Circuit

€VCSEL Driver Chip

fA non-return-to-zero (NRZ) line code is a binary code in whits” are represented by one significant
condition and "0s” are represented by another, with no ma¢otrrest condition.
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Figure 3.21: Biphase mark (BPM) decoding [35].

DORIC

The DORIC [35] receives the electrical signals the PiN-dicdaverts from the light
signals. Itis a four channel chip and its function is to dexthise BPM encoded clock and
command data. The working range of the DORIC is betwé&epA — 1000 pA input
current. The reconstituted clock is required to have a dvtyecof (50 + 4)% with a
timing error of less than 1 ns. The bit error rate of the DORIGut is required to be
less thanl0~!! after receiving a radiation dose of 50 Mrad.

Figure 3.21 shows a BPM signal decoding. In case of only zezogkencoded with the
clock the signal looks like a 20 MHz clock. The ensure a car@aking into the right
frequency the DORIC needs to be reset after power up. Durisgeket the DORIC has
to receive a no-data signal to decode the 40 MHz clock cdyrelhe recovered 40 MHz
clock is used as an input to a delay-lock loop which adjussriternal delays until a 50%
duty cycle is reached. After locking into the right frequgnte clock recovering circuit
is blind to transitions in the middle of the 25 ns intervalsheTdata recovery circuit is
sensitive to each edge of the input signal and recovers iatsitithe recovered clock is
high and as no data if the recovered clock is low. This sign#tén synchronised to the
recovered clock. Clock and data are transmitted to the coadiecodule as differential
signals (LVDS).
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(a) The optical ribbons bundled into a cable.  (b) A final optical cable containing eight ribbons.

Figure 3.22: The optical fibres are arranged into ribbonsnM#) 8 fibres each.
Eight ribbons are bundled into a cable (b). Figure b) shows a
79.2 m long cable ready for installation into the ATLAS expent
is shown.

VDC

The VDC is also a four channel chip, and its function is to @hthe LVDS signals
coming from the modules into signals to drive the VCSEL ch#&nnghe output current
of the VDC is contolled by an external current control and barvaried between 0 mA
and 20 mA. To increase the switching speed of the VCSEL, a distamding current of
~ 1 mA is given always to the VCSEL. To reduce the electrical noisehe optoboard
the current consumption of the VDC is kept independent frioenlaser state. If the laser
is in the off state, a dummy load consumes the power whichetberlconsumes in the on
state.

3.2.2 Optical Fibres

The fibres [36] which make the connection between the optolmad the readout electro-
nics are comprised of three parts. In the inner region of étedaor they have to withstand
a very high radiation level, while in the outer region of tretettor the radiation level is
less severe. Therefore, a combination of radiation hardradgiction tolerant fibres will
be built in. The radiation hard fibre is a SIMMibre with a core diameter Gf0 pm and
the radiation tolerant fibre is a GRINibre with two different core diameters. For the
connection from the optoboard to the readout electronic aNFRre with core diameter
62.5 um is used and in the opposite direction a fibre with core diand®t,m is used.

Two connections have to be in the fibre routing. Outside tikelmletector support tube
patch panel 1 (PP1) is located. At this patch panel all suppty data lines will have a

9Istepped index multimode
hgraded index multimode
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connector. The pixel detector is the last subdetector wiitbe installed in the ATLAS
experiment. Therefore, all fibres and cables from patchldateethe control rooms are to
be installed earlier and will be connected after the pixétdr will be in place. Between
the optoboards at PPO and the connectors at PP1 bare ribbeigsofibres each will be
installed. The length of the ribbons will #2607¢, mm or2510*%, mm depending on
the position [37]. Between PP1 and the counting room optighles [38] 0f79.27%2 m
length will be installed. The cables are comprised of eigiions each. In total 84 cables
will be installed into the ATLAS experiment.

The second connection is between the SIMM and the GRIN fibris.cdmnection is done
by splicing. The splicing is done ribbonwise already at thedor site. It is contained in

the cables and will be located near the muon detectors, lp@gh away from PP1.

3.3 The Back of Crate Card

The BOC card is the main part of study for the work describetisthesis. It is therefore
explained in more detail in Chapter 4.

3.4 The Read Out Driver

The Read out Driver (ROD) is the main card for data taking ferRiixel detector. Figure
3.23 shows a ROD. Its purpose is to generate the commandsefonadules, format the
event from the modules data, and provide monitoring capigsilduring the data taking.
Also, the trigger is received by the ROD directly from the T(Mext section) and passed
to the connected modules. The main control on the ROD is dgreedontroller FPGA
and a Master DSP. All actions of the ROD are initiated by tletsps. The ROD receives
the detector data from the BOC card in 8 formatter FPGA's. Heegormat of the data
is checked and a reformatting of the data arriving in mudtiptreams (for the higher
bandwidth modes) is performed. The data is then handleddgwbnt fragment builder
FPGA. The event fragment builder checks the data for deig@irors in the header or
trailer, MCC errors, FE chip error flags or to detect unphygiega. The event fragment
builder rearranges the data according to the trigger angbgasto the router FPGA. The
router formats the data to its final format and drives the datao the Read out Buffers
via the S-Link card on the BOC card. Additionally, parts of tteta are copied to the
Slave DSP’s which perform histogramming for the online nhanmg. These histograms
can be read out via the VME interface.

132 ROD’s are needed for the ATLAS pixel detector. Each ROPB iteown optical
interface, the BOC card. They are paired back to back in QU VkéiEes, which can be
equipped with up to 16 ROD’s each.



3.5 The Timing, Trigger, and Control Interface Module 55

Figure 3.23: Readout Driver (ROD) for the pixel detector.

3.5 The Timing, Trigger, and Control Interface Module

The/TTC Interface Module (TIM) is the interface between tliiedetector electronics
and the ATLAS Level-1 trigger. Each readout crate contams DIM which receives the
TTC signals and transmits the required information to thé®R@ia a custom backplane.
The TIM can also enable the crate for a stand-alone mode bgrgemg the signals as
requested by the local processor.

TIM-3, as shown in Figure 3.24, is the final version of the TIR4& TIM’s have been
produced, 14 for SCT and 10 for the pixel detector needs.

3.6 The Readout Crate Controller

The ROD Crate Controller (RCC) is a single board computer. On thigpeiter the local
steering software for the cards in the crate is running. itimds up to 16 ROD/BOC pairs

hTTC: Timing, Trigger and Control
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Figure 3.24: The TIM (TTC Interface Module) [39].

and the TIM. The controller is connected to the ATLAS datartglsoftware over ethernet
connections and has to operate on commands of the DAQ / DC&aseftAdditionally, it
provides the functionality to operate the crate indepetigéor configuration, calibration,
and similar tasks.



Chapter 4

The Back of Crate Card

Figure 4.1: Back of Crate card in pixel assembly.

The Back of Crate (BOC) card is a main part of the optical data tnissson line for the

ATLAS pixel detector in the counting room. As can be seen endbscription of the read
out scheme in Chapter 3, the BOC card serves as the opticdhiregpr the off detector
part and provides the complete timing functionality for K¥eLAS pixel detector and its
read out. The functionality of the BOC card is the main topithis work.

As part of this work the BOC card has been introduced into tlael i@t chain of the
system test in Wuppertal and its functions have been impiézden the system test soft-
ware and in the data acquisition software for the final read Additionally the timing
functionalities have been tested in a test beam setup at CEF&NClsapter 7. To get a
better understanding of the work done with this card the BO@ adescribed in more
detail in this chapter.



58 Chapter 4. The Back of Crate Card

As the name indicates, the Back of Crate card is located on ttledide of the ATLAS
readout crates. 132 BOC cards are needed in total for readinghe ATLAS pixel
detector. The cards are placed in 9 read out crates. At maxit@BOC cards can be
situated in one crate. Each of the BOC cards is paired with ade&xtiver (ROD).

The BOC card is a 9U VME 64X transition card, which has beenldgesl by the group
of the Cavendish Laboratory in Cambridge. It interfaces th®R®the detector electro-
nics and to the Readout Buffers (ROB). Additionally the BOC cadgrms timing and
data recovering tasks.

The BOC card has to provide the following functionalities:

e Receive and distribute the clock signal as provided by the.TIM

e Receive the electrical control signals for the modules froemROD, convert them
to Bi-Phase Mark encoded optical signals, and dispatch tthese the clock and
control fibres to the detector modules.

e Provide masking, timing, and laser current adjustmenttfans for the transmitted
control signals.

¢ Receive the optical data packets from the detector modugethei fibre ribbons,
convert them to electrical form, and pass them to the ROD.

e Provide a timing adjustment, threshold adjustment, andkcéynchronisation for
the received optical data.

e Take the data stream from the ROD in parallel form, and pet S-Link path
via the Readout Buffer to the DAQ.

e Provide a laser safety interlock.

The BOC card has been designed for two subdetectors, the SQhepdkel detector in

the ATLAS experiment. The board design is the same for botheh. Because of the
bandwidths the Readout Driver can handle, the pixel BOC calicsaive less modules
than the SCT BOC card. The modularities and data transmissindvwidth used in the
pixel detector has been adopted to the geometry and the accypf the detector. In
addition, the SCT will have two connections from one modulgh&®BOC card while the

pixel detector will have only one. This leads to an unuseti@@on the BOC card, which
will not be assembled with components on the pixel BOC carde fauthe modularity

described in Chapter 3, the optical-electrical converterpixel provide eight channels
instead of the twelve channels for SCT.

Each pixel BOC card can serve up to 32 pixel detector mdﬂusl'elsile the SCT BOC
cards serve 48 SCT-modules each. The number of channels egedd$ on which part

aDue to modularities not all channels will be used. Maximah2g&dules will be connected to one pixel
BOC card.
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Detector part | Staves/| BOC cards | Optoboards Comment
Sectors

B-Layer 22 44 44 (B) A half stave per BOC
at 160 Mb/s

Layer 1 38 38 76 (D) A full stave per BOC
at 80 Mb/s

Layer 2 52 26 104 (D) A bi-stave per BOC
at 40 Mb/s

Disks 48 24 48 (D) Two sectors per BOC
at 80 Mb/s

Total 132 44(B) + 228 (D)

Table 4.1: Number of parts to read out the complete ATLAS Ipibetector, split
up for the different detector parts. (B) and (D) indicatesdptboard
flavour, B-boards and Disk-boards. The Numbers do not incthde
foreseen spare channels.

of the pixel detector the BOC card has to support.

For the B-Layer, one BOC card will serve a half stave, meanirgsiseven modules,
with oneclock and controfibre for each module and twaatafibres from each module
to the BOC card. On each data fibre the module data is transnaitt80 Mb/s. This is
referred to as the 160 Mb/s mode, realised as a transmisisiporz@Mb/s.

For Layer 1 and Disks, one BOC card serves a full stave or twiosseeneaning 13 or 12
modules, with one clock and control fibre and one data fibrenmedule. The transmis-
sion of the module data to the BOC card is performed at 80 Mb/s.

And for Layer 2 one BOC card will serve a bi-stave, meaning 2@ufes. In this confi-
guration one clock and control fibre and one data fibre is useanodule. The module
data is transmitted at 40 Mb/s to the BOC card.

In each case the clock and control signals are sent via 8-lwhgns to the modules and
the data signals arrive via 8-way ribbons from the moduldsesg different "configura-
tions” are listed in Table 4.1.

The different transmission bandwidths on the data fibrese¢®OC card imply a different
data registering on the BOC card for each case. The BOC cardimsetate at either
40 Mb/s, 80 Mb/s, or 160 Mb/s 2- 80 Mb/s bandwidths. Because the ROD has to receive
the modules data on up to 32 input lines at 40 Mb/s only, the B&@ bas to split the
80 Mb/s data streams into 40 Mb/s streams. This limits thel ebannels of the BOC
card. This is explained in more detail in Section 4.2.3.
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Figure 4.2: Schematical view of the Back of Crate card [40].

4.1 The Design of the Board

The design of the BOC card has been developed by the group Getrendish Laboratory
at Cambridge. Its layout can be separated into several ssafiee to the functionalities
of the card, as there are the clock section, the clock and @mdrttransmission) section,
the data receive section, and the S-Link section, see atgodr4.2. The functionality
will be described following this structure in the next sens.

The BOC card is supplied by two voltage lines with 3.3 V and 5 ¥d#ionally a 12 V
supply is connected for the operation of the PiN diodes irréoeiving part. The power

consumptions of the BOC card are listed in Table 4.2.

The main functions are performed in seven C@Ldbips. These programable chips are
loaded with a firmware each. There is one CPLD performing thia oantrol of the board
and the communication with the connected ROD. The commtiaichetween the ROD
and the BOC card is done through a bus, named setup bus. Ateegccess, writing and
reading is done through this bus. There is a protocol forcbremunication to ensure a

bCPLD = Complex Programable Logic Device
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Voltage line | typical current with | typical current with | typical current with
no firmware loaded | firmware loaded plugins assembled
3.3V 22A 26 A 2.8A
5V 0.45A 0.45A 09A
12V 0.1 mA depending on light input

Table 4.2: Typical current consumption of a BOC card, whilefinmware has
been loaded, after loading the firmware, and with pluginem&ded.

safe operation, for example set the ROD "waiting” until &tasthe BOC card has been
finished and reported. The state model of this ROD - BOC cardhmamication is shown

in Figure 4.3.

ATSLP,

'BUSY

WAIT to
WRITE

ROD State Map

ATSUP

BOC State Map

Figure 4.3: State map of the setup bus protocoll [40]. Thermamication be-
tween the ROD and the BOC card is performed using this pratocol




62 Chapter 4. The Back of Crate Card

Four further CPLD’s are foreseen to operate in the receivBosetor data registering
and splitting the high bandwidth streams. The other two CRBLaDé for communication
with the RX- and TX-plugins (see below) and for controllingeatain clock for the data
registering, which is the V-clock.

Each BOC card has its own serial number. Two hexadecimali #taiches can be at-
tached to this number. The serial number can be read out antifids each individual
BOC card.

4.2 The Sections of the Layout

4.2.1 Clock Section

The BOC card receives the 40 MHz system clock from the Timinggar and Control

Interface Module (TIM) located in the same readout crate.tl@nBOC card this clock
is multiplexed into 5 clocks. One of these clocks is passeetty to the ROD. Another
one (named BPM- or P-clock) is sent to the transmission seetnal further on to the
modules. One clock copy (named A-clock) is for the interrf@pdunctionality. The

other two clocks (named B-clock and V-clock) are foreseeritferdata recovery, which
is described in Section 4.2.3.

In order to adjust the timing of the modules the P-clock candlayed by 0 to 24 ns in
1 ns steps. The B-clock, as part of the data recovery, can bgateby 0 to 24 nsin 1 ns
steps also. Because of data which is transmitted to the ROanmgpled by the B-clock,

the B-clock has to be in a fixed optimal phase to the ROD-clodke 3econd clock for

data recovery is the V-clock. This clock can be delayed by £tas in 1 ns steps, and
additionally it can by delayed in 40 ps steps by 0 to 10.2 nsureary of the clocks is

given in Table 4.3.

Clock signal | Purpose Delay Capability
System clock| Clock received by the BOC from the TIM -
A-clock Clock for internal chip functionality -
P-clock Clock being encoded BOC wide:

into BPM for the modules 0to 24 ns, 1 ns steps
B-clock Clock for normal data recovery 0to 24 ns, 1 ns steps
V-clock Clock for 80 Mb/s sampling 0to 49ns, 1ns steps

0to 10.2 ns, 40 ps steps

ROD-clock | copy of system clock for the ROD -

Table 4.3: Clock description and delay capabilities.
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4.2.2 Transmission Section
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Figure 4.4: Schematical view of the command stream modélarBiack of Crate
card [40].

The transmission section of the BOC card receives the comsrfandhe modules from
the ROD. These are passed to four sites where TX-pluginsd@]ocated. Figure 4.5
shows such a plugin. The sites are named TxA, TxB, TxC, and T@dhbBf these TX-

plugins is connected to one optoboard via an 8-way fibre nbbthe data streams for
each module are handled individually. The TX-plugin hous&sPM-chip [34] and an

8-way VCSEL [34] array. The data and the clock for one moduéeesrcoded into one
signal by the BPM chip and sent to the module through one VCSEhrél. The BPM

encoding of the clock and data signal is shown in Figure 3.19.

There are several tuning capabilities inside the transamssection. The delayable P-
clock for the modules coming from the clock section is mugtied for all module chan-
nels. Inside the BPM-chip one can add an additional delaydb sieam for one module,
there is a fine and a coarse delay. The fine delay can be setdrefte 35.56 ns in 280 ps
steps. The coarse delay can be set between 0 to 775 ns andtbpsiaesof 25 ns. With
this and the P-clock delay, each module can be timed indaiglagainst the bunch cros-
sing (see Chapter 7).

There are more settings possible within the BPM, like an imipimhibiting the data to

be encoded, and a mark space ratio setting for the outgagnglsiThe laser current for
the VCSEL'’s setting the outgoing light power can be conttbNé& two multi channel

DAC’s (MDAC) on the TX-plugin. The MDAC registers can only beitégn but not read.

Therefore the values written to it are stored inside a RAM @altklly. This RAM can be

read again.

PMDAC: a Multi channel Digital Analog Converter from Lineae@hnologies (LTC1665)
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Figure 4.5: TX-plugin for transmitting the light from the BOsard to the opto-
board. The size i$.5 x 3.5 cn?.

Parameter Control Range Function

BPM-clock 0to 25 ns, 1 ns steps | Clock copy for all connected
modules, BOC card wide

BPM inhibit on / off prohibiting the data

to be encoded

BPM fine delay 0to 35.56 ns, 280 ps steps  delay for the signal to
the module, channelwise
BPM coarse delay | 0to 775 ns, 25 ns steps delay for the signal to
the module, channelwise

BPM mark space ratio settings: 0 to 31 adjust the signal mark space
ratio within a 30:70 to
70:30 range
laser current settings: 0 to 255 setting the laser forward

current between 0 and 18 mA

Table 4.4: Parameters to control the transmission secfidtred3OC card.

It has been observed that the settings inside the BPM chigeiméieach other, therefore,
an interactive tuning has to be performed. The tuning néyesmsd the main idea of how
to do this is described in Chapter 6.

The command stream on the BOC card is shown in Figure 4.4. The &DCpasses
the commands received from the ROD to the TX-plugin. Heredd&eoding with the

clock received from the TIM is performed. The delay capé&bsi are shown. To each
individual module one clock and command signal is sent afijic There is one optical
fibre per module. A summary of the parameters controllingtthesmission section is
given in Table 4.4.
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Figure 4.6: Schematical view of the data recovery circuitha Back of Crate
card [40]. The V-Clock is used for 80 Mb/s operation only.

Atlaz Clack

4.2.3 Receive Section

In the receive section the BOC card receives the module dagojitical signals arrive at
the RX-plugins [34] (see Figure 4.7). Up to four RX-plugins barequipped on one pixel
BOC card. Each RX-plugin serves 8 channels, so that up to 32 leedan be connected
to one BOC card. The RX-plugin consists of an optical-eleatiwonverter (a PiN diode)
and an amplifier chip, the DR{34]. The light signals are received channelwise by an
8-way PiN diode array, which feeds the converted electsialal to the DRX. The DRX
is a 12 channel chip where 8 channels are used for the pixetietread out. It has an
internal threshold, which can be controlled via MDAC segsirper channel. It amplifies
the received electrical signals and passes them diffelgntinto the BOC card. Here the
received data is set into a correct phase with respect to @@ &ock and passed out
as 40 Mb/s data streams. To achieve this delay, chips (PHopd)avithin the receive
section enable certain delays to the data streams. Theyppiyadelay between 0 and
24 ns, in 1 ns step size, to each individual stream.

Each of the four CPLD’s in the receive section handles thedasts of one RX-plugin.
Inside these CPLD chips the data is registered and clockedithuthe B-clock, to obtain
a stable phase to the ROD clock. The whole receive chain isrsi®Figure 4.6.

Depending on the detector part the modules are locatedenraimsmission bandwidth
from the modules to the BOC card is increased. Layerl and Dis#tules operate at
80 Mb/s bandwidth and the B-Layer modules transmit the dat&@iMb/s on two fibres
at 80 Mb/s each.

In case of receiving 80 Mb/s optical data the BOC card perfamemultiplexing of the
80 Mb/s data streams into two 40 Mb/s streams each. This ise dothe CPLD’s. In

¢DRX: Driving and Receiving IC
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Figure 4.7: The RX-plugin is the optical to electrical corteerhoused on the
BOC card. The size is.5 x 3.5 cn?.

terms of demultiplexing, the 80 Mb/s and the 160 Mb/s, whgh i 80 Mb/s, modes are
identical.

The demultiplexing, and with this also the doubling of thedistreams, implies that for
higher bandwidths less modules can be connected to the BQIC lcacase of 80 Mb/s

only two TX-plugins and two RX-plugins per BOC card are assehblOne BOC card
in this configuration can serve up to 16 modules. In the 16GsMR/ - 80 Mb/s mode one

TX-plugin and two RX-plugins per BOC card can serve up to 8 mesul

In order to split the 80 Mb/s signals into two 40 Mb/s sign#tgre are the two indepen-
dent clocks, B-clock and V-clock, for the data recovery. TheMib/s data streams are
demultiplexed by registering every second bit with the Bekle generating one stream
— and the other bits with the V-clock (opposite to the B-cloekjenerating the second
stream. The two 40 Mb/s data streams are then clocked out @D with the B-clock,
see Figure 4.8

The BOC card output is fed directly into the formatters of ti@R Eight formatters are
available being able to handle 12 streams each. In orderandmthe load on the ROD
formatters there are always four streams used per formatténe 40 Mb/s operation on
each stream the data of one module is sent to the ROD. Thisvensim Figure 4.9. The
RX-plugin sites are named RxA, RxB, RxC, and RxD due to the left oas sised only
by SCT.

In the 80 Mb/s operation there are always two streams per laagicessary, so that the
data of two modules arrives into each formatter. And in thé W¥®/s mode four streams
are occupied by the data of each module. This means that eanhtter receives the data
of one module on four data streams.

dDue to the modularity of the optoboards connected to the hesdanly 6 or 7 out of the 8 channels are
used. In case of a half stave read out either 6 or 7 modulesoareected to one optoboard. In case of a
sector read out 6 modules are connected to one optoboard
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Figure 4.8: Demultiplexing of an 80 Mb/s stream into two 40/Métreams [41].

To achieve the load balancing a small routing board is asksehtd each pixel BOC card.
It enables a routing between the CPLD’s. With this the sorththe data lines can be
completely performed inside the BOC card. Figure 4.10 shbesduting of the streams
in 80 Mb/s or 160 Mb/s mode. The only two used RX-plugin sitesraamed RxA and

RxD. On each plugin there will be up to 8 optical signals angvat 80 Mb/s. In the

CPLD’s the streams are split into two 40 Mb/s streams each asskal to the formatters
on the ROD. To balance the load equally between these famatch CPLD handles
four 80 Mb/s streams. This is achieved by sharing the eigh¥1B(s input streams per

Parameter Control Range Function
RX-Threshold settings: 0 to 255 Threshold inside the DRX
0 to 2504A control range, channelwise
RX Data Delay | 0to25ns, 1 ns steps adjusting the phase
of the data, channelwise
B-clock 0to 25 ns, 1 ns steps clock for sampling the
data to the ROD, global
V-clock 0to 49 ns, 1 ns steps additional clock for de-
multiplexing, global
V-clock fine phase 0 to 10.2 ns, 40 ps steps fine adjustment for the
V-clock, global

Table 4.5: Parameters to control the receive section of th€ B&d. The clocks
are controlled in the clock section but necessary for tha datonsti-
tution.
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BOC
all 40Mbit
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Figure 4.9: Data flow through the BOC card in 40 Mb/s operation.
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Figure 4.10: Data flow through the BOC card in 80 Mb/s or 160 Mip@ration.
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RX-plugin to two CPLD’s. The routing of four streams to the ridigur CPLD requires
a sending and a receiving of the streams which is sampledebgltitk. In order not to
have a timing difference between the streams belongingetedme trigger the not routed
streams are clocked out and received in the CPLD as well. Ehises all the sixteen
40 Mb/s streams to be parallel in time. All the available paegters to control the receive
section are listed in Table 4.5.

4.2.4 S-Link Section

For sending the data out to the Read out Buffers, the BOC caretsdhe S-Link [42]

card, of HOLA. This card is plugged onto the BOC card. Its interface is $igekcior a

data transmission with 32 bits in parallel at 40 MHz. On the B&@ itself there is no
additional functionality for the S-Link interface othemtidriving the signals.

4.2.5 Further Functionalities

To obtain some information about the hardware of the BOC camtesmonitoring func-
tions are available. The voltage and the current consumptiche 12 V lines for the PiN
diodes on the RX-plugins can be read out. In addition two teatpees are accessible.
The temperature below the TX-plugins and the temperatumMtbe RX-plugins can be
measured by an N e

The monitoring is reported as Aalues which can be translated into the monitored
data. Reading out this data the DCS can monitor the conditinderuwhich the BOC
card runs.

To provide laser safety the BOC card has to switch off the taséthe TX-plugins in
case of an interlock. Two interlock lines per crate are itisted via the back plane of the
crate. Each BOC card in the crate receives the two interlawslfor switching off the
lasers on the TX-plugins. The two lines are active low. OnBI¥C card the two lines
are combined by a logical "AND”. The lasers are only switcledif both lines are in
state "high”, meaning no interlock is set. One of the two dine connected to the local
interlock at the rack the crate is located in. The other Isyased as a remote interlock
connected to the on-detector interlock system. If any ofwleeinterlocks is set the lasers
on the TX-plugins are switched off immediately. For furtidormation on the interlock
system be refered to the description of the ATLAS pixel deteinterlock system [43].

®HOLA: High speed Optical Link for ATLAS
fNTC: a resistor with a Negative Temperature Coefficient
9ADC: Analog Digital Converter






Chapter 5

Production of the Back of Crate Card

The Wuppertal group has taken the responsibility for thelpetion of the ATLAS pixel
BOC card and with this the responsibility to guarantee a fonal card. To gain ex-
perience in handling and operating the Back of Crate card sxestudies have been
performed either in standalone setups or in system test€hapter 6 and|7 measure-
ments with the Back of Crate card in system tests and in a test Isetup at CERN
are described. The BOC card has been integrated into syssenm t&/uppertal, Bonn,
Genova, and CERN. In this chapter the tests for quality assarander production are
motivated and explained. All the testing during the produchas been performed in
Wuppertal.

The functionalities of the BOC card, as described in the laapter, have been tested
during the production process. All cards are tested to clieekproper behaviour of all
functions. A short description of the tests and some reanétgjiven in this chapter.

5.1 The Tests during Production

Before running tests on the boards an inspection of the adgasntione to detect mis-
placed components or connectors and bad soldering. If shte®mpleted, the current
consumption of the card is measured for the 3.3 V and the 5&/ lline card is supplied
with 3 voltages, 3.3V, 5V, and 12 V. The current consumptmeasured for the main
supply lines, while the 12 V line is for supplying the PiN dédn the 4 RX-plugins. The
current on the 12 V line is therefore caused by the PiN diodeiveng light signals. In
this stage of the testing only the voltage is checked at thepRgin connectors. The
limits for the currents on the different lines are given iblEa4.2. After passing this test
the BOC card is installed into a read out crate for the furtesting.

The test flow is shown in Figure 5.1. The testing splits up tato phases: the electrical
testing and the optical testing. In the electrical test géest plugins are used to simulate
the optical plugins and to provide some certain functiomsdsting some of the electrical
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properties of the board. Before the optical test can be peddrthe mechanical housings
for the connectors of the fibre ribbons have to be assembldrk optical plugins are
fixated onto these parts. To achieve a good alignment of thesfilo the optical plugins
an alignment of the mechanical parts is already necessasgalignment of the plugins
is part of the optical testing. The amount of light power deddrom the VCSEL'’s into
the fibres and from the fibres into the PiN has to be more thaf &BQ. The tests which
are performed under production are described in the nekbssc

5.1.1 Electrical Tests

The different sections of the BOC card as described in Chaptae 4ested explicitly.
After loading the firmware to the programable chips of the B@@lall functions have
to be available.

First checks are foreseen for the interlock and the powecatidg LED’s. The commu-
nication is checked by a read out of the serial number.

Clock Tests

The different clock signals available on the BOC card aredish Table 4.3. To test these
clocks, control features have been implemented into the B&Efamware. Itis possible
that the delay chips will lock on half of the clock frequen2® MHz. This would lead
to a larger step size in the delaying. A test of the corredtifagis important. One can
test the right clock behaviour including the correct defayby performing scans shifting
different clocks against one another. The A-clock and tr@ogk can be used like data
signals. They can be delayed by the delay chips. By sampliaglibck with the B-clock
the correct step size of the delays can be controlled.

If one or more of the delay chips are locked onto the wrongueegy it is possibile to
reset the delay chips and check the correct locking again.

Shadow RAM and Multi Channel DAC'’s

On the opto-plugins there are multi channel DAC’s (MDAC's) tmtrol the current and
threshold settings. These MDAC's are not readable. The BO€ ltas a shadow RAM
to store the values written to the plugins. This RAM is testgavhting random numbers
to it and then read back. There are 240 values (8 bit eachewidind read back. No error
in writing or reading is allowed.

Also the writing to the MDAC's itself is controlled. Speciaidt plugins are used to receive
the values written to the MDAC addresses. The TX test plugamsbe read out again, so
a check of the written data is performed directly. 5600 val{@ebit each) are written and

read back. No error must be observed.
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On the RX test plugins a current on the 12 V line is generated fityng to the MDAC
addresses. Measuring the PiN current on the BOC card cheekegriting to the MDAC
addresses as well. Each RX site must show a linear MDAC setengus measured
current behaviour to pass this test.

Monitoring and Current Test

The monitoring of the PiN voltages is checked by comparidah® monitored voltages
with manually measured voltages.

The currents are checked by using the test plugins againrr&muramp up is performed
with the RX test plugins. A linear dependency between the MIBAC setting and the
monitored current is to be seen, see Figure 5.2. At a certaiemt larger than 18 mA
the BOC card switches the voltage off for safety reasons. ifileality and the switch off
behaviour is checked by the test.

Link Connectivity Test and 80 Mb/s Test

To test the functionality of the routing for the data on the B&4Zd a link connectivity

test is performed. Eight short data streams of 32 bits eaepassed through a TX/ RX
test plugin pair and then through the receive section on th€ B&d. Each link has to
work properly and no losses of data due to shorts or open ctions are to be observed.

In this configuration the function of the routing for the 80 Mloperation is tested as
well. Again no data loss is allowed. This way all the ele@ticonnections in the com-
munication paths to and from the modules are tested. Thesctions over the additional
plugin board for the inter CPLD routing and the propper openatf the firmware for the
80 Mb/s mode is checked in addition.

5.1.2 Optical Tests

Having the optical plugins assembled to the BOC card funatitynchecks for the plugins
and their control are performed. The optical plugins havenltested separately, so the
function can be guaranteed. On the BOC card there are the TKthenRX-sections
which need to be tested. This has to be done individually locteannels. For these
tests the TX-plugins are connected to the RX-plugins viacapfibre ribbons. There is a
connection between one TX- and one RX-plugin for all fourssite

The optical power emitted by the VCSEL's on the TX-pluginsg MCSEL threshold
behaviour, and the RX-threshold behaviour of the DRX chips@abe tested.

In the power measurement the generated PiN current for desdns is measured for
different laser current settings. At the maximum laserentrsetting the light power has
to be above 1.5 mW in amplitude. Because of sending a 50% higd?s-16w signal,
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Test Result Cut
Power Test 3.3V Measured current I <25A
Power Test 5.0 V Measured current I <05A

Serial number test

Function of
serial number reading

correct reading of
0x00, 0x55, OxAA, OxFF

Monitoring test

Read back the monitored
PiN voltages

Vinon = Vineas £0.3V

RAM test Read back written no errors
values out of the RAM
TX multi channel Read back written values no errors

DAC test on the test plugin
RX multi channel|  Monitor generated current Linear curve with slope
DAC test on the 12 V line (pluginwise)| 0.080 < s < 0.095 mA/steps
18 MA < Ipreak < 20 mA
Clock Test Check of the frequency correct logging
logging for the delay chips with maximal 1 reset
Link Test signal through the receive | no shorts or open channels,

section, channelwise
80 Mb/s routed signals

every link working
routing without errors,
no shorts or open channels
P > 750 uW

80 Mb/s test

12)

Optical power test maximal light power for a
clock like signal

minimal RX-threshold

RX-threshold test find a threshold

at/p;y = 0.25 mA < 160
VCSEL threshold Laser current setting for find a threshold
test generating 0.2 mA PiN current < 160

Table 5.1: Qualification cuts for the BOC card test procedures

the measured light power is only half of the amplitude in ager, it has to be larger than
750 pW.

The VCSEL's on the TX-plugin have a threshold. A certain driycurrent is necessary
to get light out of the VCSEL's. This threshold is measured dansing the laser current
setting and measure the produced PiN current on the corhRateplugin.

The RX-threshold behaviour is tested at a generated PiNrdusfes0 pA. The threshold
is scanned starting from the lowest value until a working@shiold is found. This has to
function properly. Normally the minimal working RX-thredtetting is below 100. The
cut value is 160 to provide a control range large enough ®thheshold adjustment.
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5.1.3 Qualification Criteria

The test routines described above are for testing the fumatity of the BOC card. Each
of the electrical properties and functions has to work witremy failure.

Besides the functions which can be determined as workingtovarking, the tests using
the BOC card monitoring circuit gives varying results in eaerrange. There are limits
to evaluate the results as correct.

The limits for the slopes of the curve measured in the current test QR0 < s <
0.095 mA/steps. This ensures that all the cards behave similaaagidbal calibration
can be used instead of calibrating each monitoring cirdieoh BOC card individually.
The overcurrent breakdown has to be seen in a current rangenoh < I, < 20 mA.

In the optical testing of the BOC card it is mainly the functiohthe plugins that is
checked. In addition the controlling of the plugins by the BE#€d can be seen. In the
threshold tests for the VCSEL's and the DRX the thresholds tabe found for settings
less than 160.

The test of the light power is used as a test for the alignmemtedl. The lower limit for
the light power of the VCSEL at the highest laser currentsgtis 750 W for a clock
like signal. Table 5.1 gives a summary of the tests and thailification cuts.

5.2 Pre-Production Summary

In total 156 out of 175 printed circuit boards hav been as$ednby the assembly site
Turclé. The remaining boards will act as spare kits for repair ameessary for post
assembly purposes. 30 boards have been loaded as a pretmodiatch. 126 boards
have been assembled in the main production batch. The sedtséor the pre production
BOC cards show a good performance of the boards.

The testing of the preproduction batch was used to qualéyptrards and the test software.
All boards passed the working - non working criteria dingctt after some minor rework.

All performed tests have been passed successfully by eamtfu.bdn the current test
using the RX test plugins for generating a current on the 12 pplyuline, all boards

show a linear curve and perform the voltage breakdown indhe=ct manner. Figure 5.2
shows the curve for the generated current against multirgdd»AC setting. Figure 5.3
shows the multi channel DAC setting for the breakdown andctireent reached before
the breakdown. As shown in Figure 5.4 the mean slope of thewucurve i50.0855 +

0'0015)%5 The spread of the slopes is indeed small, so the use of al glaliaration
of the monitoring circuits is justified.

aTurck: Firm doing the assembly of the pixel BOC cards.
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The results of the power tests are shown in Figure 5.5. Thiellifon of the light power
at highest laser current (OxEE 18 mA laser forward current) coupled into the fibres is
shown. The signal measured was a clock like signal. As a dueva0 W is applied.
All VCSEL's on the TX-plugins reach this value. The mean vakid.64 mW with an
RMS of 0.39 mW. This ensures that all boards will be able togrerfthe optical data
transmission even if the fibres are damaged by irradiatiear @@ years of running the
ATLAS experiment [44].

As a conclusion the light power of the signal transmittechiarhodules provides a safety
margin large enough to compensate damages of the fibres dusdiation. The minimal
current the DORIC is able to work with 5= 40 pA. The responsivity of an irradiated
PiN is aboutRk = 0.33 % and the worst case attenuation of the fibres is 5 dB. This sesult
in a required light power of the VCSEL on the TX-plugin &f > 400 xW. The light
power received by the PiN on the optoboard has to be around/800n amplitude) to
produce an electrical signal the DORIC is able to work with.e Tight power can be
adjusted channelwise. The measurement of the light pow&Qfy using the optoboard
can be used to adjust the light power.

The RX-threshold test searches a minimal threshold forvewgthe correct pattern sent
to the RX-plugin. The amount of light sent by the TX-plugin VA3#s tuned to generate
a PiN current which is within the dynamic range of the DRX. Theaisured thresholds are
shown in Figure 5.6. For all tested RX-plugin channels theshold could be found in the
range between 20 and 100 showing a mean value of 50 with an RS o his means
that the RX-thresholds work as expected and that there isgengpace for increasing the
RX-threshold in case of higher input light power.

The threshold of the VCSEL's on the used TX-plugins is deteediby measuring the
increase of the corresponding generated PiN current. Thecéxd values are around
100. The VCSEL threshold is defined as the current settingevialuwhich a PiN current
of 0.2 mA is measured. The measurement shows a mean VCSEhaldes 93.4 with
an RMS of 10.1. This prooves the expectation to be correct-gpee 5.7.

All'in all the optical properties have been found to be in thpeeted range. This ensures
the function of the optical transmission and receiving dliercomplete time of running.
The possibilities of tuning which are foreseen, like insiag the light power or raising
the RX-threshold are necessary to achieve an optimal peafucenof the system. The
coupling of the lasers to the fibres and fibres to the PiN diagdesneasured to be good.
The capabilities of adjusting any parameter channelwisst ine@ controlled per channel
by the detector control system. The used monitor functiai@BOC card are not abso-
lutely calibrated but they can be used to determine the sacgproperties of the card for
tuning and monitoring. The BOC cards are tested to operateeiATLAS experiment as
foreseen and expected.
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Figure 6.1: Readout scheme of the system test [45]. The dahe power supply
system are yellow, the readout system green and blue. Thiswith
mainly focus on the readout system.

It is obvious that a system with as many different componastdescribed thus far has
to be tested intensively. In spite of the production testdhefindividual parts, a system
of all of the components needs to be tested, and this for allem®f operation that are

foreseen to be used.

For the ATLAS pixel detector such a system test has been set Wuppertal to test
the complete chain of modules, optical link - meaning opséots, fibres, TX- and RX-
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Figure 6.2: Bi-stave used as device under test in the Wupsydtem test.

plugins - a BOC card, a ROD, a single board computer, a contrapeiter and the DCS
[46] for controlling and monitoring the voltages, curreraad temperatures.

Ideally the test software would be close to the final statepbaause this is not the case
much of software development is done during the testingggtsasall in all it is a test for
hardware and software alike.

6.1 The Structure of the Wuppertal System Test Setup

Figure 6.1 gives an schematic view of the system test setupel Wuppertal system test
setup a bi-stave with 26 modules is used (see Figure 6.2).uBethe pixel modules have
to be kept under temperature and humidity control, thedorests built into an insulated

box for cooling.

Six or seven modules of a half stave are connected eledyricain optoboard which is

located on an interface card, the PPO support board. ThissBpgfort board provides
the connectors for one optoboard and the cables coming fppto seven modules, and
performs the routing in between (see Figure 6.3).

aDCS: Detector Control System
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Figure 6.3: Schematic view of the PPO.

The PPO support board is also the interface for the poweremiums of the optoboard
and the modules. It provides the connections for the tentyreraontrol by the detec-
tor control system (DCS). The Wuppertal system test is egaippith two PPO support
boards housing one Disk-type optoboard each, to be abledmtgptwo complete half
staves.

The supply system of the modules is structured as in the empet [47]. The power
supplies are controlled by the detector control system.sEmsor bias voltage ef150 V

is supplied by an ISEFGpower module and delivered through cables as long as shall be
used in the experiment. They are connected to the PPO supgemd modulewise. The
supply voltage for the digital (2.1 V) and analog (1.7 V) pafrthe detector modules is
delivered by a WIENEﬁEpower supply and regulated by a PP2 regulator board [48].

The PP2 regulator board consists of 16 voltage regulatarseceives one voltage line

for the analog module supply, one voltage line for the digit@dule supply, and one

voltage line for thé/;, o optoboard supply. From these the PP2 regulator boardsategul
the voltages (analog and digital) for 7 modules and the aq@abh The regulator for the

optoboard is foreseen to be redundant. For each half staseabor one PP2 regulator
board is needed.

In the system test for each half stave one Wiener supply algen voltage and one PP2
regulator board is used. Again, long cables are used in stersytest.

The two optoboards are connected with optical fibres to twe 8 two RX-plugins on
one BOC card. The BOC card is placed in a VME-crate connectedROR. The crate
is controlled by a single board computer which has an ethew@nection to a control
machine. The control computer provides the connectiond&etvhe readout system (data
acquisition, DAQ) and its hardware (ROD/BOC card), and theeacter control system
(DCS) over a protocol named Dﬂ@m].

bISEG: A vendor manufacturing high voltage power supplies.

‘WIENER: A company developing mainframe crates and power Isgfor industrial and scientific
research.

dDDC: DAQ - DCS Communication
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6.2 The Measurements during the System Test

The measurements done in the Wuppertal system test aranddsigconfirm the correct

functioning of the complete system including the opticadeut. Of special interest is
the influence of the optical readout system on the detectaluteqerformance. There-
fore, the measurements are done in different configuratamis single module or multi-

module readout, with separately or parallel powered madideoe able to compare the
results to values obtained in the qualification phase befohe parameters to compare
are obtained in several measurements:

Test of the cabling between the modules and the readout@hecs

Digital tests of the modules

Analog tests of the modules

Usage of different bandwidths for data transfer

Studies of the BOC card and optoboard parameters, like dpioveer, RX thresh-
old, mark space ratio, data delay

Studies of the DCS environment

The first two tests, cabling and digital, are mainly to ensteect communication be-
tween the readout hardware and the modules.

The test of the DCS is an important task in the system test; desaription see reports by
the Wuppertal DCS group, i.e. [49]. The tests concerning fitieal system are described
in more detail in the following sections.

6.2.1 Cabling Tests

After setting up the system some short tests are necessagteanine if the modules
are connected properly to the supplies and readout. It isitapt to confirm the routing
from the BOC card over the optoboard to the modules and vigaybecause there is no
special error checking afterwards. Therefore, a dintkttestcan be performed, checking
the communication with the modules for each link separatalthis way problems in the
optical cabling and the settings in the control softwarelmadiscovered and corrected.

Having the connections confirmed, the modules can be coefigaind the functionality
of setting and reading registers inside the modules isddstaregister test This ensures
that the modules get the commands from the control systercambe read out properly.
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Figure 6.4: Result of a threshold scan for a pixel.

6.2.2 Digital Tests

The digital part of the pixel electronic cells of the modutes be tested separately. It can
be pulsed directly and has to register each pulse as a hitjtasomes from the analog
circuit. If not all injected pulses are recognised, thisi@¢ates an error in the function of
the electronics, a failure in the power supply, or damagéehtodule.

6.2.3 Analog Tests

In the analog testghe threshold and the noise of the module is determined. fagel
pulse is injected into the injection capacitor of the angdag of the electronics cell. This
iS equivalent to a certain charge which is collected fromdéesor. By increasing the
pulsed voltage the threshold and the noise of the electe®lican be determined. The
output of these scans is the distribution of the threshottitha noise over the complete
module. This can be compared to measurements done earirediffierent setups.

In Figure 6.4 the result of this measurement for a singlelpsxeshown. And Figure 6.5
shows a typical result of a threshold scan for the module lieetldifferent views, as a
colour coded hit map giving the threshold for each pixel, dss&ibution of the thresh-
olds, and as a scatter plot. The voltage which is pulsed heacapacities is increased
stepwise. For each step a selectable number of pulses is. ghigure 6.5 shows the
distribution of the detected thresholds for all pixels of adule. It is visible that there
is a spread in the threshold values. This spread, or threéstigpersion, can be tuned to
be as small as possible by varying the tuning DAC's for thevidldial electronic circuits.
The module scanned here shows a thresholt)e$ ¢~ with a nicely small dispersion of
47 e”.

The threshold of each pixel is not a specific value. It is seedny noise effects of the
electronics and the sensor assembly. Figure 6.6 shows ibe msult of an analog scan.
It is again devided into several views, the hit map shows tileur coded noise value



86 Chapter 6. System Test

of each pixel, the distributions of the noise values for tiffeent pixel geometries are
given, and a scatter plot of the noise values is shown. Whesinguthe electronic cell

with pulses well below threshold the cell does not recogarse hit. Pulses well above
threshold are recognised completely. The steps in betwesar, threshold, are affected
by the noise. On this curve an error function is fitted (seeiféid.4):

erf(x) = % /Ox eV dt (6.1)

The mean of the underlying gaussian is the threshold valuge sigma of the fitted
gaussian is taken as noise. In the noise result plot thesgasiglues are shown. They
have a dispersion over the module, which is also shown. Taensd module shows a
noise of155 e~ with a sigma 066.9 e~
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Figure 6.5: Typical result of a threshold measurement. Tleanrthreshold is
4063 e~ with a dispersion oft7 e~ for module 510868 on the system
test bi-stave.
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Figure 6.6: Typical result for a noise measurement. Heredhelt for the sepa-
rately powered module M510868 is shown. The mean noise Value
155 e™.
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6.3 The Development of Software

To include the BOC card into the system test the control of trellware had to be in-
cluded into the system test software. The data acquisibétware is based on a library,
namedPixLib, which provides the support of the hardware on one hand amdatpscan-
ning, and tuning capabilities on the other hand. The BOC cantial has been included
into this library as a sublibrary, namé&ixBoc The functions provided in PixBoc have
been integrated into the steering software for the system3& contr(ﬁ and will be used
for controlling the BOC card in the detector control later bnthis way a test of the card
including the steering software is possible.

Additionally, a control program, BocControl, had been writtghich enables the confi-

guration and control of the BOC card in the system test enment before STcontrol

was able to handle the card. In this way BocControl potentiegetésts with the optical

readout system. It was also used to integrate the BOC cardiitest beam setup, see
Chapter 7. Both tools, BocControl and STcontrol, have been usttkisystem test. It

has been shown that the software controls the hardwarectigrre

6.4 The Results of the System Test Measurements

To characterise the system with the optical link, threslamld noise scans have been per-
formed under different conditions. The standard laboyatoodule test system provides
reference data. This system is used during production ofmtbe@ules for the characteri-
sation and qualification of the modules. It is referred tah@sTturboDAQ system.

The step from the TurboDAQ readout to the optical readoutstiadied. Because of only
being able to test single modules with the TurboDAQ systetasawith only one module
has been performed with the system test. In this test onlyrmtule has been powered at
a time and was measured; this test is called "separate pdiéne&o further operational
modes have been measured, these being a half stave andtavialirsparallel.

In Tables 6.1, 6.2, and 6.3, the results for the measurenretite different modes for the
modules on stave 4008 are given.

Concerning the threshold of the modules, one can see a sy&terthange for all mo-
dules in the step from the TurboDAQ to the optical readoute Tésults are shown in
Table 6.1 and Figure 6.7. All modules have been tuned to hateeahold of around
4000 e~. This was done with the TurboDAQ system. After tuning thebbIDAQ sys-
tem measures the threshold to be higher by arauiod-—. The measured values for the
three different configurations using the optical readoatrafatively stabpm.jpgble. The
measured threshold matches the tuning goal0of) e~ within a range of 2%. This is
a good result taking into account, that the measured valiuehms the aimed value. To

€STcontrol is maintained by the Bonn University group. TheB®ic functionalities have been ported
into GUI applications by this group.
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Readout Setup: TurboDAQ System Test | System Test| System Test
Power Scheme: | single module| single module| half stave full stave
position / number [e7] [e7] [e7] [e7]
M6A /510836 4196 4071 4060 4067
M5A /510901 4175 4058 4054 4057
M4A /510620 4163 4076 4057 4072
M3A /510857 4159 4004 4004 4037
M1A /510173 4166 4045 4019 4065
MO /510973 4172 4037 - 4029
M1C /510868 4196 4063 - 4075
M2C /510778 4185 4031 4084 4038
M4C /510624 4182 4041 4078 4011
M5C /510106 4173 4052 4019 4018

Table 6.1: Mean thresholds of the modules in the differerdsueements. Mo-
dules in position MO and M1C have not been measured in thetae
configuration [50].

be able to check this result absolutely a source calibratidhe threshold would be nec-
essary. The possibility of performing this kind of scan i yet given in the software.
It has to be included into the software for the system tesGGERN. This will proove
the difference in the results acheived with the two readgstiesns. The difference in the
measurements has several contributing factors, such dgférent readout hardware, the
different control and fitting software, and differences lie environment circumstances

Readout Setup: TurboDAQ System Test | System Test| System Test
Power Scheme: | single module| single module| half stave full stave

position / number [e7] [e7] [e7] [e7]
M6A /510836 69 55 62 60
M5A /510901 54 46 51 49
M4A /510620 52 46 52 56
M3A /510857 50 48 54 51
M1A /510173 51 48 61 54
MO /510973 51 44 - 48
M1C /510868 55 47 - 62
M2C /510778 48 40 58 52
M4C /510624 54 50 61 55
M5C /510106 53 42 55 56

Table 6.2: Threshold dispersions of the modules in the rdiffe measurements
[50].
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Readout Setup: TurboDAQ System Test | System Test| System Test
Power Scheme: | single module| single module| half stave full stave

position / number [e7] [e7] [e7] [e7]
M6A /510836 183 159 160 160
M5A /510901 181 154 164 158
M4A /510620 178 157 158 159
M3A /510857 175 149 151 152
M1A /510173 174 152 155 154
MO /510973 184 160 - 165
M1C /510868 185 155 - 158
M2C /510778 184 158 170 159
M4C /510624 181 153 157 153
M5C /510106 179 152 155 154

Table 6.3: Noise of the modules in the different measures@dy.

like temperatures, voltages, and humidity. Given the Btalaf results for the different
measurement configurations using the optical system, asiritr this system is increased.
A long-term stability study for the readout system is cutliseheing performed to study
if the measurements are reproducible over a longer time [51]
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Figure 6.7: Mean threshold results for the modules on theesygest stave 4008.
The measurements were performed for different configuratad the
powering and readout.
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The dispersion of the threshold does not show the same lhiaas the threshold. Table
6.2 and Figure 6.8 show these results. In these measureomisan see temperature
effects coming from different powering scenarios. Whilehitie TurboDAQ system the
temperature was around 2&, the separately powered modules have been operated at
27 C, the half stave at T8C, and the full stave at 20C. The previously mentioned dif-
ference in the results of the measurements with TurboDAQlaadptical readout system
for separately powered modules can be seen again. The siesénesults are system-
atically lower, although the operation temperature is Iyeidie same. The differences
on order of 10~ for the measurements with the optical readout system aibuaéid to
temperature effects. Because the tuning is performed ata ggmperature, differences
of a few electrons in the threshold dispersion are expeaietht relevant temperature
differences.

In Table 6.9 and Figure 6.3, one can find the results for theenoiThe noise of the
modules behaves in the same manner as the thresholds. Ansyistehange between the
TurboDAQ and the optical system can be observed. The noiseésured to be lower
for the optical system by aroursd ¢~. The stability for different configurations has been
shown to be within a range of aboli e~. The long term study will measure the noise
change over a longer period.

In Figurel 6.10 a plot is shown which depicts for each pixel difteerence of the noise
between two measurements. The two comparable measureofiamgle modules with
different readout hardware are subtracted for each pirelilae result is plotted. One can
see that the TurboDAQ measurement gives higher noise sdsufiround9 e

Figure 6.11 shows the same for the threshold differencedmiihe TurboDAQ measure-
ment and the measurement with the optical system. The TQofystem measures the
threshold to be- 132 ¢~ higher.

A first conclusion from the tests done so far is that the optigatem reads out the mo-
dules stably after setting up the optical system correciliie handling of the system
during the measurements showed that a tuning and optimisatithe parameters is nec-
essary to achieve optimal transmission performance. Shegplained in more detail in
Section 6.5 To be studied in terms of stability and crossitatke case of having several
readout parameters at the edge of the working range, butxjiscted that in such a case
the system becomes unstable rather quickly. Because thaelatay the modules must
have a certain format, errors in the transmission are djreeen in unrecognised module
data. The next step in testing the system is to study a fudlgléol BOC card and a system
with more than one BOC card and ROD. This is under investigatcCERN. A test fa-
cility of roughly 10% of the pixel detector is to be set up. ithprovide the possibility to
study a larger system, including all parts which are forageethe pixel detector.
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(c) Scatter plot of the noise value differences.
Figure 6.10: The calculated difference of the pixel noideesmeasured with the

TurboDAQ system and the optical system for module 51086%en t
test stave is shown.
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Figure 6.11: The calculated difference of the pixel thrédhoneasured with the
TurboDAQ system and the optical system for module 51086&en t
test stave is shown.



96 Chapter 6. System Test

6.5 The Interplay of BOC Card Parameters

To guararantee good communication through the optical hmkny parameters need to
be controlled in order to exclude problems. A listing of alktBOC card parameters is:

e Phase of B-clock

e Phase of P-clock

e Phase of V-clock

e TX-plugin: Laser Current

e TX-plugin: BPM Mark Space Ratio
e TX-plugin: BPM Fine Delay

e TX-plugin: BPM Coarse Delay

e TX-plugin: BPM Inhibit

e RX-plugin: RX-Threshold

e Data Delay

The BPM delays and the P-clock setting are used to delay timalsigoing to the mo-
dules. With these delays, a correct timing to the bunch orgse the experiment can be
determined for each module individually. This individuiahing adoption will be impor-
tant in the experiment in order to equalise signal propagatelays according to different
cable lengths and the location of the module with respediedriteraction point. It has
no effect on the system test. A study of this is described imp@ha .

The B-clock is the first parameter to settle in the system, ls# determines the phase
between the ROD clock and the edges of the data sent by the B@Gathe ROD.
The B-clock should be in a 9(phase with respect to the ROD-clock to have a maximal
working range here.

For communicating with the modules, the TX-plugin paramsebave to be set. The laser
current defines the light power of the VCSEL signal. The curas to be well above the
laser threshold current to get a stable signal of good shape.

The mark space ratio defines the signal duty cycle. Idealshauld be 50%. Because
the duty cycle of the signal is not only changed by its ownstgibut also by the laser
current setting and the BPM fine delay setting, one has to atiepmark space ratio
setting to this. A mistuned mark space ratio has the effettttie clock which is decoded
by the DORIC on the optoboard will show a hopping between tvabest The clock

reconstitution is determined by the signal edges in 25 reyvats. If these edges are
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Figure 6.12: DORIC clock edge "hopping” for different markasp ratio (MSR)
settings. a) Mistuned MSR setting. The "1” alternates a I@9§0 +
x) and a short{0% — x) "1”, while the "0” stays at nominal width.
b) Optimised MSR setting, where "1” and "0” always have thmea
ratio of 50:50.

not stable in time because of a mistuned mark space rati@@#IC will reconstitute a
clock which shows a longer "1'50% + x) —a nominal "0” 60%) — and then a shorter "1”
(50% — z) — followed by a nominal "0” again. So the regenerated cloak two states: a
longer state and a shorter state. This is shown in Figurd®). 1& a mistuned setting and
in Figure 6.12(b) for an optimised mark space ratio setting.

The pulse width difference between the long and the shorthasebeen measured for
different mark space ratio settings using one TX-plugin and optoboard. The mea-
surement shows that it is possible to optimise the mark sgpsimesetting. The minimal

difference is about 0.5 ns, while the maximal differenceaiad 5 ns. The optimal mark
space ratio setting depends on the channel. An optimispoohannel is necessary. Fig-
ure 6.13 shows the measurement result. The systematicheaiahing of this parameter
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Figure 6.13: Scan of the clock edge "hopping” in dependericeeomark space
ratio (MSR) setting.

is under study [52].

The RX-Threshold setting controls an input signal thresluslthe DRX. It is used to
mask out noise or a signal offset. The DRX has a dynamic ranfgie linput current
is too high, the amplifiers are driven into saturation anddremme time to recover. The
output would be an extended "1”. On the other hand, a thresiool high for low power
light signals will mask out the signal partially or complgtelo achieve a proper function,
the adjustment of the thresholds and of the light power sem the optoboard — fitting
the dynamic range of the DRX — will be necessary.

The data coming from the RX-plugin have to be registered oBME card and passed to
the ROD. The data is sampled with the B-clock in case of the 4&NMandwidth, or with
the B-clock and the V-clock (set inverted to the B-clock) ineca$ 80 Mb/s bandwidth.
To register the data correctly it has to be guaranteed tmaplgag is not done at a data
edge. For this purpose a delay can be applied to the datanstqger channel. The delay
has to be set such that a small jitter in either the data orltdoks does not harm the data
sampling.
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Figure 6.14: Result of a 2-dimensional scan of the RX threskietdus the RX
data delay. The gray scale give the bit errors in the trarsans
The different behaviour depends on the light power emittedhle
optoboard VCSEL. Plot a) shows the result for an optimiseltlig
power. Plot b) shows the scan result for a higher light powdre
working range has shrunk.

Using the PixBoc functionalities, the software (STcontholthe case of system tests) is
able to perform a 2-dimensional scan of the RX-thresholdregéie data delay. Because
of having longer ones in the event of a too-low threshold ddwa delay working range is
influenced by this. Figure 6.14(a) and Figure 6.14(b) shawvdisult of a data delay versus
RX-Thresholds scan for two modules connected to the saméaoatd. If the width of
the "high”-pulse is larger than nominal, the RX-delay rangthin data low pulses can
be sampled correctly is shrinked. If this range becomes &omw jitter and signal form
effects will prevent a correct data registration. The measent performs a bit error
counting for the different settings. A known pattern is stbinto the MCC on the module
which is then read back several times. The regions with sguisndicate problematic
settings. The darker the square is, the more errors thatdemredetected. A good setting
is within a large empty region. Small changes of the hardwatgngs should not harm
the measurement results, and so a value right in the middlgaesd starting point. Taking
into account the characteristics of the threshold settiagslting in enlarged "One’s” in
the data pattern, a smaller delay than in the middle of thé&wgmrange is chosen and a
threshold setting closer to the higher limit is taken. Theiest choice of just the middle
of the working region already enables a very stable datagakio prepare the system
for radiation damage and lifetime influences, an optimisatif the working points taking
into account the characteristics of changes is worth begnfppmed [52, 53].
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6.6 Measurements of Data Transmission Bit Errors

For checking the quality of the data transmission, a bitrenate measurement has been
performed [54]. The data link from the optoboard to the BOQlaaas used to transmit
known bit patterns. The pattern sent has been compared ted¢b&ed pattern. The bit
error rate is then defined by the ratio of errors over trartschibits:

Number of Errors

BER = - -
Number of Transmitted Bits

(6.2)

The data pattern was generated by a commercial device, amit Eate Tester (BERT)
by ANRITSU (MB1630). The pattern was given to the optoboardteleally. The pattern
used has been a pseudo random bit sequence (IBRBISQ optoboard then transmitted
the data optically to the BOC card, where the RX-plugin comgthe optical data to
electrical LVDS signals. The electrical signals were thed fo the BERT through a
ROD-replacement board, the BOCRIG@he BERT compared the pattern sent with the
received pattern and calculated the bit error rate.

Because the electrical format of the data sent and receivételdERT (LVTTL format)

is different from the electrical format of the signals on tioboard and the BOC card
(LVDS format), two converter boards have been designed areé wsed to convert be-
tween LVTTL and LVDS signals. An overview of the setup is sinaw Figures 6.15(a)
and 6.15(b).

With this setup, measurements for 40 Mb/s bandwidths haga performed. The mea-
surements have been done with a B-type optoboard. This typg@toboard provides
one VCSEL array with 8 connected channels and one VCSEL arrdy 6vtonnected
channels. On this optoboard the VCSEL array with 8 connedtedrels was used. In
this way it is possible to test a complete RX-plugin on all 8rotels. The results of the
measurements are presented in Table 6.4. The four measusegieen are separate runs
with 8 channels in parallel. The duration of the measuremisrgiven and the number of
transferred bits and counted errors. The bit error rate Ismialculated by equation 6.3.

To test the functionality for the 80 Mb/s and 160 Mb/s bandhsgdthe same measurement
has been repeated with 80 Mb/s data streams. Because the BERIrina with 40 Mb/s
due to the clocking of the system, the 80 Mb/s data streams begn built up by two
40 Mb/s streams. A data multiplexing has been intergratefoint of the optoboard,
multiplexing two 40 Mb/s streams to one 80 Mb/s stream fordpboard. This way
four 80 Mb/s data streams have been sent by the optoboard ®X#plugin on the BOC
card. The BOC card then demultiplexes each stream into two B3 Btreams, which
are returned to the BERT again. The 4 data streams have bekeim geoonfigurations
to the BOC card. In 80 Mb/s mode only two RX-plugins are mountethe BOC card.

fPRBS: Pseudo-Random Bit Sequence. A sequence of bits itahipermutations of a given number
of bits (0 or 1) are included.

9BOCRIG = 9U PCB replacing the ROD. It interfaces the VME bushi® BOC card and vice versa.
Additionally, there is a data interface for incoming datd antgoing data.
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(a) Components of the bit error rate measurement.
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(b) Schematical overview of the setup for the bit error ragasurement.

Figure 6.15: The bit error rate test setup.

The data streams have been sent to either the upper 4 or taedosthannels of the RX-
plugins for both plugin locations. In total, 4 configuratsoonave been measured, testing
each data link available on the BOC card. A schematic of the mbatting inside the BOC

card is given in Figure 4.10. The results are shown in Taldle &gain, the bit error rate
limit is calculated by Equation 6.3.

During the measurements a disturbance of the optical trissgim due to effects coming
from outside the test setup has been recognised. The disitelaffected all measured
channels at the same time. It was correlated to the switabfimgher devices like com-

puter, monitors, or the climate chamber in the laboratdrgcts on the supply line for the
lasers, resulting in voltage decreases and a light sigoaiveak to be registered by the
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Measurement | Duration | Number of | Number of | Bit Error
Errors Bits sent Rate Limit
[s] [1012] (90% CL)
1 13124 0 4.0353 5.699-10~13
2 146169 0 46.7741 4.917-10"™
3 244987 0 78.3958 2.934-10714
4 90988 0 29.1162 7.899.10"1
Total | 495268 | 0 | 158.3214 | 1.453-10 " |
Table 6.4: Measurement of the bit errors at 40 Mb/s bandwidth
Measurement| Duration | Number of | Number of | Bit Error
Errors Bits sent | Rate Limit
[s] [1013] (90% CL)
1 62866 0 2.012 1.14-10713
2 68797 0 2.202 1.04-10713
3 8277 0 0.265 8.68-10713
4 80361 0 1.875 1.23-10715
| Total | 220301 | 0 | 6353 [3.62-10°" |
Table 6.5: Measurement of the bit errors at 80 Mb/s bandwidth
RX-plugin.

In Figures 6.16(a) and 6.16(b) such an error behaviour ismshdn purple the optical
signal transmitted on channel 1 of the used optoboard isestdp green and yellow the
signal on the BOC for channel 2 of the optoboard before (ygllamd after (green) the
sampling of the data is shown. The light signal amplitudepdrperiodically to the light
off state, where no signal can be registered on the BOC card.

This kind of effect seems to come through the ground linek@fiower network into the

system. Some isolation has been tried which decreasedfta, dfut did not eliminate

it. Connecting an oscilloscope to the power lines and the cedadsignals introduces
another ground loop into the setup. This makes a trustabéesunement on the supply
lines triggered by the observed error behaviour impossible

Most problematic in the test setup is the electrical corioedbetween the sending and
the receiving part of the link inside the BERT. This means ¢habmplete decoupling of
the two ends of the optical path is not possible. A solutiartlics problem has not been
found yet. Further studies for this are necessary.

Neglecting these disturbance effects, the results showyasveooth running of the data
transmission in either 40 Mb/s or 80 Mb/s bandwith. The penfmnce is very stable over
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Figure 6.16: Signals transmitted by the optoboard in casenadiced errors.
Scoped are the optical signal (purple) of channel 1 and theived
signal (yellow and green) on the BOC for channel 2. The yeliow |
shows the signal before sampling (RX-plugin output), theegriae
shows the sampled signal.

Bandwidth Number of Number of | Bit Error Rate
Error Counts Bits sent Upper Limit

(90% CL)
40 Mb/s 0 15.832-10% | 1.45-10
80 Mb/s 0 6.353-10°° | 3.62-10 7

Table 6.6: Results for the bit error rate measurement comgpiail runs at a cer-
tain bandwidth. The limits are calculated by equation 6.3 wonfi-
dence level (CL) of 90%.

long periods of time. On average, the disturbances happ®reetimes a day. The data
routing had been tested to work as expected and does naluicga@ny errors in the data

transmission.
The combination of all measurement runs for a certain baditivgive a limit for the bit

error rate with a confidence level of 90% by:

2.3 + (Number of errorg
Number of bits sent

BER = (6.3)

The results of this calculation are shown in Table 6.6. Thetlachieved, on the order
of 107, is a good result for the operation of the optical link usedhia ATLAS pixel
detector.
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6.7 Conclusion

By introducing the BOC card in different setups useful expergehas been gained. The
obtained knowledge of controlling and operation of the BO@l aaill help to introduce
and operate the BOC card in the final ATLAS experiment. Theetinain topics of the
system test study have been:

e The introduction of the optical data transmission into ty&tem tests.
e The study of the BOC card parameter interplay.

e The measurement of the bit error rate of the data link usied3@C card.

The development of the steering software for the BOC card taskd in the system tests
and, later, in the combined test beam setup (see Chapter Thavhasis for introducting
of the optical link in the readout. The tests which have besfopmed up to now promise
a stable operation of the BOC card in the data transmissiore t@s$ts of the module
performance show a good operation of the BOC card and theifumof the steering
software on the one hand, and the necessity of tuning on bex band. The behaviour
of the parameters to control the BOC card and their interadtas been studied in more
detail. It has been observed that there are dependenciesdrethe parameters for the
control of the transmission section, and that the compiekei$ sensitive to a mistuning
of the control parameters. Important knowledge of this beha has been acquired. As
a result, further studies concerning the tuning of the BO@ parameters and the long
term stability of these settings are under investigation.

The measurement of the bit error rate as a quality check éod#ta transmission turned
out to be very sensitive to any external disturbances. Anctescoupling of the power
supply lines for the optoboard is necessary and will be natiegl into the supply lines in
the ATLAS detector. The measured bit error rate of orderof is a good result com-
pared to the minimal requirementsitf-'2. To scale this to the ATLAS data transmission
and the consequences for the physics data taking is to bg®®nd his depends strongly
on the different bandwidths of the readout, the occupandhenpixel detector, and the
format of the data to be transmitted.

All'in all, the optical data transmission system, includthg optoboard, the fibre connec-
tions, and the BOC card, has been operated successfully angtformance is as good
as expected.
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Study of the Pixel Detector Timing at
the Combined Test Beam
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Figure 7.1: Overview of the Combined Test Beam setup.
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In 2004 a slice of the ATLAS detector was built up in a test besamironment at the
H8? line of the CERN SP It was operated for several months. All subdetectors were
represented. The beam traversed all detectors in the sameemea particle would in the
ATLAS experiment. The goal and the setup of the combinedlieatn is described in
the next section. This thesis then concentrates on the getektor. During a period of
running with beam crossing intervals of 25 ns, a study ofitheng behaviour of the pixel
detector under a 40 MHz bunch crossing situation was pegdrm

The timing of the pixel detector is a module-specific propefthe clock which the mo-
dule operates with is transmitted from the BOC card. The ct@kbe adjusted in time
over a wide range. The resolution of the clock setting is 280As described in Chap-
ter 3, the clock transmission is performed over an opticd from the BOC card to the
optoboard. The optoboard converts the optical signal iteotecal ones and sends the
clock and commands via an aluminium cable to the module. imaktransmission time
depends on the cable length. Depending on the position ohttkile inside the pixel de-
tector, the electrical cable will be between 0.8 m and 1.4mg.lén addition, the position
of the module with respect to the interaction point impliediféerent flight length of the
particles to be detected. All in all, the timing of each madids to be adjusted.

The timing adjustment is critical because of the readoutrigpie of the modules. A
LV1 trigger signal received by the module marks all hits whiave been registered in a
certain 25 ns wide window. Due to the timewalk effects of tiiedrognition (described
in Chapter 3) the read out window has to be optimised to get awy migs read out as
possible. How this should work is described later in thisptaa

7.1 The CTB Purpose and Setup

Figure 7.1 gives an overview of the combined test beam s@top.setup was structured
like the ATLAS experiment except that the TRT was not in thgneiic field. At the first
station the tracking detectors were installed. The pixecter and the SCT were situated
in a magnetic field, with the TRT directly behind it. The distas between the detector
parts have been arranged to be as close as possible to thibse AMLAS experiment.
The liquid argon electromagnetic calorimeter was placattaa cryostat followed by
the tile hadronic calorimeter. At the end of the queue the msjgectrometer was set
up, comprised by all types of muon detectors: monitored tlriifes, thin gap chambers,
resistive plate chambers, and cathode strip chambers. rifgering was provided by
the muon spectrometer and the calorimeters and was digtdilmver the central trigger
processors. The setup was constructed with the beam dmetflecting they = 0
direction in the ATLAS experiment. In ATLAS, this would be 8@ with respect to

a8experimental area at an outlet of the SPS at CERN

bThe Super Proton Synchrotron (SPS) at CERN provides sebesah outlets for experiments or test
beams. At the outlet areas there are experimental hallsendgreriments are set up or detector parts can
be tested under real beam conditions.
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the beam pipe. All in all, a realistic representation of tRpeximent was obtained as in
ATLAS later on, and the test beam setup might be used as &nefeisystem.

The coordinate system in the test beam setup was orientealéothe x-axis parallel to
the beam, the y-axis pointing upwards, and the z-directasizbntally. This was to give a
coordinate system compatible with ATLAS. The origin wasstaks the front of the inner
detector magnet. The configuration which was used duringntb@surements presented
in this chapter is named "InnerDetector-CTB-04" [56]. It isgh through:

e Pixel configuration: x=146 mm, y=0 mm, z=8 mm, no rotation.
e SCT configuration: x=512 mm, y=0 mm, z=-9 mm, no rotation.

e TRT configuration: x=1152 mm, y=-8 mm, z=55 mm, rotation axdthe z-axis by
-0.205 rad.

Emulating the ATLAS experimental situation of data takingsithe purpose of the com-
bined test beam. The whole detector was studied. The triggetided by the trigger
elements and the acting of all the subdetectors was analystst beam conditions. The
control of the detector had to handle all subdetectors, lm@ddconstruction received data
from all the detector parts. In addition to studies of difetrr parts of the detector, like
trigger generated by the calorimeters and the muon chamiensner detector studies,
25 ns beam periods, "all together” runs have been taken.

The main aims of the combined test beam were a precommisgiofihe final elements
and performance studies in a realistic combined data takingr 7 months of running,

much experience in the operation of the detector was gaindddarge amount of data
has been taken. About 2.5 TB of data has been written in ar62d certified files. This

enabled much offline analysis and tests for the reconstrusioftware. The analysis of
combined test beam data will help to understand the detbetwaviour. In addition the

software can be tested.

7.1.1 Pixel Setup

For the pixel detector six pixel modules were installed. yilagere arranged in three
layers like in the barrel region (see Figure 7.2). Each layssisted of two modules.
The modules were affixed to a carbon-carbon carrier streethich included the cooling
system. All 6 modules were housed in a cooling box. The dimesof the box were

Ax = 175 mm, Ay = 250 mm, Az =180 mm
The three layers were arranged at distances of

r1 = 55.5 mm, T9 = 85.8 mm, r3 = 122.5 mm
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Figure 7.2: GEANT simulation of the pixel detector in the Congal Test Beam
setup.

with respect to the front of the pixel box which is compatiklgh the ATLAS origin.
The front of the pixel box is displaced by +146 mm for the CTByori The pixel layer
configuration is nearly equivalent to the distances of they8is from the beam pipe in the
ATLAS experiment. The modules were arranged to have thepore] side in z-direction
and the short side in y-direction. They were mounted to ayebly 0.2 mm on the long
side of the modules as it is for two neighboured staves in theASs experiment. The
upper module was designatedd&s-= 1, and the lower one a8 = 0. The modules were
arranged with an angle with respect to the beam. All the nusdore summarised in Table
7.1.

The cooling of the pixel detector was realized as a chillengis. cooling liquid which

was pumped through the cooling tubes of the pixel box. Thelfi@gx was situated inside
the magnet, while the chiller had to be outside the magnetdte operation. Five meter
cooling tubes were used to transport the cooling liquid égdixel box. The heat transport
was poor and the normal operation temperature of the moadsdetween +40C and

+50° C (see Table 7/1). As previously stated, temperature diffegs induce a change of
some module properties like threshold, noise, and thrdstispersion. These parame-
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Module Link Number | @ | Layer | Angle | Operation
Nr: ID Temperature
0 : 510902 1 0 0 28.18 41.5°C
1:510953 0 1 0 11.82 39.5°C
2 : 510448 2 0 1 24.73 40.0° C
3 :510997 42 1 1 15.26 43.5°C
4 : 510909 3 0 2 23.46 49.5°C
5:510532 43 1 2 16.54 48.0° C

Table 7.1: Pixel modules in the CTB setup. Positions in Layet & and num-
bering is given.® = 1 is the upper postionp = 0 the lower one. The
angle is the deflection of the module plane from the positierpen-
dicular to the beam direction.

ters have been tuned in the laboratory before installingrtbdules in the combined test
beam setup. During the combined test beam a control measuoterhthese parameters
was not possible. The laboratory measurements are takereferance for the modules
characteristics.

7.2 The Data Runs

During the combined test beam many different data sets vedsent Each subdetector
group used the beam to study the performance of its own settdetwith the rest of

the detector in place and while getting triggers from thggeer system. Data for electron,
pion, or proton beams on an energy scale between 1 GeV and&%0&% been recorded.

The data for the analysis presented here was taken duringng @®ton beam period. In
this period the beam was structured in bunches synchrotosed0 MHz clock, while in
normal mode the beam is unsynchronised. The energy of the s around 100 GeV.
The combined DAQ was under the control of the muon group dutirs period. In order
to make useful studies during this period the pixel DAQ habd@perated independently
form the combined DAQ. Because the pixel detector control m@sconnected to the
combined detector control and storage, only pixel data le&s becorded. The pixel
readout buffer (a PC) was used to store the data on a computedisk. The data was
not processed by the combined readout buffer and formatedc@ambined event. This
implies that the data contained only the pixel ROD inforimaof the event and no further
fragment headers and trailers, but the hit information efgixel modules was kept.

To study the behaviour of the modules for a different reatiouhg, a scan by shifting the
timing (delay) was performed. The BPM decoded clock and conas&nal (see Chapter
3.2) which was sent to the module from the BOC card was delayedlf modules in
parallel. The data runs are listed in Table/7.2.
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As an example, the hitmaps of the six modules for run 1241 @8efay) are shown
in Figures 7.3(a)-7.3(f). The numbering is as in Table 7.1odMes 0 and 1 were in
layer O, modules 2 and 3 in layer 1, and modules 4 and 5 contplaser 2. The beam
passed layer O first. It can be seen from the hitmaps that @@ bpot was centred on the
bottom modules, coveringcmx 1 cm, which is equivalent te- 2 chips per module. The
dimensions LocX and LocY are the positions of the center efadlls in mm, with (0,0)
as the center of the active region. The range in the area @ictinge region from negative
the half length to positive the half length. The two modulethe same layer are mounted
to overlap by 0.2 mm in LocX.

Run | Delay | Events | Comment
1230 2ns | 30000
1231| 4ns | 30000
1233| 6ns | 30000
1235| 8ns | 30000
1248 | 9ns | 30000
1245| 10 ns | 23000 | unstable system, ROD errors
1247| 11 ns| 30000
1236| 12 ns | 30000
1244 | 14 ns| 30000
1238| 16 ns| 30000 | system seems to be not stab
1243 | 19 ns| 30000
1239| 20 ns | 30000
1241 | 22 ns| 30000
1240| 24 ns| 30000

e

Table 7.2: Listing of the timing study runs at the combinest teeam. The delay
is the shift of the signal sent to the modules.

7.3 Timing of the Pixel Detector

The data acquisition of the pixel detector is described inpBra3.1. The important
points regarding the timing are summarised here once mdre.pixel detector module
reads out the signal of its silicon sensor. Depending on ép@sited energy, a charge is
generated in the sensor and is collected into the pixel Toiks charge loads a capacitor
which is cleared by a constant feedback current. A plot ofhthgulse looks like a
triangle (see Figure 3.12). Each pixel cell has a threshdliit is registered if the pulse
goes above the threshold. At this point a timestamp is gé&ttay an internal counter
running at 40 MHz. This timestamp is the reference for theming time. A higher pulse
rises steeply and goes above the threshold earlier thanleesmase, which rises more
slowly. This effect is named timewalk. It can be measured @etgrmines — together
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Figure 7.3: Hit maps of the modules using a delay setting afif2LocX gives
the short side of the module in mm and LocY the long side in mm.
There was an overlap of 0.2 mm in LocX

with the discriminator threshold — the effective threskol@ihe capacitor is discharged
linearly. The moment when the signal goes below the threlsadecond timestamp is

“The effective threshold is the minimal amount of charge Wwitian be registered within a 25 ns trigger
window
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stored, marking the end of the pulse. The difference betireetwo timestamps is given
out as time over threshold, counted in 25 ns steps.

The trigger which is sent to the module for readout gets agiamap with a programmable
offset inside the module, as well. This timestamp is comgphswehe timestamp of the hits
and all matching hits are read out. This means that all hitgiag in the triggered 25 ns
bin are read out. To reduce data lost due to the timewalk a& esipossible, the detector
timing has to be optimised. To study this detector timingha ¢ombined testbeam, the
LV1 trigger which the module received was repeated 7 timeglenthe module. This
means not only hits matching the timestamp of the triggectixaut all hits which have
atimestamp whithin the rangénestampy,igger < timestamppy < timestampiyigger+7
are read out. This way all hits which appear within a 200 ng timerval are recognised.
In the readout data the trigger accept (1 of the 8 repeataudhich the hit was recognised
Is stored, as well.

The timewalk of the hit recognition is shown in Figure 3.1B8€Time to start the read out
has to be chosen correctly to read out all the hits with a higgrgy deposition and not to
lose too many low energy hits. Because most of the particlessiorg the pixel detector
are minimal ionising particles (MIPs) which generat#®00 ¢~ in the sensor each, the
MIPs are the reference for the timing. The detector timing teabe set such that the
MIPs arrive in the beginning of a 25 ns readout window. In #it@oratory, the pixel unit

cells were tuned to give a TOT of 30 clock cycles for a colldabarge oR0 ke~.

The data taken in the timing scan provides the possibilistudy the readout behaviour of
the modules. The delay is scanned through a complete clak oy 12 steps. Because
the trigger is repeated 8 times inside the module, each diégy/gives 8 measurement
points with a temporal separation of 25 ns each. As resuiha window of 200 ns was
scanned separated into 96 measurement points.

7.4 Data Analysis Methods

In the following section only plots for module 4 are shown eTdther modules showed a
similar behaviour and the complete set of plots for all medwdan be found in Appendix
A.

7.4.1 Offline Software - Athena Framework

The offline software includes several components that sca#aspects from processing
of raw data to analysis of physics objects. It analyses tWwedetector data to reconstruct
the particle tracks and the particle properties. The softwan be divided into two parts,
one part which reconstructs particles and its propertied,amnother part to analyse the
physical processes which create the particles.
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Figure 7.4: Overview of the Athena framework for the offliredte/are develop-
ment [57]. The upper three lines are showing the Monte Canege
ation being formatted into an RDO. The lower line is represgihe
detector data being formatted into an RDO.

The ATLAS experiment is to use an offline software framewasknied Athena [19]. The
framework has been developed on the basis of the Gaudi-ivarkeused by the LHCh
experiment. The offline software is a collection of algan#) tools, services (mostly in
C++) which are built upon the Athena framework. The collatfwovides more than 50
external software packages and around 1000 ATLAS specdls.to

Each user can use the Athena packages he needs for his puilfesecan be adopted
individually by the user in his own working area. The contvbthe used software pack-
ages is given through a PYTHON script. All the needed pararmsetan be set here, the
environment for running is selectable, and the kind of dateead in and write out is to

be set.

Athena software is used for the offline analysis of the detedata but also for running
on Monte Carlo samples. For this the starting point of the y@mlpackages needs a
certain data format, named Raw Data Object (RDO). The datangpfrom the detector
are formatted into this by using ByteStream ConverterThis ByteStreamer exists for
each subdetector and provides the event data in the recotetn&DO data format. The
Monte Carlo/(MC) generated data runs through the detectarlatians and is formatted
into an RDO by théDigitisation process. In this way the same reconstruction algorithms
and analysis routines can be used for MC and real data sanapléshe results can be
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compared. The data flow for the RDO generation is shown in Eigut.

The first stage of the analysis is always the reconstructfctheo particles causing the
signals in the detector. This is performed by the reconstmalgorithms. Figure 7.5

gives the schematical data flow. The process starts with th® B&ing generated by
the ByteStreamer. The data is processed by several toolsllikeer finding, space point
generation, track finding, and vertex finding. The data is@ssed step to step from the
raw information to reconstructed objects.

7.4.2 Data Preparation and Athena Routines

The data produced by the pixel detector system when runnistandalone mode is not
the standard input for the ByteStream Service which conth@ByteStream Converters
for all subdetectors. The service checks the data formag Wb AS detector data. The
data to be analysed for the timing study does not have the Alfokmat, because they
were taken by the pixel system only and miss all the headeafdrailers and formating
of the combined control. To process the data with Athena aiffeddversion of the
digitisation routine was used. The raw data was read in dweetvent. Each event was
treated by the digitisation process as a simulated datandestared into the RDO format.
This way it was possible to run Athena on the generated RDO's.

To study the effect of the delay applied to the module cladk,necessary to read back the
information about the time when the hits appeared in the neodis already mentioned,
the given LV1 trigger was repeated inside the module, so8lwaintinuous triggers have
been seen and read out. For each LV1 trigger the module geaé&aV1 accepts (LV1A)
internally and in the readout hit information is read outadag to the LV1 accept. This
enables an assignment of the hit information to the corregger window, which enables
a study of the timing behaviour. Due to the fact that in the ABLexperiment only one
LV1 accept for each LV1 trigger is performed, the RDO does noluide the LV1 accept
information. Hence, it was included manually. The numbethefLV1 accept for which

RaWData Primary
Pre RawData S acePomt Track
Object P p Vertex
Track—
Partlcle
ByteStream Clustering & Drift SpacePoint Track Post
Converters Circle Formation Formation Finding Processing

Figure 7.5: Overview of track reconstruction. The data obj®p) are processed
through algorithms (bottom) [57].
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Figure 7.6: LV1 distribution for all TOT values for hits ageed to a track.

the hit was read out was added to be stored into the RDO and wastexi by a special
routine inside the Athena analysis package afterwards.

The most interesting parameters of the hit inside the pietéctor are the time over
threshold information (TOT) which gives information abdhé deposited energy, and
the timing information included in the LV1 accept number.eTihformation about the
position of the hit (row, column, FE-chips) is used to pemioa clustering and track
finding.

7.4.3 Noise Reduction

Due to the high temperature of the modules, the noise valexgpiscted to be higher than
normal. To reduce the noise, two methods have been tried fifshés to use only data
which has been assigned to a track (see Figure 7.6). One earycéee that the floor
of hits in all LV1 accept bins remains. Because this is not ieffi; another cut on the
noise was performed. The distribution of the hit’'s LV1 adcagainst the TOT shows a
"floor” of hits with low TOT for all LV1 accept values. The remn of LV1 accepts for the
physical data can be determined by the high TOT hits. Becdgese thits are registered
earliest, all LV1 accept before are obviously "noise”. Thé&llaccept value marked by
the high TOT hits and the next 3 are taken for the data analyiés covers a region
of 100 ns to be sure to collect all the low TOT hits which arnygto 50 ns later than
the high TOT hits. To cut on the noise in these bins the TOTridigions for the other
LV1 accept bins have been summed up and averaged. The eautlistribution which
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gives the averaged offset. It is then subtracted from the di@$tribution for all the LV1
bins. The noise floor is nearly completely removed after ypglthis noise correction.
Because this method does not flag a single hit as noise, it isgadtle for any analysis
based on single hits.

In Figure 7.7(a) the LV1 accept against TOT distributionhiswn for the raw data. In
the region of low TOT values the noise floor can be seen in tleemwected plot. Figure
7.7(b) shows the plot after the noise correction. The low TOiBe floor is reduced.

The uncorrected LV1 accept distribution shown in Figurga).8epresents the LV1 ac-
cepts for all TOT values. The noise corrected plot is showRigure 7.8(b). The noise
floor is nearly eliminated.

7.4.4 Hit Registering Efficiency

The aim of the study of the timing behaviour is to optimise efffeciency for registering
the incoming hits. A measure for this efficiency can be defimethe ratio of the number
of hits registered in LV1 accept birover all hits:

N;
Ntotal

When shifting the readout window marked by a trigger the efficy for registering hits
becomes maximal for the correct timing window.

Figure 7.9 shows this registering efficiency. The efficieiscplotted as a colour map for
the different delay settings and TOT values. The efficieradyer was calculated for each
delay and TOT separately and filled into the histogram. Itlmaseen easily that there is
a band of high efficiency in the region between the delayrggttP0 ns and 45 ns. Due
to the noise hits which are registered for all LV1 accept bihere are entries with very
low efficiency in the region beside this band. Because theenoig is more effective
for the low TOT hits (more statistic), the high TOT hits remaifter the cut. One can
see empty areas in the plot where no data is available. Thigego the fact that these
applied delays the operation of the readout system was alolestTo correct this several
adoptions in the timing of the readout would be necessarghwvas not possible in the
given measurement period. Unfortunately it turned out enahalysis that these gaps are
at the change over from the high to the low efficiency area.

It can be seen also that for low TOT the high efficiency regibiits to larger delay
settings. This reflects the fact that hits with low TOT areegated by less charge in the
sensor and, therefore, a pulse in the pixel cell which hasvaesirise. These hits need a
longer time to cross the threshold, so the hits are regtater with respect to hits with
higher energy deposition. The shape of the left side (smadllay) of the high collection
efficiency band shows the timewalk. It can be compared tolihpes of the timewalk plot
(Figure 3.12). The underlying effects are the same and thdtseare comparable. The
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Figure 7.7: The distributions of the TOT values for the ddiat L\V1 accepts are
shown. For all LV1 accept values there are many hits with |@;T
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of 19 ns.
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Figure 7.8: Distribution of the LV1 accepts for all TOT vatueThe noise level
is again visible. The correct data region is between LV1 pic2eand
LV1 accept 5. Data taken in run with a delay of 19 ns.
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hits with very high TOT values are rare. The statistics i tieigion are minimal and the
efficiency is lower because of the noise hits.

7.5 Adjustment of the Pixel Detector Timing

As expected, it is not possible to collect all hits within ar&btime window (see Section
3.1.3). Hits with low TOT are registered one clock cycle laféherefore, it is necessary
to optimise the timing of the modules so that most hits aresteged in the time window

belonging to the trigger. Hits with a TOT value smaller thainat value are registered

one bin later. This TOT limit can be determined from this stad well.

Figures 7.10(a) and 7.10(b) are showing the effect of thaydelning. While for the
untuned case only the high TOT hits are registered in thetéirge window, in the tuned
case the number of hits in the target window is maximised.hamythe low TOT hits are
registered one or even two clock cycles later.

The strategy for adjusting an optimised timing for the medsl based on the fact that
most particles registered by the pixel detector are minimising particles (MIPSs).
These particles are taken as a reference for the timing. ®tretpixel detector geometry
the energy deposited by the MIPs in the sensor corresporaistiarge 020000 e—, on
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Figure 7.10: The distribution of the TOT values for the LVXept values of in-
terest are shown for an untuned and a tuned delay confidardtie
number of hits in the target time bin are maximised.

average. The pixel modules are tuned to give a TOT of 30 clgcles for this amount of
charge. This means that hits with a TOT of 30 clock cycles akert as a reference for
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Figure 7.11: Collection efficiency versus the delay for hithwOT=30.

the timing. The delay is adjusted so that hits with a TOT of B@k cycles are registered
just in time. The efficency versus delay for these kind of litshown in Figures 7.11.
The complete set of plots for all modules can be found in FEgux.7(a)-A.7(f).

Ideally the efficiency curve would have a sharp step betweer) to = = 1 and another
sharp step from = 1toe = 0. The remaining "noise” hits are reducing this number
toe = 0.94. Due to noise and measurement effects this step is not ctehpkharp,
but rather it is smeared out. Therefore an error functiooy&<€) has been fitted to each
edge. This gives a mean value for the delay settings at thieastd the end of the high
efficiency region. The mean values are the delay settings/iicch 50% of the hits are
registered correctly, meaning an efficiency(of. The sigma of these fits is taken as
the error for the delay settings. The fit has been performedlfenodules individually.
The fit results are summarised in Table!7.3. The width of tiyh leifficiency region is
calculated by the difference between the rising and thentaktdge. It can be seen, that
the 25 ns width of the read out window is reproduced very wethe width of the region
with high efficiency.

The delay setting of the rising edge of the efficiency curvéhes delay for which the
hits are registered just in time. This delay value has beaiesd for hits with different
TOT values. Due to the timewalk it is expected that the iretidelay setting increases
from high to low TOT values. Figure 7.12 shows the in-timeagelersus TOT value
plot. For low TOT values the in-time delay increases, beedlus hits are registered later.
Additionally, it can be seen that for high TOT values, thdime delay setting does not
change anymore, it propagates asymptotically againsirtiedt which the pulse in the
electronics starts. For module 4, shown here, this in-tigleydsetting is about 22 ns.
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Module | In-time Delay [ns] | Off-time Delay [ns] | Width [ns]
0 21+2.6 4712 £ 0.31 26.12 4+ 2.62
1 22.34 £+ 0.57 47.4+0.3 25.06 £+ 0.64
2 22.47 4+ 0.54 4799 + 0.77 25.52 +0.94
3 21+04 45.95 4+ 0.97 24.95 4+ 1.05
4 22.55 + 0.67 47.52 + 0.67 25.07 £ 0.95
5 21.59 4+ 1.08 47.48 +£0.61 25.89 +1.24

Table 7.3: Summary of fitted values for the efficiency for hiigh a TOT of 30
clock cycles.

The trigger window is 25 ns wide. This means, that all hithgeegistered within a time
window of 25 ns can be read out by one trigger. As can be seanthis plot, there will
be hits which are out of this time window. These hits will netitead out and are lost.
The goal must be to optimise the read out window to be abledd oait as much hits
as possible. Inside the front end chips there will be a featoread out low TOT hits
asigned to the next 25 ns cycle as well, which will be discd$ater on. Loosing the low
TOT hits has two implications. On th one hand if the hit is aslaged hit the complete
information is lost. In case of the test beam, the fractiotraxtks with isolated low TOT
hits of the order 0.2 %. On the other hand, and this is much ey, the low TOT hit
belongs to a cluster of hits. For the test beam this is theicem®und 10 % of the tracks.
Most likely the charge is not shared equally in this clustea the hits with higher TOT
are read out and give a track information. In case of an edusabe sharing the minimum
charge per pixel is 5000 per pixel. Not to lose such hits the module has to be optimised
to be able to read out this kind of hits, which means that tfexg¥e threshold should be
below 5000 .

7.6 The Timewalk

For the measured in-time delay setting of 22 ns it is possibieeasure the minimal TOT
for which hits can be registered in the correct time windowisTTOT can be translated
into a charge, the minimal charge which is necessary totexgise hit in the correct time
window. A typical relation between TOT and charge is showRigure 7.13.

The measurement principle is analogous to the laboratogsaorement of the timewalk,
but instead of pulsing the electronics, the measurememrfepned with data of travers-
ing particles. Similarly to the timewalk measurement, tharge, or TOT, of hits being
registered in-time for a delay setting 2% ns + 20 ns = 42 ns is measured. The miss-
ing 5 ns to complete the clock cycle are a safety margin. Tae¥eonly 20 ns of the

trigger window are effectively used for the hit read out. SThas influences on the ef-
fective threshold, too. In the readout of the ATLAS pixelalgor this safety should be
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explored again, to be sure not to influence the data takingmech and therefore reduce
the hit readout efficiency. In Figure 7.14 the efficiency uer$OT is shown for the time
interval between 22 ns and 42 ns. It can be seen that the T@3hibids for registering
hits is at a TOT of 5 clock cycles. This can be translated intbage using laboratory
measurements of a TOT to charge calibration.

TOT = A+

C

B
+@Q

(7.2)
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Equation 7.2 describes the dependency between the TOT actidinge Q being collected
from the sensor4, B, andC are fit parameters. The laboratory measurements perform a
TOT-charge fit for each pixel separately. This means thakaotenalysis would have to
use a TOT to charge calibration for each individual pixele@mthe fact that the operation
parameters like threshold, noise value, and TOT calibmagibthe combined test beam
setup are not known exactly, in this analysis an average d@harge calibration is used

for each module. The parameters used are noted in Table 7ith thi¢ it is possible to

Module Nr. | Injection A AA B AB C AC
Capacitor [107] | [103]
510448 low 303.25| 0.14 | -5.22 | 47.91| 169498.71| 89.40
510532 low 306.23| 0.12| -5.30| 44.57| 170681.96| 79.04
510902 low 297.75/ 0.11| -5.11 | 38.44| 169518.30 68.07
510909 low 283.09| 0.13| -4.50 | 45.01| 156152.68 87.03
510953 low 312.22| 0.12| -5.33 | 43.08| 167538.40, 73.33
510997 low 305.44| 0.13| -5.39 | 42.15| 174240.04, 79.49

Table 7.4: TOT to charge calibration results from the labmgsameasurements for
the combined test beam pixel modules (Equation 7.2). Thesegiven
are the uncertainties of the fit parameters.
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calculate the minimal charge which would be recognised as laylthe electronic cell.
Using Equation 7.2 the corresponding chafges extracted. The results are listed in
Table 7.5. The aimed effective threshold is 5@00 This reflects a 20008~ pulse which

is shared equally between four pixel cells. This is a worseaahich unlikely due to the
geometry of the pixel detector. The measured values are tbake aimed value. Taking
into account the circumstances and high operation tempesabf the modules, the result
shows the possibility to be sensitive to MIP’s sharing thergn to four pixels equally.
This means that instead of having one pixel with 2080@here are four pixels with 5000
e~ which have to be read out.

Unfortunately, only 2 of the 6 modules showed a reasonatileviialk result in the lab-
oratory scans performed in Genova before being mountedhetbestbeam setup. At a
temperature of-7° C module 510909 showed an effective threshold of 439&nd mo-
dule 510448 showed 44#2 . The threshold was tuned to Be00 ¢~ for these modules
before performing the timewalk measurement. At the contbieet beam the threshold
was tuned to be000 e~. This is why the testbeam results are around 180bigher.
They match the expected value very well.

7.7 Single Hits with Low TOT

To estimate the effect of isolated hits with a very low TOTrgpiegistered in a later time
bin, the cluster size of the events including a low TOT hitdnaeen studied. A particle
traversing the pixel detector may hit between one and fatelpi The deposited energy
is shared between the hit pixels. The amount of energy diabsi each pixel depends
on the exact location of the traversing particle. In this waajocation correction can be
performed due to the energy, or charge / TOT, deposited ipit&ds. For the given pixel
detector geometry the particles will traverse the detesithr a larger angle. This leads to
a high probability of having an unbalanced charge sharitgdxn the pixel cells, which
is the most probable scenario, there will be pixel cellsemiihg less charge than 5000
e, while the neighboured pixel(s) will collect more charge.

Module Nr. | Module ID | Minimal TOT | Effective Threshold [e~]
0 510902 5 4882 4+ 161
1 510953 5 5982 + 172
2 510448 5 5568 £ 202
3 510997 5 5305 £+ 178
4 510909 5 5510 £ 200
5 510532 5 5142 + 182

Table 7.5: Results of the effective thresholds from the comdbitest beam mea-
surements.
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Figure 7.15: Cluster size of the hits witftOT" < 5 clock cycles.

In this section isolated hits with a very low TOT (4 clock aggland less) are studied.
This translates into a charge belew 5500 e~ in the pixel cell. These hits can be read
out for this measurement, because the trigger is repeatathwie module to enable the
readout of multiple time bins. In case of hits wich are nosediits, this may only occur
if a hit shares the energy over several pixels and only thel pixh the small fraction of
energy can be read out, due to defects in the pixel matrixeootiher hit pixels are blocked
or masked out. A pixel may be blocked, because there is adigtezed for which the
readout is ongoing. Figure 7.15 shows the cluster sizessoéwbnts where one hit in the
cluster has low TOT. As can be seen low clusters containigvallOT hit mostly occur
when charge is shared between three pixels. This is due totmguhe modules with a
certain angular against the beam direction. Thereforedhtcies hit mostly two or three
pixels, but in the third hit pixel only a small energy fractis deposited leading to a low
TOT in the readout. The fraction of single low TOT hits is etlsmall. Table 7.6 shows
the fraction of isolated low TOT hits on the overall numbehi$ in the modules.

The topology of the hits is shown in the hitmap in Figure 7.t&an be seen that there
are many hits in the region around the middle axis of the n®@ocX = 0). This is the
region of the module with ganged pixels. The ganged pixdlghi region between the
chips on the module. As described in Chapter 3.1, in this redielectronic cells per
row in the front end chips are connected to 8 sensor cellss [Elaids to an ambiguity in
the hit information because it is not known which sensor e@$ hit. As can be seen
in Figure 3.8 the electronic circuits 159, 157, 155, and 1B&agh row have two sensor
cells connected. If now a hit crosses two of these additiandlneighboured sensor cells
the hit information is registered in the two connected etett circuits. These electronic
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Figure 7.16: Hit map of hits with'OT < 5, taken with a delay setting of 22 ns.
LocX and LocY are representing the module dimensions in mm.

circuits are not neighboured and therefore the hits are owibined into a cluster. The
hit appears as two single hits. Due to the status of the asagfiware this ambiguity is

not resolved yet. Therefore, the number of isolated hiteéréegion of the ganged pixels
is expected to be higher. This effect can be seen for the thoekiles which have been
centred in the beam spot (Figures A.11(a), A.11(c), and &)1

The other isolated low TOT hits are spread over the module.mbdules centred better
in the beam have a higher fraction of single hits with low TQEdo more hits being reg-
istered in these modules and due to the different mountigglan A concrete statement
on this effect is not possible because the statistics ismahi

Module | Hits Total | Low ToT isolated Hits | Fraction
0 88790 178 0.0020
1 24680 40 0.0016
2 84830 217 0.0026
3 25720 51 0.0019
4 82670 183 0.0022
5 27850 52 0.0019

Table 7.6: Isolated hits with low TOT in the complete samgleuva 1241 (22 ns
delay).
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7.7.1 Hit Doubling

The FE-chips have a function, named hit doubling, to copy With a low TOT infor-
mation to a bunch crossing earlier by storing the hit infaroratwice with different
timestamps. The hit is stored with the timestafgd hit recognition and with timestamp
t—1.

The hit doubling leads to a readout of the low TOT hits. Thell mot be lost for the
offline analysis. They can be used for correcting the tradsigon or, in case of single
low TOT hits, to make a track point for the reconstruction.

On the other hand there are some disadvantages. The reddbatampied hits slightly
increases the amount of transferred data. And more nos&hith normally have a low
TOT are read out.

Although this feature is nearly untested it is worth to to hedeed. Because the hit
doubling feature of the FE-chips copying the low TOT hitshe bunch crossing earlier
is needed to recognise these hits. This is the only way tetesgeven the low TOT hits
with the correct trigger and fewer hits would be lost due taenergy deposition.

There are some consequences for the offline algorithms. [liseedng should take into
account if the pixel that is the neighbouring of a low TOT téwss dead or not. If it
Is dead the cluster position should reflect this, maybe inreection for the dead pixel,
maybe in an larger error.

It would be interesting to study things like this, even ifythright be a fine tuning of the
existing algorithms.

7.8 Conclusion

In the ATLAS experiment each LV1 trigger for the pixel detactorces the readout of
all hits that appeared in one clock cycle (25 ns). This fitshe lbunch crossing rate of
40 MHz. Ideally all hits belonging to the triggered bunchssing should be read out.
The studied behaviour of the pixel detector shows that theng of the modules have to
be optimised to read out the maximal number of hits. In ordé¢rtom lose hits the phase
of the module timing has to be set correctly with respect golthnch crossing. This can
be realized by shifting the delay of the clock being sent ®rttodule through the BOC
card. This clock can be delayed in steps of approximately®.3

With the correct timing 100% of the hits withO'T" > 5 clock cycles can be read out. This
Is not taking into account facts which influence the readéfidiency like noise, blocked
pixels, dead pixels, transmission errors, and others. Tkenlith lower TOT values are
registered a clock cycle later. The hit doubling featurehaf front end chips enables a
copying of low TOT hits to one clock cycle earlier. This wayHmbis lost for the readout.
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The case of having only a low TOT single hit in a cluster is venjikely. It is of order
0.2%. But including the hit doubling feature these hits can be madnd are usable for
the offline analysis.

All in all the performance of the detector modules in termgiwfing and readout ca-

pabilities has shown to be good. The timing behaviour is geebed and the interplay
between the readout electronics — BOC card and ROD — and thdalaihg electronics

— the modules — performs fine. Finally it has been shown tleatuhing of the modules

in terms of thresholds, timewalk, and timing, is essentadthieve good results for the
operation in the ATLAS detector.






Summary and Outlook

The LHC and its experiments will open new possibilities tadgtthe properties of known
and unknown particles in the next 10 years. The readout aiebectors is a very impor-
tant task for being able to analyse the data. A careful exatiin of the components for
the readout systems is necessary.

The control and the readout of the ATLAS pixel detector idg@ned through an optical
transmission line. The studies on the Back of Crate card, thieadpnterface in the
counting room, are presented in this thesis. The BOC card &as tested in various
setups, starting with the production, standalone testisgdaoction into system tests, and
operating the card in a test beam setup.

For qualifying the BOC cards during the production, testsehia@en developed and re-
alised. These tests ensure a complete functionality of th€ B&d and prove its opera-
tion within given limits.

To test the interaction of the BOC card within the completeloed chain of the ATLAS
pixel detector, the BOC card has been introduced into sesgstém test setups. In these
setups a study of the optical readout of the detector modidaxy the optical link —
optoboard, BOC card, and ROD - has been performed. For thessttiee main focus
in these studies has been given to the operation of the BOCaratdts influence on
the detector performance. It has been observed that anagdtimction of the detector
readout needs a tuning of the parameters of the optical IBdth the control settings
on the BOC card and the settings for the optoboard must be igptihto guarantee an
optimal performance of the optical readout. Two factorscaitecal: the light power of the
optoboard and the timing of the complete chain. The lightgraeé the optoboard must be
tuned to fit the working range of the DRX. The timing is critiéad registering the module
data correctly. This is even more critical the higher thedvadth and, therefore, the
narrower the time window for data registering is. The systests showed the expected
behaviour of the BOC card. With the correct tuned parametettalale readout of the
pixel detector module is achieved.

A main task to be performed by the BOC card is the timing adoptiche pixel detector

modules and its readout system. This capability has beelrestauring a combined test
beam period. For this combined test beam a slice of the ATL&S8aor was installed and
the performance of hardware and software was studied. ghrtus it was possible to



test the timing for the pixel detector during a 25 ns beamaggleuising triggers generated
by the central trigger processors and distributed throbghTiTC chain as it will be in
the ATLAS experiment. The analysis of the recorded datagqudkie timing capabilities
of the BOC card to be as expected. An optimisation of the tiniamghe pixel detector
modules is possible and maximises the readout efficiendyitoassigned to the triggered
bunch crossing. Furthermore the timewalk and the effedtiveshold of the detector
modules has been reproduced to be in the expected rangeuoiddra0 e .

The production of the BOC cards, its testing, and opticalragbewill be finished this
year. In addition, the study of the BOC card, its tuning, arelltng term stability is
continued in Wuppertal. A tuning algorithm to optimise the 8Card parameters auto-
matically is under investigation and testing.

Until the LHC machine will start operation in 2007 the tegtemd commissioning of the
pixel detector and its readout will be extended and continu&t CERN a system test
including 10% of the final pixel detector and the readouteysis under preparation. It
will test the operation of a larger system to be scaled to tied §ize. The test of multiple
ROD/BOC card operation and furthermore multiple crate dpmras the central topic

concerning the readout system. The hardware installatidrsaftware adaption is under
investigation.

The installation of the ATLAS pixel detector and its readimiib the cavern will start end
of this year and has to be completed by mid of 2007 to be readgédta taking at the
beginning of the LHC operation.
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