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Introduction

Nothing in life is to be feared, it is only to
be understood. Now is the time to
understand more, so that we may fear less.

Marie Curie






Particle physics aims to describe and understand the properties and interactions of elementary
particles. The theoretical basis of particle physics is combined in the Standard Model. Its predictions
and implications are tested at the Large Hadron Collider at which the collisions of high energy
protons are recorded by experiments. The latest confirmation of the Standard Model was the
discovery of the Higgs boson in 2012, which was a milestone in high-energy physics. The Higgs
discovery completes the Standard Model, but also opens further questions to the theory. Theoretical
considerations motivate extensions of the theory, such as the susceptibility of the Higgs mass to
radiative corrections which require finely tuned cancellation effects. Cosmological observations
necessitate a large amount of non-luminous, so-called Dark Matter, which is not described by the
Standard Model. At the Large Hadron Collider, dedicated searches for new particles are performed
in order to find explanations for these effects.

The Large Hadron Collider was upgraded during a long shutdown before 2015. The centre-of-mass
energy was increased to 13 TeV, which opened new possibilities for measurements and searches.
At the same time, the experiments were improved to achieve a better precision. A measurement
using low-momentum charged-particles as well as two searches for new particles predicted from
Supersymmetry are discussed in this dissertation.

The measurement performed at the ATLAS experiment constrains inclusive QCD effects and forms
the basis for the understanding of the detector response as well as the physics involved. Initially
performed with charged-particles with a transverse momentum of 500 MeV, this so-called Minimum
Bias measurement was then extended to even lower momentum of 100 MeV. This latter analysis is
presented in this dissertation and can be used to constrain and improve QCD-inspired models. These
models are used to describe the low energy effects of QCD, for which more accurate, perturbative
calculations are impossible. The primary charged-particle multiplicity is compared between the
measured data and various model predictions as function of the pseudorapidity 7 and the transverse
momentum pr. Furthermore, the primary charged-particle multiplicity and the mean transverse
momentum are compared. The understanding of the measured data is crucial for simulating single
pp interactions and the effects of simultaneous multiple pp interactions. The improved simulation
is an important input for all further precision measurements and searches.

For the measurement, the observed data are corrected and unfolded in order to take any detector
effects and inefficiencies into account. The unfolding procedure is tested and validated before
its application to data. A challenging aspect of the measurement is the correct estimation of the
associated uncertainties and the propagation through the unfolding procedure.

A possible extension of the Standard Model is Supersymmetry, which is an extension of the space-
time symmetries and relates bosons and fermions. In the Minimal Supersymmetric Standard Model,
each known particle is related to a new particle differing by a half-integer spin. The radiative
corrections to the Higgs mass cancel when considering the contributions of both the particle and
the superparticle. The lightest supersymmetric particle is also a viable candidate to explain Dark
Matter.

In this dissertation, two searches for Supersymmetry are presented, both targeting a model with a
top squark, which is the superpartner of the top quark. The top squark mass is assumed to be below
1 TeV. In the simplified model targeted by the analyses only the top squark and the neutralino as
lightest supersymmetric particle are considered.

The first analysis concentrates on intermediate to high top squark masses with varying neutralino
masses. Here, the top squark decays into a top quark and a neutralino. The pair production gives rise



to a final state similar to that of top quark pair production, but with additional missing transverse
momentum, due to the undetectable neutralinos. The shape information of this missing transverse
momentum is used to gain sensitivity to a broad range of signal masses.

In the second analysis, a compressed mass spectrum is assumed, considering only small mass
differences between the top squark and its decay products. This creates a challenging final state,
which is kinematically close to the Standard Model background dominated by top quark pair
production. Models in which the top squark decays into a bottom quark, a W boson and a neutralino
via an off-shell top quark are also considered. The separation between the signal and the Standard
Model backgrounds is achieved by using a Boosted Decision Tree. This multivariate method also
includes the correlation of different observables to build a strong classifier.

The data recorded by the ATLAS experiment in 2015 and 2016, resulting in an integrated lumi-
nosity of 36.1fb~!, are used for the searches. Using profile-likelihood estimates, sensitivity to
the compressed scenario as well as to larger top squark masses is achieved. The normalisation
of the dominant Standard Model backgrounds is simultaneously estimated based on dedicated
control regions. The sensitivity to the general signature of a top quark pair and missing transverse
momentum is used to constrain further, less simplified models of Supersymmetry.
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The Theory of Particle
Physics

The thing that doesn’t fit is the thing that’s
the most interesting: the part that doesn’t
go according to what you expected.

Richard P. Feynman






1 The Standard Model

The Standard Model of particle physics provides a precise description of the subatomic world. Since
1960, it has been developed and tested and various predictions have been confirmed [8—13]. The
latest confirmation of the Standard Model was the discovery of the Higgs boson by the ATLAS and
CMS collaborations [14, 15].

In this section, the Standard Model (SM) and the corresponding particles are introduced. The
different components of the SM are shortly explained. In the end, the success, but also the limitations
of this theory, are discussed.

1.1 General Introduction

The SM can be described using a renormalisable quantum field theory which is invariant under the
following gauge group
SUQB)c®SUR)L®U(l)y, (1.1)

where SU(3)c is the symmetry group for the strong interaction and SU(2)p, ® U(1)y is the symmetry
group for the electroweak interaction.

In the theory, particles are described as fields, functions of space-time coordinates. Fermions are
half-integer spin particles and build the matter in this theory, whereas bosons describe the exchange
of force mediators as integer spin particles. Gravity and a possible graviton as force mediator are
not included into the SM, as there is no known corresponding renormalisable quantum field theory.

The properties of the fermions and the gauge bosons are listed in Table 1.1 and 1.2, respectively.
There are three generations of fermions which are copies with the same quantum numbers. Only
the mass increases for the second and the third generation. The heavier generation quarks as well
as the muon and the 7 lepton can decay to the lighter SM particles, and thus the first generation
is stable. Also, for each fermion a corresponding anti-particle is assigned, doubling the number
of fermions in the SM. Anti-particles have the same mass as the particle, but opposite quantum
numbers, for example electrical charge. In addition to the electrical charge, quarks carry one of
three possible colour charges (usually called red, blue and green) or the corresponding anti-colour.
Only colour-neutral combinations of particles, so-called hadrons, have been directly observed so
far.
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Table 1.1: Overview of the leptons and quarks in the Standard Model, with their electrical charges
and masses [16]. The neutrino mass limit comes from the 95 % CL upper limit on the sum of all
neutrino masses.

Leptons ‘ Quarks
Generation Name Charge Mass ‘ Name Charge Mass

I electron (e) -1 511keV up (u) +2/3  2.2MeV

e neutrino (v,) 0 <0.23eV | down (d) -1/3  4.77MeV

n muon (u) -1 106 MeV | charm (c¢) +2/3  1.28 GeV

u neutrino (vy,) 0 < 0.23eV | strange (s) -1/3 96 MeV
I tau (1) -1  1.78GeV top (7) +2/3  173.1 GeV

7 neutrino (v¢) 0 <0.23eV | bottom (b) -1/3  4.18GeV

Table 1.2: Overview of the gauge bosons in the Standard Model, with their masses, interactions
and electrical charges [16].

Particle Mass Interaction Charge

photon (y) 0GeV electromagnetic 0

gluon (g) 0GeV strong 0
W boson  80.39 GeV weak +1
Z boson 91.19 GeV weak 0

Interactions between the fundamental particles are mediated by gauge bosons. The electromagnetic
interaction is mediated by the photon with the U(1)gm symmetry group. The photon couples only
to electrical charge and as it is not charged itself, no self-coupling is possible. Since the photon is
a massless spin-1 particle, the range of the electromagnetic interaction is infinite. The symmetry
group of the weak force is the SU(2)L. and is mediated by the W* and the Z bosons. It interacts via
the weak isospin and is the only interaction in which neutrinos participate. The range of the weak
interaction is small due to the mass of the corresponding gauge bosons. The strong force acts on
the colour charge and thus influences only the quarks and the corresponding mediator, the gluon.
The gluon is massless and electrically neutral, but has eight different colour states.

The full SM Lagrangian can be split into two terms

Lsm = Lew + Locp - (1.2)

The theory for the electroweak force and the one for quantum chromodynamics (QCD) are described
separately below.
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1.2 Electroweak Theory

The electroweak theory describes the weak and the electromagnetic interaction with the SU(2)p, ®
U(1)y symmetry group. Fermions can be expressed as spin-1/2 Dirac field with the Lagrangian

L= §y"d, - my (13)

with the fermion field i, the Dirac matrices y* and the fermion mass m. The Lagrangian should be
invariant under local gauge transformations and for this purpose gauge fields are introduced.

The symmetry group of the weak interaction is the SU(2)y, group with a new quantum number 7.
The generators of this group are the weak isospin operators T; = i/2 (i = 1,2,3) with the Pauli
matrices o;. Neutrinos and up-type quarks carry a weak isospin of 75 = 1/2 while the charged
leptons and down-type quarks have an isospin of 75 = —1/2.

The left- and right-handed components of a fermion field ¢ are defined as
L5
YLr = sAFy)W . (1.4)

They transform differently under the operators of the weak symmetry group as the left-handed
component transforms as doublet, while the right-handed transforms as singlet. This describes the
parity violating nature of the weak interaction.

- [vi (i
e 4).
t) \dy
Jr = s Uiy dy (1.6)
where u stands for up-like and d for down-like quarks, / stands for a charged lepton and v for a

neutrino. The three families are considered using i = 1,2, 3. The index L for SU(2)L, is assigned as
only left-handed fermions interact through the weak force.

For the symmetry group U(1)y, the hypercharge Y is introduced as a new quantum number. The
hypercharge, the electrical charge and the third component of the weak isospin 73 can be related
using the Gell-Mann Nishijima relation

O=T3+7. (1.7)

In order to assure the local invariance under the gauge group, the covariant derivative from
Equation 1.3 can be written as
Dy =8, —igT;W,, —ig'YB,, (1.8)

where g and g’ are the coupling constants for the SU(2)L and U(1)y group respectively. The gauge
fields of the symmetry groups are therefore the WL and B,,.
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A kinetic term for the gauge fields has to be added to the Lagrangian

1. 1
-Egauge = _ZWLVW;W - ZB,uvB'uv s (1.9)

with i = 1, 2, 3 and the field tensors defined as

Wi, = 0, Wi - 8,W. + ge*Wiwk (1.10)
B,uv = a,qu - 6VB/J s (1.11)

with the Levi-Civita tensor €%, The field tensors can be translated into the known gauge bosons
using the following relations
1
V2
cos by —sin HW) (Wg)
By

+ _
W, =

4]

The angle 6y is the weak mixing angle and A stands for the photon field. Considering Equation 1.8,
the W, field tensors couple only to the left-handed components, while the B,, couples only to the
right-handed components. The W3 boson describes the interaction between only up- or only down-
type particles, where the combination of W2 known as W#* allows flavour-changing interactions.
The Levi-Civita tensor leads to the non-Abelian nature of the weak interaction as it allows the
self-coupling of the W' tensors.

1 — 72
(W) iw?), (1.12)

(1.13)

sinfy  cosfw

The final electroweak Lagrangian can be written as

Lgw = Z f_iVﬂD,uf + Lgauge - (1.14)
f=lq

In this Lagrangian, no mass terms for the fermions or the gauge fields are included. Adding any
mass term would break the local SU(2);, ® U(1)y invariance and thus the full SM theory would
not be renormalisable anymore. Therefore another mechanism is needed to introduce the measured
non-zero masses for fermions and bosons (see Table 1.1 and 1.2).

1.3 The Higgs Mechanism

Massive particles can be introduced without breaking the gauge invariance with a Spontaneous
Symmetry Breaking mechanism. The SU(2);, ® U(1)y symmetry group can be reduced to the
U(1)gm group at low energies. For this, a new isospin doublet of complex scalar fields is introduced

¢+) : (1.15)
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V(@) -

Figure 1.1: Sketch of the “mexican hat” Higgs potential in one dimension.

The indices indicate the electrical charge of the fields. The kinetic and potential terms for this new
field are added to the Lagrangian

Lo = (D, @) (D*®) - V(D), (1.16)
V(D) = 120D + (DT D). (1.17)

The Lagrangian depends on u? and A. The case for 1 < 0 is unphysical and leads to non-stable
maxima, thus A is larger than 0. In the case of x> > 0, a single minimum at |®| = 0 is expected
with a vacuum expectation value (VEV) of (®)¢ = (0|®|0) = 0. Therefore the interesting part is

the case with y> < 0, where the minimum of the potential is at
2 2
J7 v
O'p=-—=_— 1.18
20 2 (1.18)
with a non-zero VEV of (®)g = v/v2. There is no unique minimum and the potential of the field
has the typical Mexican hat structure as illustrated in Figure 1.1. As this VEV is not invariant under

the symmetry group of SU(2)L ® U(1)y, the symmetry is broken spontaneously.

The Goldstone theorem [17, 18] declares that a broken symmetry always results in massless scalars,
referred to as Goldstone bosons. These can be absorbed by a gauge field as the longitudinal
polarisation component and the gauge field acquires mass. The minimum of the potential is chosen
such that the neutral Higgs field acquires a VEV

0 = — (0) . (1.19)

When expanding the theory around the true minimum with H(x) as a ground state fluctuation, the
complex field ® changes to

o) =— ° (1.20)
* Va2 lv+HX)) .
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The field H(x) does describe a massive, scalar boson. The Higgs can couple to the fermions and
the corresponding interaction is added to the Lagrangian

Ly =) v [A®f+ kDA] (1.21)

f=lq

with the Yukawa matrices y; describing the coupling between the Higgs doublet and fermions. This
Lagrangian is gauge-invariant as both summands are SU(2)f, singlets.

Combining the expansion of the theory around the true minimum with the Lagrangian gives the
tree level prediction for the masses of the fermions

4
myg = )Uf@ , (1.22)

where f stands for the different fermions. The flavour eigenstates of the quarks do not correspond
directly to their mass eigenstates, but they are linear combinations of those. The combination factors
are given by the unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix.

The tree level mass of the Higgs boson can be calculated from Equation 1.16 and calculates to
my = =212 = V22 . (1.23)

The parameter A is not predicted by the SM, and therefore also the Higgs mass is not predicted by
the theory and an experimental determination is needed.

The gauge boson masses can be calculated from the first term of Equation 1.16 evaluated at the
VEV
1 v2

AL = —
£24

[S2(W))? + g (W2)* + (—gW, + ¢'B.)] . (1.24)

With the previous introduced relation between the gauge fields and the gauge bosons, the masses
result to

A (1.25)
2
2 72
my = v—"g;g, (1.26)
my, =0 (1.27)

1.4 Quantum Chromodynamics

The symmetry group for Quantum Chromodynamics (QCD) is the SU(3)¢ group. As a new quantum
number, colour is introduced where quarks can have three different states.

The local gauge symmetry is introduced with the covariant derivative

Dy = 8, —ig,T*G, (1.28)
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Figure 1.2: Measurements of @, as a function of the energy scale Q [16].

where g; is the coupling strength of the strong interaction and is commonly given as @, = 8:/4x.
The SU(3)c generators are T, where a = 1, ..., 8 and G,, are the gluon fields.

The QCD Lagrangian can be written as

) 1 a apv
Locp = q(iy"Dy)g — ZG’“’G w (1.29)

with the Dirac matrices y*, and the vector g with three components corresponding to the different
colours of a given quark type. Gluons transform under the adjoint representation and quarks
transform under the fundamental representation of the SU(3)c group. The interaction between the
quarks and gluons is described with the covariant derivative with the field tensor defined as

Gi, = 0,Gy - 8,Gl — g f*P°GLGS . (1.30)
The structure constant f. is responsible for the non-Abelian structure of QCD as it describes the

self-interaction between gluons. This self-interaction creates an energy scale dependence of the
strong coupling constant which can be described at leading order as

as(Q%) = 127 (1.31)
(33 = 2nf) - log( L )
QCD

with the number of active flavour quarks 7y, that is the number of quarks with m; < Q. The infrared
cut-off scale Aqcp gives the scale where the perturbative approximation becomes incorrect due to
the size of a;.

In the high energy regime, @y becomes small and the perturbation theory is valid and the theory
has predictive power. In the case of Q> — oo, the coupling nearly vanishes and the quarks are
quasi free. This is called asymptotic freedom. At low energies, the coupling increases up to infinity
and the quarks and gluons are not free. This effect is known as confinement. When partons with
colour charge start to separate, the potential energy increases due to the strong coupling. At some
point, it is preferable to create a new quark-anti-quark pair. Therefore coloured partons show up as
collimated streams of hadrons, referred to as jets in experiments. The coupling oy was measured at
various energy scales Q and the described dependence was verified, as can be seen in Figure 1.2.
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1.5 Experimental Success of the Standard Model

The SM theory has evolved over time, e.g. more particles have been predicted and searched for
in various experiments. In addition, the precision of the measurements has increased in order to
measure several particle properties as their mass, spin and their production rate.

The charm quark was predicted by the SM in order to explain the absence of flavour-changing
neutral currents. It was discovered at SLAC [19] and the MIT [20]. A natural mechanism for CP
violation [21] can be explained with a third family of fermions which was confirmed with the
discovery of the 7 lepton [22] and the bottom quark [23]. Furthermore, the W and Z boson were
predicted and discovered at CERN [24], as well as the top quark at Tevatron [25, 26]. The latest
discovery has been the Higgs boson at CERN [14, 15].

Precision measurements are used to check the consistency of the SM theory in more detail where
only few results are shown below. An electroweak fit is performed in order to validate that all
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Figure 1.3: Comparing the fit results with direct measurements, i.e. deviations between experimental
measurements and theoretical calculations in units of the experimental uncertainty (left) [27].
Contours of 68% and 95% confidence level obtained from scans for the W boson and top quark
masses. The blue and larger grey areas are the allowed regions of the fit including and excluding
the Higgs boson mass measurement respectively (top right) [27].

Summary of the Higgs boson mass measurements from individual and combined analyses (bottom
right). The red vertical line and corresponding grey shaded column indicate the central value and
the total uncertainty of the combined measurement (bottom right) [28].
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measured quantities agree with the prediction from the SM theory. In Figure 1.3 on the left-hand
side, the results of this fit are shown [27]. The deviations between the experimental measurement
and the theoretical calculations are smaller than three standard deviations for all quantities.

Radiative corrections can influence masses of particle predictions, even if they are not directly
involved in the process. The top quark and W boson masses are compared between direct mass
measurements and electroweak precision measurements when including and excluding the Higgs
boson mass into the fit. The result is shown in Figure 1.3 on the top right-hand side. The direct and
indirect measurements agree and confirm the theory describing these radiative corrections.

The Higgs boson mass is measured for different production and decay modes. The combined Run
1 result, as well as the individual results from the H — ZZ* — 4 and H — 7y analyses are
shown in Figure 1.3 on the bottom right. In addition, the combined mass is shown. A great success
of the SM is the possibility to measure the Higgs boson, and beside the mass, the couplings and
cross-sections are also measured.

The cross-section is measured precisely for various production modes as shown in Figure 1.4.
The results are shown for the ATLAS measurements from different years compared to the theory
prediction. Overall, a good agreement between the measurement and the prediction can be seen for
several orders of magnitudes in the cross-section.

Standard Model Production Cross Section Measurements Status: July 2017
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Figure 1.4: Summary of several SM production cross-section measurements, corrected for leptonic
branching ratios and compared to the corresponding theoretical expectations. The theoretical
expectations are calculated at NLO or higher and their uncertainties are taken from the original
measurement [29].
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1.6 Limitations of the Standard Model

The SM was tested precisely and a good agreement was observed. Nonetheless, there are observations
which can not be explained by the SM theory. And thus a more general, but so far unknown, theory
is needed in order to explain the problems and limitations which are not predicted and explained by
the SM:

» Neutrino oscillations: The neutrino masses are not measured precisely, but from oscillation
measurements [30] a mass difference between the neutrinos is required. The SM does not
introduce any mass term, but a full valid theory needs to include those masses.

» Gravity: The effects of gravity and a possible force particle are not included in the SM, but
would be needed for a general theory.

* Matter-anti-matter asymmetry: The asymmetry between the amount of matter and anti-matter
can be partially explained by CP-violation. But this effect is not large enough to produce the
large asymmetry observed.

» Naturalness: The SM has several free parameters. In some cases, e.g. the fermion masses, the
value of the parameters range from 1 MeV up to 173 GeV. This is not an immediate problem,
but seen as unnatural, as there is no direct explanation for the range of the parameters.

These are smaller problems of the SM theory, but there are also two more crucial problems. First,
measurements of rotation curves and observation of gravitational lensing show the existence of
non-luminous matter in the Universe, so-called Dark Matter. With cosmic microwave background
measurements, the amount of Dark Matter was determined to be five times larger than the ordinary
matter [31]. So far, none of the SM particles can explain the origin of this Dark Matter and thus
theories are developed providing particles to explain the existence of Dark Matter.

Another relevant problem is the so-called hierarchy problem. The weak and the Planck scale
(10'° GeV) differ, which is part of the naturalness problem. The problem occurs as the Higgs
boson field is very sensitive to any theory beyond the Standard Model (BSM). The Higgs boson is
not protected against radiative corrections by any chiral or gauge symmetry, and the mass can be
expressed as

my; = (mp)i + Amy, (1.32)

with the bare mass (mg)o and the Higgs boson mass correction Amlzq. The correction for e.g. a
fermion loop as illustrated in Figure 1.5 calculates to

2
—% [21\2 +0 (mJ% In (%))] (1.33)

leading to quadratic divergences [32]. The Yukawa coupling y is proportional to the fermion mass
and therefore the largest correction to the Higgs boson mass is due to the top quark as heaviest
particle of the SM

\/zmt

1%

2 _
Amy =

i = = 0.996 + 0.005 . (1.34)

The cutoff scale A is the energy scale at which new physics enter and the SM is not valid. The
correction term for gauge bosons is similar to the one for fermions.
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Figure 1.5: One-loop correction for the Higgs mass with top quarks in the loop.

If the SM theory as known today were valid up to the Planck scale, the corrections to the Higgs mass
squared would be 30 orders larger than the measured mass squared. Following Equation 1.32, the
bare Higgs mass and the corrections need to cancel exactly over 16 order of magnitude which leads
to the so-called fine-tuning problem. Therefore new physics models with light particles (< 1 TeV)
are motivated in order to explain the Higgs mass at the electroweak scale.






2 Supersymmetry

Supersymmetry (SUSY) is a possible extension of the SM which can explain the hierarchy problem
and predict possible Dark Matter candidates. The Minimal Supersymmetric Standard Model (MSSM)
is the SUSY model, which adds the smallest amount of new particles. A detailed review can be
found in [32].

SUSY is a symmetry relating fermions and bosons with an anti-commuting operator Q

Q |fermion) = |boson) , Q |boson) = |fermion) . 2.1

The operator Q and the hermitian conjugate Q' are both fermionic operators and carry spin angular
momentum 1/2. SUSY is the only viable generalisation of the Lorentz symmetry as spacetime
symmetry [33, 34]. For realistic theories, the generators Q and Q' have to satisfy the commutation
relations as

{0, 0"} = P+, (2.2)
{0, 0} =1{0", 0"} =0, (2.3)
[P4, Q] =[PH, Q"] =0, (2.4)

with P as the four-momentum generator of spacetime translations. The single particle states are
called supermultiplets, each supermultiplet contains both fermionic and bosonic states which are
the superpartner of each other. The squared mass operator P> commutes with the operators Q and
QF, and the spacetime rotation and translation operators, and therefore particles from the same
multiplet have equal masses. Furthermore, the generators of gauge transformation commute with Q
and Q' and thus particles from the same multiplet are in the same representation of the gauge group,
resulting into same electrical charges, weak isospin and colour degrees of freedom. The relation

np =nr (25)

follows taking into account the completeness relation and the commutation algebra. This means that
the number of bosonic and fermionic degrees of freedom have to be the same. This can be achieved
with chiral or gauge supermultiplets, which are the two irreducible multiplets of Supersymmetry.
The chiral supermultiplets consist of a spin-1/2 fermion with two helicity states and a complex scalar
field. A gauge multiplet consists of a massless spin-1 boson and a massless spin-1/2 fermion, both
with two helicity states.

The vector bosons of the SM are associated with their fermionic superpartners, the gauginos, into
gauge supermultiplets. The superpartners of the W*, W3 and B are called winos and binos. All
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Table 2.1: Gauge supermultiplets in the MSSM.

Names ‘ Spin /2 Spin1  SUB)c, SUQR)L, U(l)y
Gluino, gluon g g 8, 1,0
Winos, W bosons | W*, W3 W=, w3 1,30
Bino, B boson B B 1,1, 0

Table 2.2: Chiral supermultiplets in the MSSM.

Names ‘ Spin 0 Spin 12 SUQ3)c, SUR)L, U(l)y

Squarks, quarks | (ip dr) (ur dr) 3,2, 1/6

(x3 families) i, ul, 3,1, -3
d df, 3,1, 1/3

Sleptons, leptons | (V éL) (v er) 1, 2, —1)2
(x3 families) & eh L1, 1
Higgs, higgsinos | (H HY) (H} HY) 1, 2, 12

(HY H)) (HS H)) 1,2 -l

gauge supermultiplets are summarised in Table 2.1 and the chiral supermultiplets are summarised in
Table 2.2. The SM fermions are in chiral supermultiplets in order to keep the different couplings for
the left- and right-handed particles. The partners of the quarks and leptons are called squarks and
sleptons, respectively. The Higgs boson as a scalar has the Higgsino as its superpartner with spin 1/2
and is also a chiral supermultiplet. In order to avoid any gauge anomaly, two Higgs supermultiplets
(H, and H;) are defined. The scalar fields then mix and form mass eigenstates, of which the lightest
corresponds to the Standard Model Higgs boson.

The masses of the SM particles and their superpartners cannot be equal, as no superpartners have
been found so far. This means that SUSY is broken at some scale. Most models assume a soft SUSY
breaking by introducing mass terms and coupling parameters with only positive mass dimension.
This retains dimensionless couplings in the theory. SUSY breaking is assumed to be spontaneous,
and is usually parametrised as additional terms in the effective Lagrangian density which do not
depend on a specific model. These parameters are gaugino and scalar mass terms, as well as coupling
parameters for three-scalar interactions.

2.1 Phenomenology of the MSSM

The Minimal Supersymmetric Standard Model contains the minimal set of supermultiplets extending
the SM. In general 105 independent, free parameters are included in addition to the 19 SM parameters.
These parameters are mostly part of the later introduced SUSY breaking terms of the Lagrangian
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and can be expressed as masses, mixing angles and phases. Precision measurements can be used to
strongly constrain the parameters.

The Higgs fields H) and Hg acquire vacuum expectation values due to the electroweak symmetry
breaking in the MSSM which add up to the SM value, v> = v2 + vfl. Usually their ratio tan 8 = Vu/v,
is used. This ratio, the higgsino mass parameter u, and the gaugino mass parameters M, M, and
M3 are not constrained by any precision measurements.

Asin the SM, the MSSM parameters are energy dependent. Due to additional particles, the evolution
of the coupling constants changes. Figure 2.1 shows the energy dependence of the inverse coupling
constants. In the MSSM, the couplings unify at a scale of 1.5 x 10'® GeV.

The soft SUSY breaking Lagrangian can include baryon and lepton number violating terms which
would lead to possible proton decays. This is incompatible with experimental results where the proton
lifetime is measured at 90% confidence level to 7 > 1.6 x 10°** years for the decay p — e*7° [35].
An additional symmetry is introduced, as part of the MSSM, in order to include the suppression of
the proton decay. The so-called R-parity is a multiplicative, conserved quantum number defined as

PR = (_1)3(B—L)+2S (26)

with the baryon (B) and lepton (L) number of the particle and its spin s.

R-parity is a discrete symmetry and commutes with the SUSY generator Q. All SM particles and
the additional Higgs bosons have Pr = +1, while the supersymmetric particles have P = —1.
Therefore, sparticles can only be produced as pairs and the lightest supersymmetric particle (LSP)
has to be stable as it cannot exclusively decay into SM particles. It is usually assumed to be only
weakly interacting and is thus a possible Dark Matter particle candidate.

In the MSSM, the Higgs sector is defined including four complex fields resulting into eight scalar
degrees of freedom. Three of these become the longitudinal modes of the massive, weak bosons after
electroweak symmetry breaking. The remaining five fields mix into five different mass eigenstates:
two CP-even neutral scalar bosons 4° and H°, one CP-odd neutral scalar A, and two charged
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Figure 2.1: Two-loop renormalisation group evolution of the inverse of the gauge couplings a(Q) in
the SM (dashed lines) and the MSSM with some sparticle mass variations applied (solid lines) [32].
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scalars H*. The mixing angle and the vacuum expectation ratio tan 3 relate the gauge eigenstates.
At tree-level, the mass of the lightest scalar boson is bound by the mass of Z boson

myo < myz - | cos(2p)| . 2.7

This bound is changed by radiative corrections as the previously discussed correction from e.g. top
quark loops. The upper bound results to m;0 < 135 GeV and agrees well with the observed mass of
125 GeV [14, 15].

The effects of the electroweak symmetry breaking lead to a mixing of the electroweak gauginos
and the higgsinos. The charged mass eigenstates are called charginos ;* (withi = 1,2) and are
the mixtures of H* and W*. The four neutral mass eigenstates are referred to as neutralinos )2?
(with i = 1 — 4) and are the mixtures of ﬁg, 172, B and W3. The neutralino masses depend on the
parameters M, M, u, the gauge couplings g and g’, as well as the vacuum expectation values v,,
and v4. The mixing matrix is

X M 0  ~gva/vi gva/vi\[ B
%) 0 My gvalvi  —gva/v3|| W3
)?2 - —g'val\2  gval\2 0 —-u I:IB 8)
X \evvz —evufva —u o J\&°

Only small mixing effects are expected for the neutralinos and charginos, assuming m; <
|ul, My, M. Therefore almost pure mass eigenstates are expected. Many models predict that
the lightest neutralino state is mostly bino like. The masses of the lightest and the second lightest
neutralino can be related as M, = 2 X M| when considering models with a unification of the gauge
couplings. The mass of the lightest chargino is expected to be similar to the mass of the second
lightest neutralino as they are both wino states.

The left- and right-handed up-type and down-type squarks can mix and form mass eigenstates. The
handedness of a squark refers to that of its fermionic partner. The mixing of the first and second
generation is small due to the small Yukawa coupling. Due to the larger Yukawa coupling, third
generation squarks can have different masses.

The mixing of the top squark can be expressed with the mixing angle 6;

fl _ [cos 0 —sin6;| (7, 2.9)
i sinf;  cos6; | \i,
with the two mass eigenstates 7, and 7, with mi < mg. Due to constraints from the Higgs
measurement, a large mixing for top squarks is needed. The lighter mass eigenstate is mainly

composed of the right-handed top squark in many models. The top squarks are usually expected to
be lighter than the other squarks due to renormalisation group effects.

2.1.1 Higgs Mass Corrections

For unbroken Supersymmetry, any fermionic or bosonic contributions to the radiative scalar mass
corrections cancel exactly to any order. In case that SUSY is broken, the Higgs mass correction due
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to a boson loop is
Am?, = sl [2/\2 +0 (m2 In (A))} (2.10)
" 16n2 S \ms))]”
with yg as the corresponding Yukawa coupling. This is shown in Figure 2.2 for a top squark loop.
Assuming that the Yukawa coupling for the fermion and the bosonic superpartner is equal (yr = ys),
the residual mass correction for the Higgs boson calculates to

2
Ant?, % |m§ - mj%| In (m%) @2.11)
and depends only on the mass difference between the particle and the superparticle and does not
result in the quadratic corrections known from the hierarchy problem. In soft SUSY breaking models,
the relation of the coupling parameters is not modified by the breaking mechanism, and they remain
exactly equal. Arguing with the naturalness problem, this suggests to have light superparticles even
when SUSY is broken.

em——

Figure 2.2: One-loop correction for the Higgs mass with a top squark loop.

2.2 Supersymmetric Models

The MSSM introduces 105 additional parameters to the SM. A reduced dependence on the models
is achieved by targeting simplified models [36, 37], in which only a few supersymmetric particles
are assumed to be accessible, while all others are decoupled. As the mass difference between the
top squark and the top quark contributes to the residual fine-tuning, a large effort is put into searches
for light top squarks.

Different models are considered for this dissertation and details of those are given below. The phe-
nomenology and search strategy depend strongly on the composition of the lightest supersymmetric
particles considered. The three models considered either have a bino LSP, a higgsino LSP or a
bino-higgsino mixture. The masses of the SUSY particles strongly affect the phenomenology and
are varied in order to search for a broad spectrum. For this dissertation, the models considered have
the same general signature, leading to 17 + E%“iss in the final state.

The top squark pair is produced in leading order from an initial gq or gg state for all models
considered as shown in Figure 2.3. The production cross-section for the bino LSP model is shown
in Figure 2.4 in dependence of the top squark mass. The cross-section is calculated at next-to-
leading order (NLO) accuracy, including the resummation of soft gluon emission at next-to-leading
logarithmic accuracy (NLL) [38].
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Figure 2.3: Feynman diagrams as example of the production of a top squark pair with an initial gg
(left) or gg (right) state.
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Figure 2.4: Production cross-section for top squark pair production in dependence of the top squark
mass at NLO+NLL accuracy [38]. The width of the line gives the uncertainty due to scale and PDF
choices.



2.2. Supersymmetric Models 27

2.2.1 Bino LSP

The first model is a simplified model where all sparticles are decoupled, and thus the masses of
all sparticles are set to high values except the ones involved in the decay chain. The only light
sparticles are the top squark and the lightest neutralino. As the chirality of the top squark affects
the kinematic, the light top squark is chosen to be mostly right-handed (70%), corresponding to a
mixing angle of 6; = 56°. The neutralino mixes such that it is mostly bino like.

The possible top squark decays are

e for mg, > my +my 2.12)
i, > bW for mg, > my +myp (2.13)
i, > bff'X) else. (2.14)

The top squark decays with a branching ratio of 100% to a top quark and the neutralino. Given
that the coupling depends on the hypercharge, it is favoured even when other weak decay modes
would exists, due to the large hypercharge for the right-handed top squark. This two-body decay is
possible as long as the top squark mass is larger than the sum of the top quark and the neutralino
mass. For this scenario intermediate to high top squark masses are analysed for varying neutralino
masses. The decay is illustrated in Figure 2.5 on the left-hand side.

If the previously discussed decay is kinematically forbidden, the top squark decays into a bottom
quark, W boson and the neutralino via an off-shell top quark (three-body decay) as illustrated in
Figure 2.5. When My = Mo + My, the signature and event kinematics become very similar for top
squark pair production and the main SM background, 77 production. This region is referred to as
diagonal region. The dedicated analysis targeting this compressed area on the two- and three-body
decay side is detailed in this dissertation.

When the three-body decay is also kinematically forbidden, the top squark decays via a four-body
decay with two distinct fermions or via flavour-changing neutral currents in the loop-suppressed
decay 7, — cX ?. In this dissertation, the four-body decay is not further studied.

e X’

Figure 2.5: Decay modes of a top squark via direct decay into a top quark and a neutralino (tN,
left) and via a three-body decay (bWN, right) with an off-shell top quark into a b quark, a W boson
and a neutralino.
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An alternative model additionally contains a wino as the next-lightest supersymmetric particle
(NLSP). For mostly left-handed top squarks, the decay 7, — b + Xi is favoured. The mass of the
wino NLSP is set to twice that of the bino, inspired by models of gauge coupling unification. An
interpretation of this model is performed in the publication in which the analyses discussed here
are part of [5].

2.2.2 Higgsino LSP

Naturalness arguments suggest light higgsinos [39]. As a further model, thus a higgsino LSP is
assumed, implicating light states for the X ?, X 3 and the X7 . The top squark is still assumed to be
light, but with a larger mass than the neutralinos and charginos, and thus the top squark can decay
into all of these sparticles.

i, > oYL 17, (2.15)
X — werl (2.16)
0 = 7" /W X} 2.17)

The Xi and ¥ S decay through the emission of an off-shell W, Z or & boson. The decays are illustrated
in Figure 2.6.

Typically, a small mass splitting between the chargino and the neutralino from a few hundred MeV
to several GeV is assumed. In the model considered, mass differences of

Am(FE, BY) = 0.5 - Am(¥3, ¥1) < 30 GeV (2.18)

are taken into account. The decay branching ratio depends in general on the left- and right-handed
composition of the top squark. The decay into a bottom quark and a chargino is preferred for the
mostly right-handed top squarks. In case of left-handed top squarks, the decay into a top quark and
a neutralino is favoured. In this dissertation, three different higgsino LSP models are considered
using different branching ratios as listed in Table 2.3.

Table 2.3: Decay branching ratios of the three higgsino LSP models.

Model | B, > 1+ 53) BG, - b+ X)) B, —1+X))
f, ~ 1ty 25% 50% 25%
Fo~i 45% 10% 45%

7

| ~ 1., large tan 8 33% 33% 33%
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Figure 2.6: Decay of a top squark into a bottom quark, a W boson and a neutralino via a ¥ (left).
Decay of a top squark into a top quark, a neutralino and a neutral boson via a /\73 (right).

2.2.3 Well-tempered Neutralino LSP

Another model is based on the phenomenological MSSM (pMSSM) [40, 41]. The number of
parameters is reduced to 19 SUSY parameters at the electroweak scale by incorporating constraints
from measurements of the Z and Higgs bosons, b-quark physics, astrophysics as well as direct
searches for dark matter and supersymmetric particles. In order to design specific models, most of
the parameters are set to fixed values and only two remaining ones are scanned.

When the mass parameters M; and u are comparably small, the lightest neutralino is a mixed state,
so-called well-tempered neutralino [42]. The typical mass-splitting considered for the bino and
higgsino state is between 20-50 GeV.

Two cases are considered, in which the top squark is either mostly left-handed or mostly right-
handed. In the former case, the lightest bottom squark (51) is close in mass to the top squark, and
the production of bottom squark pairs is considered as well. The right-handed bottom quark is fully
independent from the right-handed top quark and thus the mass of the right-handed bottom squark
is independent and is assumed to be decoupled.

The following decay modes are considered for this model

i, = XL 17,5, (2.19)
by = th, b}, (2.20)
- wiid,, 2.21)
B - WRE 2502, (2.22)
B 2 h R (2.23)

The first two discussed models do not predict a correct value of the dark matter density. The well-
tempered model is designed such that it provides a viable dark-matter candidate. The annihilation
rate of the neutralinos is consistent with the observed dark matter relic density [43] while still
addressing the naturalness problem when introducing the admixture of bino and higgsino LSP.






3 Event Simulation

The observed data and the theoretical predictions are compared in order to verify the consistency of
the SM or to search for new physics. For this, physics processes are simulated and the interaction of
the particles with the detector are modelled. Monte Carlo (MC) generators reproduce the predicted
distributions on average by using pseudo random numbers. The MC generators is used to simulate
various physics processes and also the interaction of particles with the detector material.

An overview of the simulation of pp collisions and the ATLAS detector simulation is presented.

3.1 Simulation of pp Collisions

In order to simulate pp collisions, physic processes are described at different energy scales by
different generators [44]. Deep-inelastic scattering between the partons in the protons is described
at high energy scales, while low energy scales of the final state are needed when partons evolve
into stable hadrons.

The simulation can be factorised into different steps. These individual steps are solved independently
and are illustrated in Figure 3.1. As a first step, the partons in the proton are modelled using parton

fa(xa)

parton hard parton
distribution scatter shower hadronisation

Figure 3.1: Sketch of a pp collision illustrating the different steps of the event simulation.
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distribution functions. The hard interaction of the partons is calculated up to a fixed order in
perturbative theory as a large momentum transfer occurs.

In the collision, these partons are colour charged and can emit gluons which can radiate further
gluons and split into quark-anti-quark pairs, and will thereby create parton showers. The radiation
processes progress until the parton reaches an energy scale of Q ~ 1 GeV. At lower scales, partons
recombine into colourless hadrons, so-called hadronisation. These two processes are at softer
scales where the perturbative QCD is no longer valid. As no analytic description is possible,
phenomenological models are needed.

The hadrons decay further into final state particles which then interact with the detector.

3.1.1 Factorisation Theorem

Following the factorisation theorem [45], short- and long-distance effects can be split at the
factorisation scale ur. The cross-section of a hadron collision with final state X can then be
calculated as

Opp—X = Z / dxadxp fa(Xas LF) fo (Xps LF )T ab—x (Xa» Xbs VS, Es UR), (3.1)
a,b

with a and b as parton types initiating the process. The integration is performed over the cor-
responding Bjorken variables. The parton-level cross-section 0,5—,x depends on the momenta
of the partons. It can be calculated by the product of the scattering matrix element squared, and
averaged over the initial-state spin and the possible colours. The matrix element (ME) depends on
the renormalisation scale ug where usually ur = ug is chosen.

The parton density function (PDF) f;(x;, ur) is the probability of finding a parton of type i within
the proton where the parton carries a specific fraction of the proton momentum x;. The PDFs are
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Figure 3.2: The CT14 parton density functions [46, 47] for gluons, up, down and strange quarks at
0? = (100 GeV)>.
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universal and do not depend on the physic process. No analytic solutions exist for PDFs, therefore
parametrised functions are fitted to measurements of deep inelastic scattering processes and from
hadron colliders. The dependence of the PDFs on the energy scale Q is given by the QCD evolution
equations (DGLAP) [48-50]. The PDF for up, down and strange quarks and the gluon is shown in
Figure 3.2 at Q% = (100 GeV)?.

3.1.2 Matrix Element

The inclusive cross-section of the inclusive production of a final state X can be calculated as

(9] (9]
1
Oab—X ~ Z/dq)XHc ZMX"'k
k=0 1=0

with the sum over all legs (k) corresponding to the real emission and the sum over all loops (/)
corresponding to virtual corrections. The phase-space ®@x.; matches to the configuration with k
legs. The KLN theorem [51, 52] states that divergences in the loops cancel exactly those from
the real emission for each order in perturbative theory. In order to reduce the complexity of this
calculation, the nested sums are limited.

2
, 3.2)

The case with k = [ = 0 relates to the leading order for the inclusive X production, where
k = n,l = 0 corresponds to the leading order for the X + n jet production. Increasing the number
of summands improves the accuracy of the prediction. When calculating the order N"LO for X
production, k + I < n is used. This includes N"~!'LO for X+1 jet, N"“2LO for X+2 jet, to LO for
X+n jets.

3.1.3 Parton Shower

The idea of the parton shower (PS) is to account for higher order contributions. The emission of
quarks and gluons from the partons in the final or initial state is assumed to be independent. For
this, the probability for each parton in the hard interaction to split into two partons with a fraction
of the momentum of the initial parton can be calculated as

@ db?
dop =0 ) o7 d2Pii(z, #)dg. (3.3)

partons

The Pj;(z) are the Altarelli-Parisi splitting functions [50] which are a set of universal, but flavour-
and spin-dependent functions. As infinity occurs for z = 1 and 0, a cut-off is introduced. MC
programs use Sudakov form factors for this, defined as

Q2 Zmax
A(Q% ¢%) = exp (— >, / X / dPij(z, q)) : (3.4)
J q Zmin

The A;(Q?, %) represents the probability that an outgoing parton evolves from the initial scale Q to
a lower scale g where zpyi, and zmax correspond to the introduced cut-off.
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The shower algorithm applies the parton radiation to a lower scale g following the Sudakov form
factor. If the new scale ¢ is below the hadronisation scale of 1 GeV, no further shower development
is performed. Otherwise, the splitting procedure is applied for each new parton with the new scale.

In order to determine initial state radiation from incoming partons, the backward evolution is
applied. The energy scale entering the hard interaction is known and thus the shower is developed
backwards gaining energy at each emission.

3.1.4 Matching and Merging

The matrix element is calculated at higher order in order to achieve a good precision, applying
the infrared cut-off to prevent divergences from soft and collinear emissions. The parton shower
evaluation can not be simply added to the ME calculation as it can lead to possible double counting.
The final state with e.g. one additional emission can be calculated from ME term with X + 1 parton
or from the first radiation of the parton shower for the ME term with X + O partons.

The overlap has to be removed, therefore a procedure is needed to distinguish between hard and
large-angle emissions (as from the ME calculation) and soft, collinear emission (as from PS). Two
different ideas — matching and merging — are developed for this.

For merging, the parton shower is added on top of the calculations for different hard jet multiplicities.
At lower scale, usually only the parton shower prediction is used. The approximated matrix elements
are replaced with the exact ones, but the Sudakov factors are kept to regularise the divergences.
The matching combines the resummation with a fixed order, e.g. the parton shower with the NLO
calculation. In this case, the limit for I — 0 jets is calculated with the Sudakov suppression. This
is only applicable for a reliable fixed order calculation.

3.1.5 Hadronisation

Once the parton scale is below 1 GeV, no further shower development is applied. Due to the effect
of confinement, the partons form final-state hadrons. This is part of the non-perturbative phase and
thus phenomenological models are needed. Most used are the Lund string fragmentation [53] and
the cluster hadronisation [54] model.

The cluster model groups partons to form colour-less clusters after forcing all final state gluons
to split into quark-anti-quark pairs. The heaviest cluster can further split and decay into smaller
clusters until the cluster masses are below 3 GeV.

In the string model, the confinement between the partons from the strong force is represented by a
string between a quark and an antiquark. When the colour charges move apart, the string is stretched
and the energy increases. If energetically favourable, the string breaks and a new quark-anti-quark
pair is created. This is repeated until all energy is converted into quark-anti-quark pairs with short
strings.
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3.1.6 Underlying Event and Pile-Up

In addition to the hard process as described above, other physic processes can occur and are
simulated.

The underlying event describes the soft interaction involving spectator partons from the colliding
protons. This happens at low energies and thus phenomenological models are needed. As the
cross-section for gluon-gluon scattering is large, multiple gluon scatterings per proton are likely.
Soft scattering of partons is called multiple parton interaction. Furthermore, the colour connection
with beam remnant is also simulated. Soft QCD interactions can lead to events with scattering of
protons in the same bunch crossing as the hard process (in-time pile-up). For out-of-time pile-up,
interactions in past bunch crossings are considered using the same physic description as detailed
above.

These additional event types have to be predicted well. Therefore dedicated analyses (e.g. [55, 56])
are performed in order to tune parameters of dedicated models. In order to improve the simulation
of the in-time pile-up, charged-particle distributions were measured in context of this dissertation
and details are given in Section I'V.

3.2 ATLAS Detector Simulation

The final output of the MC generators is a list of four-vectors of all stable particles. They are stored
after the decay and hadronisation of all intermediate stable particles. This information is used for
particle level studies.

In order to compare the MC information with the measured data, the reconstruction level is needed,
which means the simulation of the detector. The GEANT 4 [57] software is used to simulate the
interaction of particles with the detector. It converts energy deposits into electronic signals and
takes into account both the geometry, material and the readout of the ATLAS detector [58].






4 Statistical Techniques

The analyses presented here use a variety of statistical techniques, such as the unfolding of a
measurement in order to compare the results to theory predictions, hypothesis tests based on the
profile likelihood technique to infer on models of new physics, as well as multivariate approaches to
discriminate such a signal from the SM background. These techniques are explained in this section
and referred to in the dedicated description of the analyses.

4.1 Unfolding

The measured data can be unfolded to particle level in order to remove detector effects. Particle
level refers to the particles which interact with the detector. The unfolding provides the possibility
to compare results between different experiments and at a later time to new theoretical predictions.
For a proper comparison, the statistical and systematic uncertainties are propagated back to particle
level as well. Simulation samples are used to correct for detector effects. As a first step, the different
backgrounds are subtracted. The distributions of interest are divided in different bins, such that the

measurement for bin 7 is given as x;"*%°.

In general, a response matrix A is defined. This matrix gives the probability A;; that a simulated
event from truth bin j is found in the reconstructed bin i. It therefore parametrises the detector
effects that lead to migration effects and loss of efficiency. By unfolding the measurements, these
detector effects are corrected for. The truth bin is defined using the generated particles. The expected
number of simulated events in bin i can then be calculated from

X0 = N Ayt (4.1)
J

The aim of the measurement is to estimate the x}r“‘h, corresponding to the unfolded data. As the

A;j are determined from simulation, this can potentially lead to a strong bias towards the input
model. This dependence is checked in detail in the analysis. To determine the unfolded data, the
matrix A should be inverted. This is not always possible, as it can lead to large negative off-diagonal
entries. To avoid the direct inversion, different methods are developed. In the presented analysis,
the Bayesian unfolding procedure is used which follows the idea of d’Agostini [59].
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Figure 4.1: Generated, smeared and unfolded exponential distribution (left) and the corresponding
response matrix (right).
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Here, g; is defined as &; = }’; A;;. The idea is to minimise the model dependence by iterating this
calculation. Therefore, in the second iteration the x]‘.r“th is replaced by the x; which was calculated in
the previous iteration. Additionally, x;**° is replaced by . ; A;; - x;. The iteration is performed until
the changes between x;r“th and x; are small. In Figure 4.1, this concept is illustrated with the example
of an exponential distribution. The detector effects are simulated by a smearing of the distribution.
As can be seen, the unfolding recovers the generated distribution within the uncertainties. For the
following analysis, an improved method of this Bayesian unfolding is used including the correct

treatment of the statistical uncertainties of the data events [60].

In the easiest case, the resolution of the measured data is smaller than the bin width of the distribution.
In this case, any migration effects are small and the matrix A;; is effectively diagonal. Thus, a
bin-by-bin migration factor is sufficient. This factor can be calculated using MC information. The
generated MC truth information from bin i is given as x}““h and the reconstructed MC information
in the same bin is defined as x;°°. The ratio then gives the unfolding factor

xlgruth

fi= (4.3)

reco °
X

In order to calculate the corrected data with the bin-by-bin correction, the factor is multiplied with
the measured data

Xp = fi - X 4.4)
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4.2 Hypothesis Testing and Profile Likelihood Fit

Statistical tests are performed in order to either discover or exclude a new physics model [61].
For this, two hypotheses are defined including the SM processes only or the SM processes plus a
new signal process. The background-only hypothesis is called Null-Hypothesis, while the signal-
plus-background hypothesis is called Test-Hypothesis. A more general approach defines the signal
strength p as a multiplicative factor on the signal cross-section. The cases u = 0 or 4 = 1 correspond
to the Null- or Test-Hypothesis, respectively.

In order to give the probability of an observation to come from a given model, the likelihood
function is defined. The expected number of events for a bin i is given as

EiZIU'Si-Fbi, 4.5)

where s; and b; are the expected signal and background events in bin i, respectively. The observed
data events in this bin are n; and the expectation by the model is compared to this number. Assuming
a Poisson distribution for the data events, the likelihood for bin i can be expressed as

S+ b)) s bs
Li(p) = u e sithi) (4.6)

I’l,‘!

In this equation, no uncertainties are taken into account. Systematic and MC statistical uncertainties
are introduced with nuisance parameters (NPs), 8. The number of expected signal and background
events depend on these NPs — s;(6) and b;(6). By maximising the likelihood when varying the NPs,
the agreement between the measured data and the expectation improves.

The NPs are defined by their probability density function (pdf) p(6) which includes information
about their best estimate and the size of the uncertainty. Additional measurements are needed to
determine the pdfs for each systematic individually. The pdf is then included into the likelihood as a
prior on @ using different functional forms. A Gaussian pdf is considered for systematic uncertainties

_w—@j

202

p(6) = 4.7

: (
exp
V2no
with the measured value 6 and the given uncertainty o. For statistical uncertainties, a gamma
distribution is used. The event rate n in a region depends on the number of events N in MC by the
relation n = @ - N. The corresponding pdf can be defined as

1 N
p(n) = a%e‘”/“ . 4.8)

The description of the priors depends on the absolute values and the uncertainty of the NPs and
the pre-fit values for each NP are needed to understand the fit result. To simplify this, the Gaussian
NPs are redefined to have the centre at zero with a width of one. The transformation for a Gaussian
nuisance parameter is
, 0-40
0 =—-—:. 4.9)

g
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The transformed NPs enable an easy comparison for the pre- and post-fit values. Post-fit values
close to zero with an uncertainty of one indicate that the data do not have enough statistical power to
infer on the systematic effect. If, on the other hand, the statistical power is sufficient, the uncertainty
may be reduced, and the best fit value can deviate from the initial assumption, inducing a so-called
constraint or pull. If the modified MC is in better agreement with the observed data, the post-fit
value is shifted away from zero. The post-fit values of the NPs are a good tool for understanding
the fit behaviour.

After introducing the NPs and their pdfs, the likelihood changes to

N M
(- si+ b} o
L(w, ) = | 1| Te Wt+bt)k| 1| 0(6) . (4.10)
1= =

The global maximum when varying the signal strength and the NPs is L(, §). For a fixed value of

U, the global maximum L(y, é,,) is determined by varying only the NPs. Using these two values,
the profile likelihood ratio is defined as

L(1,8,)

Ap) = e 4.11)
o)

If a good agreement between the measured data and the signal hypothesis with a signal strength y is
observed, the likelihood ratio A is close to one. Based on this ratio, the test statistic can be defined
as ¢, = —2 - In A(y). The p-value corresponding to this test statistic can be computed, giving the
probability that the observed data originate from the considered hypothesis.

(9]

Pu = J(@uldqy . (4.12)
qu,obs
where g, obs is the observed value of the test statistic in data and f(qy|u) is the pdf of g, assuming
a specific p. The analytic form of the pdf is known in the asymptotic regime, for large event counts.
This procedure fits all NPs at the same time while taking their correlations into account.

The p,-value is determined in order to provide an estimate for the compatibility of the observed
data with a given hypothesis and depends on the signal strength. The pq gives the probability that
the data agree with the background-only hypothesis. Normally, this value is converted into the
corresponding Gaussian significance Z. The convention defines that a new physics model can be
excluded if the p,, is below 5%, corresponding to a 95% confidence level (CL). In the case of u =1,
the nominal prediction is falsified. The 5% threshold corresponds to a significance of Z = 1.64.
In the case of incompatibility with the background only hypothesis, evidence for new physics is
defined for py < 1.3 - 1073 (Z = 3), and a discovery is achieved when py < 2.9 - 1077 (Z = 5).

The p,, value is sensitive to statistical fluctuations and the approach can lead to exclusion, even when
the analysis is not sensitive to the signal. In order to avoid this, the CL; method [62] is introduced,
which is commonly used at the LHC experiments.

Pu

CL, =
Y 1-po

4.13)

The motivation for this definition can be seen considering an example of a downward background
fluctuation in an analysis. The p,, would be small, even in case of a new physics model with a small
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cross-section. On the other hand, the denominator 1 — py will also be small. In total, the CLg value
increases compared to p, and no exclusion will be placed on the new physics model. The 95%
CL exclusion thus corresponds to a CLg value smaller than 0.05 for the signal-plus-background
hypothesis for the given signal strength.

The implementation of this procedure in the HistFitter framework [63] is used in this dissertation.

4.3 Boosted Decision Trees

Multivariate techniques are a powerful tool to separate signal from background processes by taking
correlations between variables into account. In the so-called supervised learning approach, the
classifier is trained by adjusting parameters of the techniques using a reference sample with known
classification, e.g. from simulation. With this, discriminating information in the input variables
is exploited in an automatised fashion. When evaluating the method on an independent dataset
without a known classification, the previously learned relationship between the input variables
is used to classify the events. For this dissertation, a boosted decision tree is used, based on the
implementation in the TMVA [64] framework.

A decision tree is a binary tree-structured classifier. Starting at the root node, a sequence of binary
splits is applied using discriminant variables. Each split results into two new subsets of training
events and each of these go through the same algorithm for the next splitting until the final tree is
built. The splitting is iterated until a minimum number of events remains in the final node. These
events are then classified as S or B, depending on the amount of signal or background events in
each node. At each node, the variable giving the best separation between signal and background
events is used. Therefore the same variable can be used several times, and others might not be
used at all. The separation criterion is defined using the Gini Index, which is the default method
implemented in TMVA. The Gini Index is calculated as p - (1 — p) where the purity p of a node is
given by the ratio of signal events to all events in that node. No performance differences to other
criteria, e.g. the statistical significance S/vs+B, were found.

Statistical fluctuations in the training set can lead to unstable results. For example, in case of two
similar powerful variables, a statistical fluctuation of the training set will lead to a preference of one
of the variables. When such fluctuations affect the training, the learned relationships between the
input variables cannot be generalised to an independent dataset and the performance of the classifier
is reduced. This effect is called overtraining. To reduce this effect, more decision trees are trained
and combined into a so-called forest. Each event is classified based on the classification performed
from the majority of trees by taking the average of the individual decision trees. In the training
of the individual classifiers, a random subset of events from the training set is used. In addition, a
random subset of variables can be used for each tree. The final, combined classifier then relies less
on statistical fluctuations and offers an improved separation performance compared to a single tree.

The concept of boosting is introduced in order to improve the training of the additional decision
trees. With the boosting procedure, misclassified events are effectively weighted higher in order to
improve the classification. Therefore the dependence on fluctuations is reduced further. The most
common boosting procedure is the Gradient Boost. There, the weight of an event in the training
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Figure 4.2: Gaussian distributed variable x and y for signal and background processes (left,
middle) and the resulting BDT distribution (right). The separation for each individual distribution
is indicated.

of an additional decision tree is derived from the gradient of the loss function, which encodes the
difference between the derived and the true classification from the previous trained tree.

For a single tree and also the combined forest, the importance of each variable can be calculated.
The variables are ranked counting the split occurrence for each variable in all trees. This is weighted
by the separation gain achieved by the split and the number of events in the specific note.

Figure 4.2 illustrates the possible performance gain of using a multivariate classifier in comparison
to one-dimensional distributions. Here, toy events are drawn randomly from a two-dimensional
Gaussian distribution, with different correlation factors for signal and background. The individual
distributions of x and y do not show a good separation between the two classes. The separation
is here calculated as the integral of the squared differences between the distributions, normalised
to their sum. A BDT is trained using these two variables, and the resulting classifier output shows
a strongly improved separation power. While in this simple example, a transformation can be
constructed by hand to improve the separation, the training of the BDT automatically learns the
relationship between the variables. This behaviour generalises to more complex problems with
unknown correlations.
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S The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular particle accelerator [65] in a 27 km long tunnel
approximately 100 m below the surface at CERN. Itis designed to collide protons at a centre-of-mass
energy of 14 TeV and is thus the collider achieving the highest energy. In the years 2015 and 2016,
the LHC was operated at a centre-of-mass energy of 13 TeV.

The particles are collided at different interaction points in the LHC tunnel, where detectors are
installed in order to measure and analyse the products of the collisions. There are four large
experiments at the LHC: ALICE [66], ATLAS [67], CMS [68] and LHCb [69]. ATLAS and
CMS are both multi-purpose detectors with a similar and broad physics program. The LHCb
experiment concentrates on b-hadron physics. For these three experiments, the LHC usually
operates proton-proton (pp) collisions. The LHC can also collide lead ions, where the ALICE
experiment concentrates on for heavy-ion studies.

In order to achieve the high centre-of-mass energy, the particles are accelerated in different steps,
illustrated in Figure 5.1. As the first step, the protons are extracted from ionisation of hydrogen gas and
are injected in a linear accelerator (LINAC?2) and accelerated to an energy of 50 MeV. Afterwards,
they are injected into a circular accelerator, the Proton Synchrotron Booster (BOOSTER), and
accelerated to an energy of 1.4 GeV. A further energy increase up to 25 GeV is achieved in the

LHC

SPS

ATLAS

PS

LINAC 2

LEIR

N LINAC 3
lons

Figure 5.1: Schematic view of the CERN accelerator complex [70].
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Table 5.1: Machine parameters of the LHC for 2015 and 2016 [71], compared to the design
parameters [65].

Parameter Design 2015 2016
Beam energy [TeV] 7 6.5 6.5
Bunch spacing [ns] 25 25 25
Beam focus 8% [cm] 55 80 40
Number of protons per bunch | 1.15 x 10! 1.15x 10" 1.15x 10'!
Number of bunches per beam 2808 2244 2220
Peak luminosity [cm™2s™!] 1x10%*  05x10%*  1.4x10%

second circular accelerator, the Proton Synchrotron (PS). After the Super Proton Synchrotron (SPS),
the protons are accelerated to an energy of 450 GeV and can be injected into the LHC.

The LHC consists of two beam pipes each containing protons which are further accelerated. The
protons go into opposite directions, so that they can be collided at the interaction points. In order to
keep the particles on a circular path at an energy of 7 TeV for each beam, magnetic fields of 8.3 T
are used. This is achieved by superconducting magnets cooled by superfluid Helium.

In addition to the high energy, the LHC also achieves a high luminosity, where the instantaneous
luminosity is defined as
np frn1ny

L= oy,

G.D

The number of protons per bunch in beam 1 and beam 2 are given as n; and n, respectively,
where f, is the revolution frequency and n;, is the number of colliding bunch pairs. X, and X,
are the horizontal and vertical convolved beam widths. Alternatively, the size of the beam can be
parametrised by the §* parameter, which describes the envelope of the beam at the interaction
points. The design values for these and other LHC parameters as well as the achieved values are
detailed in Table 5.1.

The event rate is defined as the product of the instantaneous luminosity with the cross-section.

dN
—=L-0 52
o7 (5.2)
The integrated luminosity is the instantaneous luminosity integrated over the active accelerator
time. Thus, the total number of produced events calculates to

NIOt = O'/,Ldt . (53)

The luminosity is measured with so-called van der Meer scans [72]. ATLAS has also dedicated sub-
detectors measuring the delivered luminosity. The total delivered luminosity is shown in Figure 5.2
on the left-hand side separately for each year. For this dissertation, only the data at a centre-of-mass
energy of 13 TeV are used, both from 2015 and 2016.
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Figure 5.2: Delivered integrated luminosity versus time for all years with pp data taking (left) and
the luminosity weighted distribution of the mean number of interactions per bunch crossing for
2015 and 2016 (right) [73, 74].

The high frequency and the high bunch density lead to several simultaneous events. These events
are called pile-up and come either from additional interaction in the same bunch collision (in-time
pile-up) or from traces stemming from an event in a different bunch crossing (out-of-time pile-up).
This is measured as the mean number of interactions per bunch crossing (u) and is shown for the
2015 and 2016 data in Figure 5.2. The mean number of interaction was 13.7 in 2015 and 24.9 in
2016.

The ATLAS experiment recorded an integrated luminosity of 39.5fb~'in 2015 and 2016. The
data-taking efficiency was 92% and the delivered luminosity is 42.7 fb~!. Of the recorded dataset,
more than 90% fulfil all data quality requirement, resulting into 36.1 fb~'integrated luminosity for
physics analysis.
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Figure 6.1: Overview of the ATLAS detector showing the different sub-systems and the magnet
system [75].

ATLAS [67] is a general purpose detector which is 44 m long and has a diameter of 25 m and a
weight of 7000t. In order to be sensitive to different types of particles, different sub-systems are
installed concentrically around each other. This layout ensures the coverage of nearly the full space
around the interaction point and is illustrated in Figure 6.1.

All sub-systems consist of a barrel part with different layers installed at different radii. In addition,
each sub-system consists of a disk or end-cap part with detecting layers perpendicular to the beam
axis.

The innermost part is the Inner Detector (ID), which is installed in a solenoid magnetic field. This
tracking detector is used to identify and measure the momenta of charged-particles and to identify
the primary and secondary vertices. The calorimeters are installed around the Inner Detector and
are used to identify and measure the energy of particles. Most types of particles are stopped in the
calorimeters, except for muons and neutrinos. The outermost part is the muon spectrometer which
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consists of a toroid magnet and the muon chambers. The muon spectrometer detects and measures
the momenta of muons.

All sub-detectors are combined for ATLAS measurements and searches in order to get precise
measurements of tracks as well as momenta, energy and electrical charge of the physics objects
needed for the different analyses. The performance goals of the different sub-systems are given
in Table 6.1. In this section, first the ATLAS coordinate system is introduced. Afterwards, the
functionality of each sub-system is explained shortly, followed by an overview of the luminosity
measurement and the trigger system.

Table 6.1: Performance goals of the ATLAS detector [67]. The units for the energy E and the
transverse momentum pt are in GeV.

Sub-detector ‘ Resolution Coverage
Inner Detector 0pr/P1 = 0.05% - pr @ 1% Inl <2.5
EM Calorimeter o /E = 10%/VE & 0.7% In| < 3.2
Hadronic Calorimeter oe/E =50%/VE & 3% 7] < 3.2
Forward Had. Calorimeter | og/E = 100%/VE & 10% 3.1<n <49
Muon Spectrometer 0p:/pr = 10% at py = 1 TeV In| < 2.7

6.1 ATLAS Coordinate System

ATLAS uses a right-handed Cartesian coordinate system with the origin at the nominal interaction
point in the centre of the detector. The x-axis is defined from the interaction point towards the
centre of the LHC ring, the y-axis goes upward and the z-axis is defined along the anti-clockwise
beam direction. The azimuthal angle ¢ is measured around the beam axis with respect to the x-axis
and the polar angle 8 is measured with respect to the z-axis.

The momentum of the colliding protons along the z-axis is unknown, therefore it is useful to define
the transverse component of variables of interest. These are boost-invariant along the z-axis. As the
initial state has a transverse momentum of zero, the momentum conservation can also be applied.

pT:p-sin0=1/p§+p§ (6.1)

Another common variable is the rapidity, defined as

1 E +p,
=-1 ) 2
y 2n(E_pZ) (6.2)

For massless particles or particles with small masses compared to its energy, this is equivalent to

the pseudorapidity
0
n=-In (tan (E)) . (6.3)
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Differences in rapidity Ay are boost-invariant along the z-axis.

The distance between two particles can be defined in this coordinate system as

AR = A[(A) + (Ag)? . (6.4)

6.2 Inner Detector

The Inner Detector consists of three different sub-systems [76, 77], the Pixel Detector, the Semi-
conductor Tracker (SCT) and the Transition Radiation Tracker (TRT). The overview of these
sub-systems is shown in Figure 6.2 on the left-hand side. This detector part is closest to the
interaction point and is needed for the tracking of a large number of charged-particles, for the vertex
reconstruction and for the measurement of track momenta in || < 2.5.

The Pixel Detector consists of four cylindrical layers in the barrel region and three discs in each
end-cap region. For each charged-particle passing through the barrel region of this detector, typically
four hits are measured. The newest part of the Pixel Detector is the IBL [80] (Innermost B Layer),
which is the innermost layer with a radius of only 33 mm. In Figure 6.2, photon conversion candidate
measurements are shown versus the reconstructed vertex radius. In this figure, measurements in
the beam pipe, the IBL and the other Pixel layers are highlighted using different shades of blue.
It is clearly visible that the IBL is next to the beam pipe and can therefore help to improve the
measurement of the interaction point parameters, the vertexing and with this also the b-tagging. In
total, the Pixel Detector measures with a precision of 10 um in r-¢ and 70-115 ym in the z-direction
and consists of 86.6 million readout channels.

The IBL was installed during the Long Shutdown 1 in 2013 and 2014 and commissioned in early
2015. Due to the high rate of particles passing through the closest part of the detector, the readout
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Figure 6.2: Overview of the ATLAS Inner Detector showing the different sub-systems [78]. Photon
conversion candidates versus the reconstructed vertex radius highlighting the nearest Pixel layers
to the beam pipe [79].
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of the IBL detector has to be closely monitored to ensure a high data taking efficiency. Appendix A
gives details on some developments for this monitoring.

The SCT Detector is the middle part of the Inner Detector and is a silicon microstrip detector. It
consists of four layers in the barrel region and nine disks in the end-cap areas and covers the region
of || < 2.5. As each layer is built as double layer, charged-particles cross at least eight strip sensors.
The double layer is constructed such that both individual layers are mounted with a 40 mrad tilt
angle in order to determine the z-coordinate position. This improves the resolution as the effective
3D information avoids ambiguities. The spatial resolution is 17 ym X 580 um in the barrel and the
end-cap region.

The outermost part of the Inner Detector is the TRT. It consists of 4 mm diameter gaseous straw
tubes interleaved with transition material. The straw tubes are filled with a Xenon-based gas mixture.
A charged-particle passing through these tubes ionises the gas and the resulting electrons drift to
an anode wire inside the tube. Typically, 36 such hits are measured for one charged-particle. The
TRT allows tracking in the region |f| < 2 with a precision of 130 um per straw. The space between
the tubes is filled with plastic material in order to generate the transition radiation. As the transition
radiation depends on the particle mass, electrons can be separated from a charged pion which is
useful for the electron identification.

6.3 Calorimeters

The calorimeter is installed around the Inner Detector and is used to identify electrons, photons
and jets, and to measure their energy and direction. The general idea is that the primary particles
hit an absorber and loose energy by bremsstrahlung or pair production in case of electromagnetic
particles. Hadronic particles loose their energy by inelastic hadronic interaction. Both losses produce
particle showers. Like the Inner Detector, it consists of a barrel part and symmetric end-caps. The
electromagnetic barrel part is finely segmented to ensure a precise measurement of the electrons
and photons. The hadronic and forward calorimeter are coarser segmented, but precise enough for
jet kinematics and the missing transverse energy calculation.

The electromagnetic calorimeter (ECAL [81]) is a sampling calorimeter. Liquid argon is used as
active material and lead plates as absorber. The liquid argon provides a high ionisation yield and
shows an intrinsic linear behaviour with a resistance to radiation. The lead plates are arranged in
an accordion shape and are orientated in radial direction. The barrel is designed for the region
|7| < 1.475 and the end-caps7 for the region 1.375 < |n| < 3.2.

The electromagnetic barrel consists of three longitudinal subsections. The first subsection has
a thickness of 4.3 radiation lengths (Xp), which is the mean distance to reduce the energy of a
high-energy electron by !/e. This layer measures the direction of the particles most precisely. It
can measure the decay of a 7° into two separated photons, which is important for the photon and
electron identification. The second layer is 16 Xy thick and is thus the largest part of the calorimeter.
It is divided into separate towers and provides information of the position of the cluster. The first
two layers are combined in order to find the production vertex of photons. The third layer is 3 Xp
thick and has a coarser granularity. It is used to estimate the amount of energy lost beyond the
ECAL and to trigger events. In the central region, an additional pre-sampler layer is also present
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which is used to estimate the energy loss from electrons or photons in the passive material of the
solenoid.

The total thickness is 22-33 X in the barrel and 24-38 Xj in the end-cap region and therefore fully
contains electrons and photons up to energies of a few TeV.

The hadronic calorimeter is an independent sampling calorimeter using different technologies
and materials. The central region is the Tile Calorimeter (TileCal [82]) and covers the region of
|n| < 1.7. As absorber, steel tiles are used and plastic scintillator as active material. It is segmented
into three layers with a thickness of 1.5, 4.1 and 1.8 hadronic interaction lengths (1, mean path
length to reduce the energy of hadrons by !/¢) in the barrel and 1.5, 2.6 and 3.3 2 for the extended
barrel region. The readout is done with photomultiplier tubes. For the end-cap region, the passive
material is copper and the active material is again liquid argon. It consists of two wheels with a
finer granularity for the inner one. The forward calorimeter uses tungsten absorber and the thin
gap is filled with liquid argon as active material. It covers the very forward region 3.1 < |n| < 4.9.
The sub-systems are arranged such that the overall coverage is ensured and thus the full shower
can be measured. The full radius from 2.28 m to 4.25 m is covered, which correspond to around 10
interaction length.

6.4 Muon Spectrometer

Muons interact only minimally with all previously discussed sub-detectors as they produce nearly
no bremsstrahlung when they cross matter. The Muon Spectrometer is more than 5 m away from the
interaction point in order to measure the momentum of muons. It is a combination of the toroidal
superconducting magnets, the muon chambers and an independent trigger system. There are four
sub-detectors: Monitored Drift-Tubes (MDT), Cathode Strips Chambers (CSC), Resistive Plate
Chambers (RPC) and Thin Gap Chambers (TGC). In the barrel region, the chambers are arranged
in three cylindrical layers around the beam axis, where one layer is inside the magnet. The end-caps
consist of three layers perpendicular to the beam axis.

The detection chambers MDT and CSC are both proportional chambers using an argon and carbon
dioxide mixture and they produce radial electric fields at their wires. The MDT has a very good
track reconstruction and a high reduction of fake tracks. It covers the area of || < 2.7 (|| < 2.0
for the innermost layer). The CSC is a multi-wire proportional chamber and thus has a higher rate
capability. The maximal drift time is 40 ns for the CSC and 700 ns for the MDT. The CSC is used
at high |n| in order to help confront the increased rates.

The triggering chambers RPC and TGC need to have a faster response than the previously discussed
drift chambers. The RPC has a gas mixture of Co Hy F4 (94.7%),Is0-C4Hjo (5%), S Fs (0.3%) between
two resistive Bakelite plates. This gives a 1 ns time resolution and allows the discrimination between
individual bunch crossings (the bunch spacing is 25 ns). It provides also the ¢-coordinate for the
track reconstruction, where the MDT only provides n-information. The TGC is also a multi-wire
proportional chamber with a small wire-to-cathode distance to ensure a fast collecting time. It is
installed in the end-cap wheels and has a similar time resolution as the RPC and is also used for
triggering.
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6.5 Magnets

Charged particle momenta can be measured based on their deflection in a magnetic field. For this,
ATLAS uses four large superconducting magnets, a central solenoid and three toroids [83].

The central solenoid is around the Inner Detector and produces a magnetic field parallel to the beam
axis, bending charged-particles in the ¢-direction. At the interaction point, a magnetic field of 2 T
is achieved which is constant in radial direction but decreases in z-direction due to the finite size of
the solenoid.

The toroid is installed in combination with the muon system and deflects particles in the n-direction.
The barrel toroid is installed centrally around the calorimeter with two additional end-caps. Each
toroid consists of eight independent coils equally distributed. A magnetic field of 3.9 T and 4.1 T is
achieved in the barrel and the end-cap regions, respectively. The toroids are constructed such that a
large volume is covered while reducing the additional amount of material in order to improve the
muon reconstruction. Less material means less multiple scattering, as charged-particles interact
less with the atomic structure of the medium and can be measured more precisely.

6.6 Luminosity Measurement

The precision of measurements depends strongly on a precise determination of the integrated
luminosity. The measurement of the luminosity follows the method described in Reference [84].
For the data recorded in 2015 and 2016, a total uncertainty of 3.2 percent was achieved.

Equation 5.1, defining the luminosity, can be rewritten as

HvisTp fr .
9
Ovis

L= (6.5)
with f, as collider revolution frequency, np, the number of colliding bunches, and o, as visible
cross-section which is the total inelastic cross-section multiplied with the detector acceptance and
efficiency. The visible interaction rate per bunch crossing ;s can be determined using dedicated
luminosity detectors by e.g. simply counting bunch crossings. This simplest algorithm ignores any
pile-up effects which are not negligible and thus more advanced algorithms are defined [85].

In order to determine the o, a calibration is needed for each luminosity detector using "van der
Meer" scans [72]. For this, low-intensity LHC runs are performed where the beam separation is
varied and the beam overlap profile is estimated. With this method, the absolute luminosity can be
determined and when combining Equation 5.1 and Equation 6.5, the o5 can be calculated.

The ATLAS experiment uses dedicated luminosity detectors. LUCID (LUminosity measurements
using Cherenkov Integrated Detector) is a cherenkov detector. BCM (Beam Conditions Monitor)
is a diamond detector. Both are around the beam pipe with a distance of 17 m and 184 cm to the
interaction point for LUCID and BCM, respectively. They have a good time resolution and can
deliver the luminosity information per bunch crossing. BCM can also trigger on beam losses and
induce a beam dump in order to protect the silicon detectors from damage of uncontrolled beams.
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The resulting luminosity measurements are cross-checked with other measurements, e.g. by counting
the primary vertices reconstructed in the Inner Detector or by using Z — pu measurements.

6.7 Trigger System

A trigger system was developed to select events for storage and analyses [86], as due to technical
limitations not all events can be stored and reconstructed. Typically, interesting events occur with
a much smaller cross-section than the more general processes, and can be identified by high
momentum particles in the final state.

The trigger system consists first of a hardware trigger (L1 trigger) using coarse calorimeter and
muon information for the trigger decision. The second trigger is software based (HLT). This trigger
uses similar algorithms as the offline reconstruction and can build candidate objects including their
position and energy, based on more detailed measurements of the full detector. These objects can
be selected and only the events are kept where all trigger selection cuts are fulfilled.

The LHC collision frequency is 40 MHz. After the selection of the L1 trigger, the event rate is
reduced to 100 kHz with a final reduction to around 1 kHz after the HLT trigger selection is applied.

6.7.1 Minimum Bias Trigger

For the minimum bias measurement, a dedicated high-efficiency trigger (MBTS) is needed which
selects inelastic interaction events resulting in particle production in the detector. The trigger is
designed to be efficient for events with only two charged-particles with pr > 100 MeV.

The plastic scintillation counters composing the system were replaced before the data taking of
2015. They are mounted at each end of the detector at z = +3.56 m and segmented into two rings
in pseudorapidity (2.07 < |n| < 2.76 and 2.76 < |n| < 3.86). The plane is formed of an inner ring
segmented into eight counters and an outer ring of four counters. Each counter is connected to a
photomultiplier tube which provides fast readout capabilities. In order to trigger an event, one of
the counters has to be above the threshold in a bunch-crossing. No further HLT selection is applied.

In order to investigate the beam-induced background, the same trigger selection is applied to beam
crossings without any beam (empty) or only one present beam (unpaired). A dedicated control
trigger is specified, which is seeded with a random trigger on filled bunches. It only requires a
minimum of two reconstructed tracks.
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6.8 Data Quality

A further reduction of the recorded events is done before any data analysis. Recorded events are only
used when all needed sub-detectors fulfil certain quality requirements. This information is stored
in a Good Run List (GRL) for each lumiblock, which is the time interval where the data-taking
configuration for ATLAS is unchanged (in the order of one minute).

In the case of the search for Supersymmetry, the physics objects are reconstructed using all sub-
detectors. Thus after fulfilling the trigger selection, the GRL removes further events where one or
more sub-systems were not fully functional. Events are removed when they have noise burst in the
calorimeters or data integrity problems.

Further data quality requirements are applied based on the reconstructed physics objects which are
explained in Section 7. The primary vertex is defined as the vertex with the highest sum of squared
transverse momenta of all associated tracks. It is required to have at least two associated tracks
each with a pr > 400 MeV. Any event containing a jet after the overlap removal failing the loose
jet cleaning recommendations is vetoed in order to reject events with badly measured jets.

These requirements are applied in order to ensure a good quality of the data and to avoid mis-
measurements.



7 Event Reconstruction

For the two analyses presented in this dissertation, physics objects are identified and reconstructed
using specialised algorithms. In this section, first the track reconstruction is detailed. For the
minimum bias measurement, the tracking is performed for particles with a transverse momentum
larger than 100 MeV. The default tracking as well as the needed changes for the low momentum
tracking are explained.

For the search for Supersymmetry also leptons, jets and the missing transverse momentum are
required as physics objects. The reconstruction of those objects, as well as the dedicated selection
for this analysis are presented in the latter part of this section. For the further selection, physics
objects are labelled as baseline or signal objects where the signal objects are a sub-set of the baseline
ones. The baseline objects are used to classify the overlapping objects and to calculate the missing
transverse momentum. Furthermore, baseline leptons (which include only electrons or muons) are
used to veto events with more than one lepton. The signal objects fulfil tighter requirements and are
used to construct the kinematic variables which are used for the event selection in the analysis. In the
search for Supersymmetry, two different selections will be presented, which are called intermediate
and diagonal signal region. If the object selection differs, the dedicated requirements are given.

7.1 Tracks and Primary Vertex

Tracks are reconstructed in order to identify charged-particles and measure their momentum. For
this, the signals induced in the Inner Detector are fitted with trajectory models. The trajectories
of charged-particles are bent by the solenoidal magnetic field in the Inner Detector. The curvature
of the helix curve in the x-y-plane of the detector is inversely proportional to the momentum of
the particle. The knowledge of the reconstructed trajectories allows the identification of interaction
vertices and the reconstruction of decays of long-lived particles such as b-hadrons.

Pattern recognition algorithms are defined in order to find track candidates [87—-89]. For this, track
seeds are built from measurements in the Pixel or SCT detector, so-called silicon hits. Other hits near
this seed are collected and judged by a simplified Kalman filtering and smoothing approach [90]. An
ambiguity solving procedure is applied in order to remove track candidates with incorrectly assigned
hits, e.g. shared hits by two track candidates. ATLAS uses an inside-out pattern algorithm, the track
candidates as described above are further extrapolated to the TRT and the TRT measurement is
included as well.

57
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Figure 7.1: Illustration of the track parameters in the transverse plane (left) and the longitudinal
plane (right) [87].

The track fitting is done with a y? fit. Further quality requirements are needed for each track
candidate. For the default tracking procedure, track candidates have to have a pt > 400 MeV and at
least six silicon hits. These track candidates are used in the search for top squarks. For the minimum
bias measurement, the track momentum is lowered to pr > 100 MeV and the number of silicon hits
is reduced to five.

For each reconstructed track the impact parameters dp and z are defined. They are the minimum
distance to the centre of the detector in the transverse and the longitudinal direction, respectively.
The angles ¢ and 6 are the azimuthal and polar angle, and ¢/p is the charge over the momentum.
Those parameters are illustrated in Figure 7.1.

The track reconstruction efficiency is above 90% in the central region and above 70% in the forward
region. The impact parameter resolution is around 15 um at pt > 30 GeV for dy and around 60 pm
at pt > 30GeV for zg [91, 92].

Multiple interactions can occur in one bunch crossing. For the further analyses, it is important
to find the primary vertex, which is done with an adaptive vertex finding algorithm [93, 94].
The reconstructed track collection is used and the seed position for the first vertex is selected by
calculating the mean of the z-coordinate of all tracks. The tracks and the seed vertex are combined
in an iterative fit procedure in order to find the best vertex position. In each iteration, less compatible
tracks are down-weighted and the vertex position is recomputed. After the determination of the
vertex position, tracks incompatible with the vertex are removed and allowed to be used in the
determination of another vertex. For each vertex at least two tracks are required. This procedure is
repeated with the remaining tracks in the event.

The primary vertex is then the reconstructed vertex with the highest sum of squared track momenta.
The impact parameters are often expressed with respect to the main primary vertex in the event and
can be used to reject tracks which do not come from the primary event. Other vertices come from
pile-up interactions. Secondary vertices are vertices which are not within the estimated beam spot
region, which is the spatial region around the interaction point where the profile of the two beams
overlap. These secondary vertices are used for b- and c-hadron identification.
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7.2 Electrons

Electrons are reconstructed from energy clusters in the electromagnetic calorimeter which are
associated with an Inner Detector track while vetoing any activity in the hadronic calorimeter [95].
In order to find a cluster seed, a sliding-window algorithm is used with 3 X 5 units of the middle
layer granularity in i7- and ¢-direction. The cluster energy is required to be above 2.5 GeV. Tracks
from the Inner Detector are extrapolated to the middle layer and are matched to the cluster seed.
If more than one matching track is found, the cluster-track distance, the number of Pixel hits and
the presence of a hit in the first silicon layer are taken into account. Furthermore, the associated
track should be compatible with the primary vertex in order to reduce the background from photon
conversions and secondary particles. A matched cluster is rebuilt using a larger window of 3 x 7
units in the barrel and 5 X 5 units in the end-cap region. If a seed cluster is not associated to a track,
it is considered as a photon and not further considered for this analysis.

The electron four-momentum is built using the energy from the calorimeter measurement and the
n- and ¢-direction from the track. The final cluster is corrected to take into account energy losses
in the material in front of the calorimeter and the fixed cluster size. Corrections are derived using
MC studies in order to calibrate the electron energy [96].

For the identification of electron candidates, a multivariate likelihood-based method is used. This
method shows only a small pile-up dependence, which is modelled well in simulation. The identifi-
cation takes the cluster shape into account. Furthermore, the track quality requirements are checked
to avoid association with other particles. For this, the quality of the cluster-track matching and
especially TRT and IBL hit information are taken into account. A further track refitting corrects for
bremsstrahlung emitted by an electron. Different operation points are discussed in Reference [95]:
Loose, Medium and Tight. For this analysis, an additional operation point is used, called VeryLoose,
to achieve a highly efficient selection.

A track-based isolation requirement is applied in this analysis in order to exclude electrons from
semi-leptonic decays of heavy hadrons. The scalar sum of the transverse momentum of tracks with
a distance of AR < min(0.2, 10GeV/Er) to the electron is used as a measure of the activity close-by
the electron. Tracks associated to the electron are excluded.

The efficiency of the electron reconstruction, identification and isolation is measured in Z — ee
and J/y — ee events using the tag and probe method. For this, one electron (tag) is selected using
tight requirements. The other electron (probe) is selected considering the mass requirements to
avoid any bias. The efficiency of the probe to pass the selection requirements is then measured.
From these measurements, a correction for the simulation is determined via Et and n dependent
scale factors. The scale factors have a few percent precision at low Et and below 1% uncertainty
for high Et. The scale and the resolution of the energy are calibrated using the same method.

The baseline requirement for the search for top squarks is the VeryLoose identification with an
Et > 5GeV and || < 2.47. The transverse impact parameter of the signal electrons with respect to
the reconstructed primary vertex has to be ||/, < 5, as well as a minimal distance from this point
to the primary vertex along the beam direction is required (|zo - sinf| < 0.5 mm.). Additionally,
signal electrons are required to be isolated with a surrounding activity of less than 6% of the
electron ET. A signal electron has to satisfy the Loose or the Tight likelihood identification for the
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intermediate top squark masses and the diagonal region, respectively. Those electrons are called
either loose or tight electrons. For loose electrons, only track-based information is used and the
lepton isolation is therefore independent of the transverse momentum. This gives a 99% efficiency
for signal electrons. The lepton isolation for tight electrons relies on both the track and calorimeter
based information with a fixed cut on the isolation energy over the electron Et. In general, the
signal lepton momentum requirement is increased to Et > 25 GeV and Et > 27 GeV for the loose
and tight electrons, respectively.

7.3 Muons

Muons are reconstructed from hits in the Inner Detector and the Muon Spectrometer [97]. For
this, first the tracks are reconstructed in the Inner Detector as previously discussed. In the Muon
Spectrometer, hit patterns are combined to segments in each muon chamber. These segments are
fit together into tracks using a global y? fit. Hits with large contributions to the y? can be removed
and additional hits can be added if they agree with the candidate trajectory. In order to combine the
Inner Detector and the Muon Spectrometer measurement, four algorithms are defined:

* Combined Muons (CB): track reconstruction is performed in the Inner Detector and Muon
Spectrometer separately. With the outside-in algorithm, the Muon Spectrometer tracks are
extrapolated into the Inner Detector. Hits from the Muon Spectrometer are added or removed
in order to improve the fit quality.

* Segment-tagged Muons (ST): a track in the Inner Detector is extrapolated to the Muon
Spectrometer. If it can be associated with at least one track segment in the MDT or CSC
chambers, the track and the segment are combined as muon candidate. This is useful for low
pt muons or muons crossing only one layer of the Muon Spectrometer in regions with a low
coverage.

* Calorimeter-tagged Muons (CT): reconstruct a muon candidate from an Inner Detector
track and a calorimeter measurement compatible with a minimally ionising particle. This
is useful in the central part || < 0.1 and the momentum range 15 < pr < 100 GeV. This
reconstruction has the lowest purity, but it recovers the acceptance in the region with low
sensitivity of the Muon Spectrometer.

 Extrapolated Muons (ME): reconstruct a muon candidate in the forward region 2.5 < |n| < 2.7
which is not covered by the Inner Detector. The Muon Spectrometer track has to be compatible
with the interaction point.

In order to avoid any overlap of muon candidates with the same Inner Detector track, preferably the
CB, then ST and last CT muons are used. The overlap with the ME muons is removed by selecting
the track with the better fit quality and the larger number of hits.

For the identification of muon candidates, at least one Pixel hit, at least five SCT hits and less than
three Pixel or SCT holes are required. If a hit were expected in the Pixel or SCT detector, but it is
not measured, it is called hole. In addition, at least 10% of the originally assigned TRT hits have to
be included in the final fit. The Medium identification is the default selection in order to minimise
the systematic uncertainties. Muon tracks reconstructed using only the algorithms for CB and ME
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muons are used. The Loose identification maximises the reconstruction efficiency while providing
good quality muons. The same muons as for the Medium selection are used, and CT and ST muons
are added for the region |n| < 0.1.

The muon isolation is also track-based and used to separate prompt muons from the hard in-
teraction and muons from different decay chains. The scalar sum of the track pt in a cone
AR = min(0.3, 10GeV/pk) excluding the muon track itself has to be less than 6% of the muon pr.

The reconstruction, identification and isolation efficiencies are again measured using the tag and
probe method with Z — uu and J/¥ — uu events. The scale factors for the muon scale and
resolution are estimated with the same method and measured in dependence of pr and 7.

The baseline requirement for muons in the search for top squarks is the Loose identification with a

a pt > 4GeV and || < 2.7. A signal muon has to pass the baseline muon selection, and to fulfil

|zo - sin @] < 0.5 mm, (lrd—(fl)l < 3, and the Medium identification. The signal pr threshold is increased
0

to 25 GeV and 27 GeV for the intermediate top squarks search and the diagonal region, respectively.

7.4 Jets

Quarks and gluons from the hard interaction are not measured directly in the detector due to
confinement. They hadronise into a collimated group of particles, so-called jets. The reconstructed
physics objects are calibrated to be as close to the initial parton as possible. For the reconstruction,
different algorithms are defined depending mostly on the types of input. Jets built from truth stable
particles from simulation are named truth or particle jets.

For the reconstruction of the jets, the three dimensional clusters of energy deposits in the calorimeter
are considered [98]. For this, jet seeds are defined as calorimeter measurements with a significant
signal-to-noise ratio. Measurement noise stems from electronic noise or pile-up. This needs a high
granular calorimeter. For seeds, the ratio |Ef£{[| / o-r];zol\ige has to exceed a value of four. The ECE;I/I[ is
measured on electromagnetic (EM) scale which reconstructs the energy deposit of electrons and
photons correctly, but does not include any corrections for signal loss of hadrons. The o-rlf‘ol\ige is the
quadratic sum of the electronic noise and the noise from pile-up events. All neighbouring cells
are added to the cluster when |[ELY|/omt > 2. Further cells with |[EZM| /o2 > 0 are added to
ensure that the tails of the showers are not discarded. Using this approach, the shower development
of a single particle interacting with the calorimeter can be followed. Topo-clusters with multiple

local maxima are split.

In order to define the reconstructed jets, a jet-finding algorithm is needed. This algorithm decides
which clusters are aggregated into an individual jet. The sequential recombination algorithm
anti-k, [99] is used, as it is infrared and collinear safe, meaning that neither soft emissions at high
angles nor hard, collinear emissions alter the jets in an event. This combination gives circular jets
in the n-¢-plane. For all inputs, the effective distance is calculated

1 1) AR
dl] min( 3 ,T)'—z, (71)
2,k R
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Figure 7.2: Calibration stages for the reconstructed jets [100].

where the parameter R corresponds approximately to the size of the jet, k7; is the transverse
momentum of the input i, and AR;; is the distance between the inputs i and j. The effective distance
between the input i and the beam can be determined similarly

1

diB = T .
kTi

(7.2)

In the algorithm, first the smallest distance is searched for, which corresponds to the most energetic
particles. If the distance between the inputs i and j is smaller than between i and the beam, the
two inputs are combined to a pseudo-jet, which is added to the list of inputs. This is iterated until
the distance between the input and the beam is smaller. Then the input is the final jet and will
be removed from the list of possible inputs. The procedure is repeated until all constituents are
assigned to a jet. The four-momentum of a jet is then directly defined as the four-momentum sum
of its constituent clusters.

This algorithm prefers to cluster hard particles and jets grow circular around the seed cluster as the
soft particles do not influence the jet area. The radius R = 0.4 is used for the presented top squark
search.

As the jets are reconstructed at the EM scale, a calibration is needed to correctly measure the energy
for the particles produced in a hadronic shower [100]. The corrections reduce the impact of pile-up
contamination and recover the energy of the particle jets on average. Different calibration stages
are performed and are illustrated in Figure 7.2. The calibration restores the jet energy scale to that
of truth jets reconstructed at the particle jets.

The first correction is the Origin correction where the jet direction is corrected. A reconstructed jet
points towards the centre of the ATLAS detector. After the correction, the jet points towards the
primary vertex. This improves the angular resolution and has no effect on the jet energy.

Pile-up can distort the measured jet energy and thus two pile-up corrections are applied to reduce this
effect. The area-based correction removes the per-event pile-up contribution of each jet according to
its area. The pile-up contribution is calculated from the median transverse momentum density p in
the n-¢-plane in order to reduce the bias from hard-scatter jets. The momentum density calculation
is based on k, clustered jets and is calculated as pr/A, where the area A of the jet is calculated
using ghost association. After this correction, there can still be some remaining dependence of the
reconstructed jet momentum on the amount of pile-up. For this, an additional residual correction
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is applied which is sensitive to in-time pile-up, Npy and out-of-time pile-up, u. The dependence
to the two pile-up contributions (called @ and ) is assumed to be linear and independent of each
other, and is fitted in a combined likelihood approach. The new transverse momentum of the jet
after these pile-up corrections changes to

pr =P —p-A—a-(Npy—1) =B <pu> . (7.3)

Jets are further calibrated in order to correct for detector effects due to mis-measurements of the
deposited energy, energy lost in inactive regions, or energy deposits of particles not clustered into
the reconstructed jet. Particles are matched to jets with a AR < 0.3 in order to calculate the energy
ratio from the reconstructed jets and the particles jets with the jet response R = Eiet/ Epyricte jor Which
is fully based on simulation. First, the absolute jet energy scale and 7 calibration is performed and
corrects the jet four-momentum to particle-level scale and accounts for biases in the i reconstruction.
Furthermore, the residual dependence of the jet energy scale on the longitudinal and transverse
direction is corrected for. The average particle composition and shower shape depend on the
initiating particles, e.g. quark and gluon initiated jets. In addition, the punch-through effect is
corrected for, which describes jets not fully contained in the calorimeter. Several sensitive variables
are found and are corrected for separately. The order of the corrections and the correlations between
these observables are found to have a negligible influence on the final calibration. Five corrections
are performed with the variables being the fraction of energy in the first layer of hadronic Tile
calorimeter, the fraction of energy in the last layer of the electromagnetic calorimeter, the number
of tracks associated to the jet, the momentum weighted distance of the associated tracks to the jet
axis and the number of track segments in the MS associated to the track. A pr and 1 dependent
correction is derived for each observable. The correction factors are scaled such that the average
energy of the jets is not changed.

The last correction is an in-situ calibration for data where the differences between data and simulation
are considered. The transverse momentum balance between a jet and a well-measured object, e.g.
a photon, Z boson or other jets is exploited. For this, Z+jets, y+jets and multi-jet events are used.
The latter method is used to correct high momentum jets based on multiple low momentum jets
which are corrected with the two former approaches. The correction is applied to data in order to
restore the energy of reconstructed jets. For forward jets, the n-intercalibration technique is used
where the momentum balance between jets in different i regions is exploited using di-jet events.
This can be done, as the central jets are more precisely measured. All these calibration effects are
taken into account and propagated to the jet energy scale and jet energy resolution uncertainty.

Background to the jet reconstruction can arise from problems in the calorimeter hardware, LHC
beam-gas interactions or showers induced by cosmic rays. Therefore, quality criteria are needed to
find the jets from the hard-interaction. The shape of an electric signal from each calorimeter cell
is compared to a reference and if significant deviations are found, the jet is rejected. The energy
deposit in the ECAL has to be between 5% and 95% in order to reduce noise effects from the ECAL
and from non-collision backgrounds. In the end-cap calorimeter, larger noise is expected and thus
the fraction of the jet energy there should be smaller than 50%. Furthermore, the jet energy fraction
of a jet in one single layer should be smaller than 99%.

Pile-up jets are hard QCD jets from a pile-up vertex. The jet vertex tagger is defined to remove
these pile-up jets [101]. As input, it uses the jet vertex fraction which is calculated as the ratio of the
scalar sum of the momentum of matched tracks originating from the primary vertex to the scalar
sum of the momentum of all matched tracks in the jet. This variable is limited for higher luminosity



64 Event Reconstruction

conditions as it depends on the number of vertices and tracks. To correct for the dependence on
the number of primary vertices, a modified track-to-vertex association is used. In a first step, the
tracks are assigned to the vertices as also done for the jet vertex fraction, but in a second step, tracks
with |Az| < 3 mm to the hard-scatter vertex are added to the hard-scatter vertex. Furthermore, the
Ryt is defined as scalar sum of the momentum of the tracks associated with the jet and originating
from the hard-scatter vertex divided by the fully calibrated jet momentum including the pile-up
subtraction. A two dimensional likelihood in the Ryr and the corrected jet vertex fraction defines
the jet vertex tagger.

Baseline jets have to have a pr > 20 GeV. For signal jets, the cut is tightened to pt > 25 GeV. In
addition, baseline jets have to have || < 4.7 which is also tightened for signal jets to || < 2.5.
Signal jets with a pr < 60 GeV and || < 2.5 need also to satisfy track-based criteria to reject jets
originating from pile-up requiring the jet vertex tagger variable to be below 0.59. In order to reject
events with badly measured jets, any event is vetoed that contains a jet which fails the loose jet
cleaning requirements after the later explained overlap removal.

7.5 Flavour Tagging

jet axis

decay length ny

track
impact

parameter /.7 secondary vertex

primary vertex

Figure 7.3: Illustration of the decay of a b-hadron. The most relevant variables used for b-tagging
are illustrated [102].

For the analysis, it is important to identify jets resulting from the fragmentation of b-quarks, called
b-tagging [103, 104]. The b-hadrons are long-living particles with a mean lifetime of 7 ~ 1.5 ps
and their decay length in the detector reference frame is Ly, = yBct = 6.4 mm for a transverse
momentum of 70 GeV. They decay away from the production vertex and their decay can be resolved
in a secondary vertex. This is illustrated in Figure 7.3 using the standard naming scheme.

Tracks are associated to a jet in a jet pr dependent distance with smaller cones for high momentum
jets. Important for the further algorithms are the decay length, which is the distance to the primary
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vertex, the mass of all particles associated to the secondary vertex (at least 5 GeV as neutral particles
are not included) and the impact parameter of each track in the jet.

The final b-tagging algorithm is based on several input algorithms. The first inputs come from the
IP2D and IP3D algorithms where a likelihood ratio is built to find a discriminant based on the
impact parameters. The IP2D uses only the dj significance, while IP3D uses also the zg significance.
The latter one is less robust against pile-up effects. A second algorithm is the SV1, where the
secondary vertex is reconstructed and another likelihood ratio is built. The input is the decay length
divided by its uncertainty to reduce the effect of poorly measured vertices, the invariant mass, the
ratio of the sum of energies of the tracks in the vertex to the sum of the energies of all tracks in
the jet, and the number of two-track vertices. The JetFitter algorithm tries to reconstruct the decay
chain inside the jet and exploits topological structures of b- and c-hadron decays inside the jet.
With a combined Kalman filter, a common flight path is reconstructed. This can even be done for
vertices with a single charged-particle. Important for this algorithm are the number of vertices and
the number of tracks at the vertices. These algorithms are then combined in a multivariate b-tagging
algorithm in order to discriminate b-jets from light and c-jets. The training is based on #f events
using a variable fraction of c-jets (e.g. 10% for MV2c10 in this analysis). The pt and j distributions
are included into the training, but reweighted to match those of the light-jet distribution to not train
on the kinematic differences.

The performance of a b-tagging algorithm is given by the efficiency of a correct identification of
a real b-quark jet compared to the mis-tagging of a c-quark or light-flavour parton. The chosen
working point of the b-tagging algorithm in this analysis corresponds to a 77% b-tagging efficiency.
The rejection rate for light and c-jets is given by the inverse of the misidentification efficiency and
results into a rejection of 134 for light jets and 6 for c-jets.

For each working point, the efficiency is calibrated to correct for mis-modelling in the input variables
in the b-tagging algorithm. The efficiency for tagging jets in a sample enriched in b, c or light jets
is measured [105-107]. Scale factors are estimated from the differences between the efficiency in
data and MC in various pt bins.

7.6 Hadronically Decaying 7 Leptons

The 7 lepton decays into a T neutrino and one or more charged hadrons with a branching ratio of
65%. The most common decay mode is with one charged hadron (one prong), followed by three
charged hadrons (three prong). The 7 reconstruction is seeded by jet candidates with a transverse
momentum of 10 GeV which are within the acceptance of the Inner Detector with || < 2.5 [108,
109]. For the reconstruction, the 7 lepton production vertex is selected in order to reduce effects
from pile-up. For this, all tracks in the AR < 0.2 region of the seed are used.

In order to identify T leptons, a BDT was trained to reject the jet background. The BDT is based on
variables sensitive to the decay topology, features of the associated tracks and energy fractions. A
dedicated BDT is trained for the one and three prong candidates. The reconstruction efficiency for
one (three) prong 7 candidates is 60% (50%). The calibration is used to remove any effects from
pile-up, decay products not reaching the calorimeter, or too small energy deposit to create a jet seed.
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The hadronically decaying 7 candidates are required to have one or three associated tracks and a
total electrical charge which is opposite to that of the in the analysis required signal electron or
muon. Furthermore, the T candidate has to have a pr > 20 GeV and || < 2.5.

7.7 Missing Transverse Momentum

Particles such as neutrinos or neutral weakly-interacting particles predicted in BSM theories escape
the ATLAS detector undetected. The momentum in the plane transverse to the beam axis should
sum to zero, any imbalance stemming from these weakly-interacting particles is called missing
transverse momentum E%"iss [110, 111]

Eﬁrrniss - \/((E)I(niss)z + (E)r)niss)Z) . (7.4)

The missing transverse momentum calculation is based on the previously calibrated physics objects

miss _ r-miss,e miss,jets miss, u miss,soft
Ey) = Ex(y) +Ex(y) + Ex(y) + Ex(y) . (7.5)

The calibrated objects, as electrons (e), jets and muons (u), are used to calculate the negative sum
of the calibrated transverse momenta. Photons or hadronically decaying T candidates enter either
as jets, electrons or via the soft-term.

The soft-term in the equation is a track-based soft-term. Only tracks associated to the identified
hard scatter vertex are used to the track-based soft term which makes it robust against pile-up effects.
Tracks which are not associated to any calibrated object are used, if the distance to the next electron
or photon (7-lepton) is AR > 0.05 (AR > 0.2). Tracks which can be ghost associated to a jet are
removed. The Efr“iss scale and resolution is measured in Z — uu events.

7.8 Overlap Removal

Reconstructing all objects with the procedures detailed above can lead to detector signatures labelled
as more than one object. To avoid this ambiguity, an overlap removal is applied which is optimised
specific for the analysis presented in [5]. The following ordering and methods are used for the
overlap removal using the previously defined baseline objects:

 Electron/muon: if an electron and a muon overlap within AR < 0.01, the muon is removed
when it is a CT muon, otherwise the electron is removed.

* Electron/jet: if a not b-tagged jet is found within AR < 0.2 to an electron, the object is
selected as an electron.

* Muon/jet: if a muon overlaps with a jet within AR < 0.4, the jet is removed, if it is not
b-tagged, and it has less than three associated tracks with pr > 500 MeV or if P1/p} > 0.7;
otherwise both candidates are kept for the further steps.
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« Jet/lepton: if a jet overlaps with a lepton within AR < min(0.4,0.04 + 5 f}gev)’ the lepton is
T

removed.

* Electron/t: if an electron overlaps with a hadronically decaying T candidate within AR < 0.1,
the 7 candidate is removed.

If the listed requirements are not fulfilled, both objects are kept for the further analysis.
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8 Introduction

Measurements of charged-particle distributions in pp collisions probe the strong interaction in
the low-momentum transfer, non-perturbative region of quantum chromodynamics (QCD). In this
region, charged-particle interactions are described by QCD-inspired models implemented in Monte
Carlo event generators. Measurements are used to constrain the free parameters of these models.
An accurate description of low-energy strong interaction processes is essential for simulating single
pp interactions and the effects of multiple pp interactions in the same bunch crossing at high
instantaneous luminosity in hadron colliders. Charged-particle distributions have been measured in
hadronic collisions at various centre-of-mass energies [112—121].

The results shown here are published in Reference [4]. This analysis uses the same data set and
Monte Carlo samples, as well as a similar analysis strategy as described in a previous measurement
where charged-particles with a transverse momentum above 500 MeV were used [2]. The presented
analysis extends the measurement to the low—pt regime of pt > 100 MeV. Reducing this kinematic
cut nearly doubles the overall number of particles in the kinematic acceptance. On the other hand,
the measurements are rendered more difficult as they are more sensitive to multiple scattering and
imprecise knowledge of the material in the detector. Measurements in the low-momentum regime
provide important information for the description of the strong interaction in the low-momentum-
transfer, non-perturbative region of QCD and thus a better discriminant between the different
models.

These measurements use tracks from primary charged-particles, corrected for detector effects to the
particle level, and are presented as inclusive distributions in a fiducial phase-space region. Primary
charged-particles are defined as charged-particles with a mean lifetime 7 > 300 ps, either directly
produced in pp interactions or from subsequent decays of directly produced particles with 7 < 30 ps;
particles produced from subsequent decays of particles with 7 > 30 ps, denoted secondary particles,
are excluded. Charged particles with a mean lifetime of 30 < 7 < 300ps are charged strange
baryons and have been treated as background for the present analysis due to their low reconstruction
efficiency. All primary charged particles are required to have a momentum component transverse
to the beam direction pt > 100 MeV and absolute pseudorapidity || < 2.5 to be within the
geometrical acceptance of the tracking detector. Each event is required to have at least two primary
charged-particles. The following observables are measured

1 dNg 1 1 d® Ny, 1 dN.

Ney dn ’ Ney 2rmpr dnde, Ney ' dncn

and (pr) vs. nep, -

71



72 Introduction

Here ngy, is the number of primary charged-particles within the kinematic acceptance in an event,
Ny is the number of events with ., > 2, and Ny, is the total number of primary charged-particles
in the kinematic acceptance.

These observables are measured and the measured data are compared to the various MC models and
between different measurements, e.g. measurements from other experiments. For this, the measured
data have to be transformed back to particle level such that the detector effects are removed from
the measurement. Therefore, the efficiency of the various reconstruction algorithms and selections
is taken into account as corrections factors. Furthermore, an unfolding of the corrected data is
performed to transform the data to particle level. These unfolded data are then used for the different
comparisons.



9 Event Selection

9.1 Data and Monte Carlo Samples

For this analysis, data from pp collisions at a centre-of-mass energy of /s = 13 TeV recorded by
the ATLAS experiment in 2015 are used. The data were recorded during special fills with low
beam currents and reduced focusing to give a mean number of interactions per bunch crossing
of (1)=0.005. The data amount to an integrated luminosity of 151 ub~!. Events from colliding
proton bunches were selected using a trigger which required one or more Minimum Bias Trigger
Scintillator (MBTS) counters above threshold on either side of the detector.

Several generators are used to compare their prediction with the measured unfolded data. Both
the pyTHIA 8 [122] and EPOS [123] generators model the effect of colour coherence, which is
important in dense parton environments and effectively reduces the number of particles produced
in pp interactions. In PYTHI1A, the simulation is split into non-diffractive and diffractive processes,
the former dominated by #-channel gluon exchange, and the latter described by a pomeron-based
approach [124]. The main contribution is from non-diffractive (ND) events with around 80%,
single (SD) and double diffractive (DD) events contribute around 10% each. In contrast, EPOS
implements a parton-based Gribov—Regge [125] theory, an effective field theory describing both
hard and soft scattering at the same time. QGSJET-II [126] is based upon the Reggeon field theory
framework [127].

Different parameter settings in the models are used in the simulation to reproduce existing ex-
perimental data and are referred to as tunes. For pyTHIA 8, the ATLAS minimum-bias A2 [128]
tune is used, which is based on the MSTW2008LO PDF [129] and provides a good description of
minimum bias events and of the transverse energy flow data. In addition, the Monash [130] tune is
used instead of the dedicated ATLAS tune. It is based on the NNPDF23LO PDF [131]. For EPOS
and QGSJET-II a LHC tune is provided by the respective authors.

A reweighting is applied in order to correct for the beamspot position in z, which differs between
simulation and data. This reweighting is required as the efficiencies depend on the beamspot
distribution.

Table 9.1 shows the list of used MC models. The first two are used for determining the different
efficiencies and for analysing the unfolding method. All MC models are used to compare their
predictions to the unfolded data distributions.
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Table 9.1: Details of the MC models used. The tunes use data from different experiments to
constraint different processes, but only the data with the largest contribution on each specific
tune are shown. Here LHC indicates data taken at /s=7 TeV, although /s=900 GeV data were
also included in ATLAS tunes. Some tunes are focused on describing the minimum bias (MB)
distributions better, while the rest are tuned to describe the underlying events (UE) distributions.

Generator ‘ Version Tune PDF Focus Data From

PYTHIA 8 8.185 A2 MSTW2008LO MB LHC ATLAS
EPOS 3.4 LHC - MB LHC Authors
PYTHIA 8 8.186 Monash NNPDF23L0 MB/UE LHC Authors

QGSIJET-II | 11-04 LHC - MB LHC Authors

9.2 Event Selection

Events are selected from colliding proton bunches when one or more MBTS counters are above
the threshold. Each event is required to contain a primary vertex, reconstructed from at least two
tracks with a minimum transverse momentum of 100 MeV. To reduce contamination from events
with more than one interaction in a bunch crossing, events with a second vertex containing four or
more tracks are removed. There can be additional background either stemming from detector noise,
cosmic particles passing the detector, or from proton losses in the LHC. Those proton losses can
be generated by interactions with residual gas in the beam pipe or by beam cleaning losses. Those
backgrounds are called non-collision background events. The contributions from non-collision
background events and the fraction of events where two interactions are reconstructed as a single
vertex have been studied in data and are found to be negligible.

The track candidates are reconstructed as detailed in Section 7.1 with the special configuration for
the low-momentum tracks. Details of the performance of the track reconstruction in the 13 TeV
data and its simulation can be found in Reference [6]. Figure 9.1 shows the comparison between
data and simulation in the distribution of the number of Pixel hits associated with a track for the
low-momentum region. Data and simulation agree reasonably well given the known imperfections in
the simulation of inactive Pixel modules. These differences are taken into account in the systematic
uncertainty in the tracking efficiency by comparing the efficiency of the Pixel hit requirements in
data and simulation after applying all other track selection requirements.

Events are required to contain at least two selected tracks satisfying the following criteria:
pr > 100MeV and || < 2.5; at least one Pixel hit and an innermost Pixel-layer hit if expected.
A hit is expected if the extrapolated track crosses a known active region of a Pixel module. If an
innermost Pixel-layer hit is not expected, a next-to-innermost Pixel-layer hit is required if expected.
Furthermore, the tracks are required to have at least two, four or six SCT hits for pr < 300 MeV,
< 400 MeV or > 400 MeV respectively, in order to account for the dependence of the track length
on pr; |d(])3L| < 1.5 mm, where the transverse impact parameter dgL is calculated with respect to
the measured beam line (BL); and |z5™ - sin 6| < 1.5 mm, where zp" is the difference between the

longitudinal position of the track along the beam line at the point where dg’L is measured and the
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Figure 9.1: Comparison between data and pyTHIA A2 simulation for the distribution of the number
of Pixel hits associated with a track. The distribution is shown before the requirement on the number
of Pixel hits is applied, for tracks with 100 < pt < 500 MeV and || < 2.5. The error bars on the
points are the statistical uncertainties of the data. The lower panel shows the ratio of data to the MC

prediction [4].
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Figure 9.2: Raw distributions of the fraction of events versus the number of selected tracks rge|
(left) and of the fraction of tracks versus n (middle) and pt (right). The MC distributions are split
into single diffractive (SD), non-diffractive (ND) and double diffractive (DD) events. The lower
panel shows the ratio of the MC prediction to data.
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longitudinal position of the primary vertex and 6 is the polar angle of the track. High-momentum
tracks with mismeasured pr are removed by requiring the track-fit x> probability to be larger than
0.01 for tracks with pp > 10GeV. In total 9.3 x 10° events pass the selection, containing a total
of 3.2 x 10% selected tracks. The raw distributions after this selection of three variables of interest
are shown in Figure 9.2. The observed differences between data and the MC prediction will be
corrected for including different selection efficiencies and corrections for detector effects.

9.3 Background Estimation

Fake tracks (tracks formed by a random combination of hits), strange baryons and secondary
particles contribute to the tracks from primary particles as background. The different contributions
are subtracted from the number of reconstructed tracks before correcting for any detector effects.
The contribution of fake tracks is estimated from simulation and is at most 1% for all pt and
intervals with a relative uncertainty of +50% determined from dedicated comparisons of data with
simulation.

Charged strange baryons with a mean lifetime 30 < 7 < 300 ps are treated as background, because
these particles and their decay products have a very low reconstruction efficiency. Corresponding to
their lifetime, the mean flight length is ¢t = 9—90 mm which means the strange baryons decay in the
Pixel detector. The best description of the strange baryon contribution was checked by comparing
different MC predictions to data and is expected to come from EPOS [132]. Therefore EPOS was
used to estimate the contribution to be below 0.01% on average, with the fraction increasing with
track pt to be (3 + 1)% for pr > 20 GeV (see Reference [2]). The fraction is much smaller at low
transverse momentum due to the extremely low track reconstruction efficiency.

In order to estimate the contribution from secondary particles, a template fit to the distribution of
the track transverse impact parameter d(]fL is performed. As secondary particles are produced in the
subsequent decay of directly produced particles, their distance to the primary vertex is generally
larger compared to the primary particles. The templates for primary and secondary particles are
calculated from pyTHIA 8 A2 simulation. For this, all selection requirements except that on the
transverse impact parameter are applied. The fit is then performed in nine pr intervals, each of
50MeV width, in the region 4 < |d(])3L| < 9.5 mm. Separate templates are used for electron and
non-electron secondary particles in the region pt < 500 MeV as the shape of the transverse impact
parameter differs. The radial location defines where the secondary particles were produced and is
reflected in dgL. Those differences in the radial distribution are caused by the different processes
for conversion and hadronic interaction and electrons are more often produced from conversions
in the beampipe. Furthermore, the fraction of electrons increases as pt decreases. The rate of
secondary tracks is the sum of the contributions from electrons and non-electrons and is measured
with the template fit. For the fit, the contribution of fake tracks and strange baryons has to be taken
into account. Their background normalisation is determined from the prediction of the simulation.
The fitted distribution for 100 < pr < 150 MeV is shown in Figure 9.3. For this pr interval, the
fraction of secondary tracks within the region |d(])3L| < 1.5mm is measured to be (3.6 = 0.7)%,
equally distributed between electrons and non-electrons. For tracks with pr > 500 MeV, the fraction
of secondary particles is measured to be (2.3 + 0.6)%; these are mostly non-electron secondary
particles. The uncertainties are evaluated by estimating the interpolation from the fit region to
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Figure 9.3: Comparison between data and pyTHIA 8 A2 simulation for the transverse impact
parameter dp" distribution. The d5" distribution is shown for 100 < pr < 150MeV without
applying the cut on the transverse impact parameter. The position where the cut is applied is shown
as dashed black lines at +1.5 mm. The simulated dg’L distribution is normalised to the number of
tracks in data and the separate contributions from primary, fake, electron and non-electron tracks
are shown as lines using various combinations of dots and dashes. The secondary particles are
scaled by the fitted fractions as described in the text. The error bars on the points are the statistical
uncertainties of the data. The lower panel shows the ratio of data to the MC prediction [4].

|d(1)3L| < 1.5 for different generators, changing the total fit range and checking the 1 dependence of
the fraction of tracks originating from secondary particles. The systematic uncertainties arising
from imperfect knowledge of the passive material in the detector are also included; these are
estimated using the same material variations as used in the estimation of the uncertainty in the track
reconstruction efficiency, described in Section 9.5.

Furthermore, the fraction of reconstructed selected tracks originating from particles outside the
kinematic range is estimated from pyTHiA 8 A2. For this, the migrations across the pr and
acceptance boundaries are studied separately. This fraction is largest at low pr and high |n|. To
evaluate the systematic uncertainty, the change in total migration between different generators or
samples with varying amount of material is calculated. At pt = 100MeV and || = 2.5, 11% of
these particles enter the kinematic range and the corresponding uncertainty is found to be +4.5%.

9.4 Trigger and Vertex Reconstruction Efficiency

The trigger efficiency &g is measured in a data sample recorded with a control trigger. This trigger
selects events randomly at the first trigger level, requiring only that there are colliding beams in the
ATLAS detector, and is uncorrelated to the trigger used for the event selection. Those events are
further filtered to require at least one reconstructed track. The ratio of events that are accepted by
both the control and the MBTS trigger to all events accepted by the control trigger gives the trigger
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Figure 9.4: The trigger efficiency &uig as a function of the number of selected tracks with
pr > 100 MeV and [n| < 2.5 without the cut on the longitudinal impact parameter applied, ng) ™
The statistical uncertainties are shown as black vertical bars, the quadratic sum of statistical and

systematic uncertainties as green shaded areas [4].

efficiency

no—z
gtrig(nsel

_ N(MBTS triggered N control triggered)

9.1
N(control triggered) ©-1)

This ratio is calculated as function of the number of selected tracks n35 ™. For events where only

one reconstructed track is found, the vertex reconstruction cannot be performed. Therefore those
tracks do not have to pass the vertex requirements, thus the requirement on the longitudinal impact
parameter is removed. The trigger efficiency is shown in Figure 9.4, it increases from 96.5f8:‘7‘ %o
for events with n3)™ = 2, 10 (99.3 + 0.2)% for events with nJ;™* > 4. Those uncertainties include
statistical and systematic uncertainties. Differences between the trigger efficiencies measured on the
two sides of the detector and the impact of beam-induced background are considered as systematic
uncertainties. The beam-induced background is determined in events recorded when only one beam

was present at the interaction point.

The ratio of the number of triggered events with a reconstructed vertex to the total number of all
triggered events is used as the vertex reconstruction efficiency

_ N(MBTS triggered N ny = 1)
B N(MBTS triggered) )

no—z
Evtx (nsel

9.2)

The vertex efficiency is shown in Figure 9.5 and is measured as a function of nl; . It is approximately
87% for events with n' ™ = 2 and rapidly rises to 100% for events with n * > 4. Due to the
comparably low efficiency for events with n})™ = 2, the efficiency is also parametrised as a
function of the difference between the longitudinal impact parameter of the two tracks (Azgacks)-
This efficiency decreases roughly linearly from 91% at Azyacks = O mm to 32% at Azgacks = 10 mm.
The systematic uncertainty is estimated from the difference between the vertex reconstruction

efficiency measured before and after beam-background removal and found to be negligible.
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Figure 9.5: The vertex reconstruction efficiency &y as a function of the number of selected tracks
with pr > 100MeV and |n| < 2.5 without the cut on the longitudinal parameter applied, ny5™*
(left). For events with exactly two tracks, the vertex efficiency is considered as a function of the
difference in longitudinal impact parameters between these two tracks Azgcks (right). The statistical
uncertainties are shown as black vertical bars, the quadratic sum of statistical and systematic

uncertainties as green shaded areas [4].

9.5 Track Reconstruction Efficiency

The primary-track reconstruction efficiency ey is determined from simulation. The efficiency is
parametrised in two-dimensional bins of pt and 1, and is defined as

N;gcatched (PT, 77)

gtrk(pT’ T]) = N (pT 7]) >
gen\PT»

where pr and 75 are generated particle properties, N23ched(pr. 1) is the number of reconstructed
tracks matched to generated primary charged-particles and Ngen(pr, 77) is the number of generated
primary charged-particles in that kinematic region. If the weighted fraction of track hits originating
from a particle exceeds 50%, a track is matched to this generated particle. For 100 < pt < 125 MeV
and integrated over 7, the primary-track reconstruction efficiency is 27.5%. The efficiency increases
strongly with increasing pr. Tracks with a pr > 1 GeV (pr > 10 GeV) have a track reconstruction

efficiency of 80% (>85%) integrated over 7.

Different sources contribute to the systematic uncertainties in the track reconstruction efficiency,
where the dominant uncertainty comes from imprecise knowledge of the passive material in the
detector. The passive material can lead to multiple scattering and energy loss due to the interaction
with the material. This influences the track direction and thus the track reconstruction. To estimate
this uncertainty, the tracking efficiency is evaluated using dedicated simulated samples with varied
detector material. The total uncertainty in the track reconstruction efficiency due to the amount of
material is calculated as the linear sum of the contributions of 5% additional material in the entire
inner detector, 10% additional material in the IBL and 50% additional material in the Pixel services
region at || > 1.5. Those uncertainties are treated as fully correlated. The sizes of these variations
were estimated already for previous analyses from studies of the rate of photon conversions, of
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Figure 9.6: Track reconstruction efficiency eqx as a function of transverse momentum pr (left)
and of pseudorapidity n (right) for selected tracks with pr > 100MeV and |n| < 2.5 as predicted
by pyTHIA 8 A2 simulation. The statistical uncertainties are shown as vertical bars, the sum in
quadrature of statistical and systematic uncertainties as shaded areas [4].

hadronic interactions, and of tracks lost due to interactions in the Pixel services [133, 134]. The
resulting uncertainty in the track reconstruction efficiency is 1% at low || and high pr and up
to 10% for higher || or for lower pr. Another systematic uncertainty is the uncertainty from the
track selection requirements. This is studied by calculating and comparing the efficiency of each
requirement both in data and simulation. This results in an uncertainty of 0.5% for all pr and
bins. The total systematic uncertainty in the track reconstruction efficiency is obtained by adding
up those effects in quadrature. The track reconstruction efficiency is shown as a function of pt and
n in Figure 9.6, including all systematic uncertainties. The shown track reconstruction efficiency is
derived from pyTHIA 8 A2 simulation. This efficiency was also calculated using the predictions
from EPOS and pyTHIA 8 MONASH, and equal results were obtained compared to the default using
pYTHIA 8 A2. Therefore it is sufficient to use only the track reconstruction efficiency derived with
PYTHIA 8 A2 for the analysis.
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10.1 Detailed Unfolding Procedure

The data is corrected to obtain inclusive spectra for charged primary particles satisfying the particle-
level phase-space requirement. Before the actual unfolding is performed as introduced in Section 4.1,
the background is subtracted and inefficiencies are considered. The inefficiencies can be determined
by using the inverse of the efficiencies described above.

The event-wise efficiencies as the trigger selection (&yig) and vertex reconstruction (&yx) are
included as event-by-event weight

1 1

8trig(n::1_z) 8vtx(n2§1_z, AZiracks)

(10.1)

no-z —
Wey (nsel s AZyracks) =

The track-wise corrections are used as track-by-track weight as in the case of the track reconstruction
(&ux). Furthermore, the described relevant backgrounds are subtracted. This is done, by removing
the fraction of non-primary particles (fnonp), Of fake tracks ( fiuke), of strange baryons (fs) and of
particles outside the kinematic range ( fokr)

wuk(PT,17) = (1 = fronp(P1: 1) = foke(PT: 1) = fb(PT> 1) — frake(PTo1)) - (10.2)

1
8trk (st 77)

After subtracting the background and applying the inefficiencies, the multiplicity distribution is
expressed in terms of number of selected charged primary particles n.y, instead of the number of
selected charged tracks ng;. Bayes theorem gives the probability relation

P(nen) « P(ngelnen) = P(nenlnse) -+ P(ngel) (10.3)

integrating over ng gives the distribution of primary particles

1
Nev(nen) = nZ>O P(nch|nset) * Ney(nsel) = SmT(nch) Z>2 P(nep|nset) - Nev(nsel) (10.4)
sel = Ngel =
where the miss-factor e™(ny,) is defined as
1

(10.5)

£™ (ney) =

L= (1= &)™ — nep Gk - (1 = G) "D

81



82 Correction Procedure

Table 10.1: Mean track reconstruction efficiency in the first ng bin for the different samples. The
track reconstruction efficiency is used in order to calculate the miss-factor for the out-of-phase-space
correction (see Equation 10.5).

Sample Mean efficiency
Data 0.72
PYTHIA 8 A2 0.71
EPOS 0.73

This correction accounts for the events which are lost due to the track reconstruction efficiency
but would pass the particle level phase-space cuts. This can happen for events with n,, > 2 but
nsel = 0 or 1. The &g in this correction is the mean track reconstruction efficiency in the first g
bin. In table 10.1, the mean track reconstruction efficiencies are listed for the different samples. For
each of these samples, the corresponding mean track reconstruction efficiency is used in order to
calculate the correction factor £™S. This calculation is done for the nominal distribution as well
as for the systematic uncertainties. The full correction is most significant in the first n¢, bin and is
significantly smaller for higher values of n.

The conditional probability P(nc|nse1) needed in Equation 10.4 is unknown. It is estimated from
the MC prediction using the Bayesian unfolding procedure

N, erv (nch )

P(nenlnse)™*! = P(nsetlnen) —r——
( chl sel) ( sell Ch)]\’erv(nsel)

(10.6)
for the r-th iteration, where P(ng|ncp) is the resolution function and NZ,(nch) and N7, (ng) are the
distributions of primary particles and of selected tracks, respectively. When r = 0, those are given
by the MC prior estimate. The resolution function P(ng|ncn) is @ matrix. This matrix is calculated
from MC simulation assuming that the resolution in data is not too different. In order to keep the
statistical uncertainties form the matrix small, samples filtered on the multiplicity are used with the
thresholds n, > 120, 160, 200. The resulting matrix is mostly populated along the diagonal.

Correction to the Individual Distributions

In order to obtain the n., distribution, the correction factors from the trigger, vertex and track
reconstruction efficiency as well as from the £™* factor are applied to the ng distribution.
Afterwards the described unfolding procedure is performed. The total number of events Ny is
defined as integral over the final (corrected and unfolded) n., distribution. For the phase-space
with a transverse momentum > 100 MeV and n., > 2, the total number of events after unfolding is
Ney = 9.5 - 10° with a relative uncertainty of 0.5%.

For the pr distribution, the corrections from the trigger, vertex and track reconstruction efficiency
are applied as event- and track-wise weights. Afterwards, the distribution is unfolded using the
explained procedure.

For the 7 distribution, only the event- and track-wise weights are applied. The 5 distribution is
normalised by the previously estimated N.,. The resolution for this observable is smaller than
the bin width (A = 0.1) and only the bin-by-bin correction is considered. The mean particle
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Figure 10.1: Comparison of the unfolded data using the pyTHIA 8 A2 and EPOS generator as
input for the matrix calculation. This is shown for the n, distribution with a zoom in the low region
(left) and over the full range (right). The lower panel shows the ratio between the two unfolded
distributions with the statistical uncertainty shown in the error band.

density at 7 = 0 is calculated by taking the average over four bins at the centre of the » distribution,
corresponding to an average of Ap = 0.4.

To obtain (pr) versus ng,, the correction and unfolding is done separately for the two components
> pr versus ngp and ;1 versus ngp. For the individual unfolding of both distributions, the same
correction and unfolding procedure is applied as for the ng, distribution. To finally get the (pr)
versus ngy, distribution, the ratio of the two components is taken.

As the resolution matrix is calculated from MC simulation, there can be a bias to this simulation. In
Figure 10.1, one can see the n¢, data distribution unfolded using the pyTHIA 8 A2 and the EPOS
generators as input for the matrix calculation. For low n.p, both unfolded distributions agree, but for
higher n, some differences can be seen which are well covered by the statistical uncertainty. Thus,
the dependence on the generator is only small for this analysis and no large bias to the simulation
can be seen for the unfolding. For the unfolding of the data, the matrix is calculated using the
PYTHIA 8 A2 generator.

10.2 Closure Tests

Before unfolding the data for the different distributions, so-called closure tests were performed.
For these tests the unfolded distribution is compared to the MC particle information. For this, the
resolution matrix and the distribution as well as the MC particle information are used from the
same generator. When the unfolded distribution and the particle distribution agree, a closure is
observed. In the following closure tests, the effect of combining different MC generator predictions
is also considered. Those tests verify the general unfolding procedure and estimate the potential
bias introduced by the unfolding. A systematic uncertainty in the method is derived, based on the
difference between the generated and the unfolded distributions.
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Figure 10.2: Closure test for the n., distribution using the pyTHIA 8 A2 generator for the input
distribution and the construction of the unfolding matrix. The label "visible" is used for the subset
of events with ng > 2 that do not migrate outside the detector phase-space. The bottom panel
shows the ratio to the particle level. The closure test is shown for a zoom to low multiplicities (left)
and for the full range (right).

As a first test, the ng, distribution on particle level predicted from pyTHIA 8 A2 is compared to
the unfolded distribution using pyTHIA 8 A2 as input for the matrix calculation. By construction,
those two distributions should agree. This is shown for the nq, distribution in Figure 10.2. The
ratio between the unfolded and the particle distribution is flat at one (blue line in ratio panel on
the left-hand side and red line on the right-hand side). In the figure, the unfolded and particle
distributions are also shown for events with ng > 2 which do not migrate outside the detector
phase-space. The unfolded and particle distributions are labelled "visible" and correspond to the
distributions without applying the correction factor £™** (see Equation 10.5). These distributions
are also very similar (two red lines) verifying the matrix-based step. In the ratio, one can see that the
blue and the red curves do not agree for n., < 6. The correction factor was introduced to account
for events which are lost due to the track reconstruction efficiency but would pass the particle level
phase-space cuts, which is mostly relevant for the low n¢y, bins.

As additional closure tests, the unfolded distribution is compared when unfolding the prediction
from the EPOS generator but using the matrix calculated with the pyTHIA 8 A2 generator. The
results are shown in Figure 10.3 for the ng, distribution. The same labelling is used as for the
previous plot. In the left-hand plot, one can see differences in the first n¢y, bin, as the ratio between
the unfolded and the particle distributions differ by 3.5%. For higher values of ng,, the ratio is
at one, so a good agreement can be observed when unfolding the EPOS prediction from the
PYTHIA 8 A2 matrix. On the right-hand side, the unfolded distributions for this setup are shown
for an increasing number of iterations. As one can see, the agreement between the particle and
the unfolded distributions increase with increasing iterations. The differences between the last two
shown iterations are already small, thus for this setup five iterations were chosen.

Similar closure studies were also performed for the other distributions. In Figure 10.4, the n
distribution is shown using the pyTHIA 8 A2 and EPOS generator as input distribution and applying
the different correction factors and the bin-by-bin correction. The ratio shows the agreement between
the particle and the corrected distribution. In the very first and the very last bin, a deviation of ~1%
can be observed. Other deviations over the full 7 range are smaller than 0.4%.
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Figure 10.3: Closure test for the n., distribution (left). The particle and unfolded distributions for
an increasing number of iterations (right). For both plots the EPOS generator was used for the
input distribution and the pyTHIA 8 A2 generator for the construction of the unfolding matrix. The
bottom panel shows the ratio to the particle level.

Figure 10.5 shows the closure tests for the pr distribution using the pyTHIA 8 A2 (left) and EPOS
(right) generator. For both cases, the pyTHIA 8 A2 generator was used to calculate the resolution
matrix and the track weights. Comparing the generated (particle) to the unfolded distribution shows
a very good agreement for both generators.

The closure test for (pt) versus ngy, is performed on the distribution itself as well as on the two
individual input distributions. This is shown in Figure 10.6 using the pyTHIA 8 A2 generator for
the input distribution and the resolution matrix. All three distributions show some disagreement
between the generated and the unfolded distribution in the low n¢, region. The unfolding works
well for n¢e, > 15 where the ratio is consistent with one.

Additional plots for these closure tests can be found in Appendix B.1 showing other combinations of
generator inputs. All observed differences are taken into account for the analysis and are considered
as the systematic uncertainty in the unfolding method. For n.,, the general difference is around
3% in the first bin and smaller for the neighbouring bins. The non-closure for ng, can be given as
4%,2%,2%,2% for ncy, = 2, 3,4, 5 respectively. For the n distribution, an overall non-closure of 0.4%
is used. The very first and very last bin show larger differences up to 1%. The low pt shows a good
agreement between the generated and the unfolded distribution below 1%. The differences increase
for increasing pr, but stay below 3% for pt > 10GeV. The ratio between the generated and the
unfolded distribution for {pt) versus ng, is nearly flat at one for high n., values. The differences
are below 0.5%. For ng, < 15, a difference of 2% is observed.
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10.3 Systematic Uncertainties

The systematic uncertainties are obtained by using modified input distributions. The unfolding
procedure is applied to those and compared to the results using the nominal input distribution. For
this, the matrix and the correction factors are not changed.

Systematic uncertainties arising from the material are considered. Those incorporate uncertainties
due to the modelling of the material as well as the uncertainty obtained in N-1 tests of the
track reconstruction efficiency when removing individual selection cuts. The following sources of
uncertainties are also considered: The statistical uncertainty of the track reconstruction efficiency,
the fraction of non-primary tracks and badly measured tracks which are not removed by the y?
cut, the uncertainty due to the out-of-phase-space correction, and the uncertainty related to the
removal of strange baryons. The systematic uncertainties from the vertex and trigger efficiency are
negligible compared to those from the track reconstruction efficiency and are not considered further
in the analysis.

There are additional uncertainties, which are only significant for individual distributions and can
be neglected for others. The correction factor £™** is only relevant for the first bins of the ng,
distribution and thus the statistical uncertainty in this factor is only taken into account for the n.p
distribution. The corrections in the alignment are relevant for the transverse momentum of the
tracks and is therefore taken into account for the pr distribution. The statistical uncertainty in the
resolution matrix is propagated for both the n¢, and the pt distribution.

The differences between data and the MC prediction in the pr-spectrum are also considered as a
systematic uncertainty. For this, the average track reconstruction efficiency is calculated as function
of nge for all tracks and compared between data and the prediction from the EPOS and pyTHIA 8§ A2
generators. The differences arise from the differences in the pt and 7 of the tracks. The prediction
from EPOS is located between the measured data and the pyTHIA 8 A2 prediction for the full
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Figure 10.7: The average track reconstruction efficiency as function of ng for data and the EPOS
and pytHIA 8 A2 generator (left). The difference of the average track reconstruction efficiency
between data and pyTHIA 8 A2 (right).
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distribution as can be seen in Figure 10.7. Therefore, the difference between data and the prediction
from pyTHIA 8 A2 is calculated and the absolute difference is taken as a systematic uncertainty. This
difference can be seen on the right-hand side of Figure 10.7, it goes up to 1% for large multiplicities.
The systematic uncertainty is applied for the ngy, distribution and for (pr) versus nc.

As described above, the non-closure of the unfolding procedure is taken into account as a systematic
uncertainty in the method itself. These uncertainties are determined for each distribution separately.
Table 10.2 gives a summary of all systematic uncertainties. As size of the systematic uncertainty,
the maximum value observed in at least one bin of at least one distribution is given. The effect
of e.g. badly measured tracks is only relevant for the pr distribution, but very small for all other
distributions. Overall, the uncertainties on the material and the secondaries have the largest effects
for all distributions for this analysis.

In Figure 10.8, the breakdown of the systematic uncertainties is shown for the ngy, distribution.
Both the unfolded data (labelled "Nominal") and all the different up and down variations are shown.
The pyTHIA 8 A2 generator is used to determine the resolution matrix. It is clearly visible, that
the effect of the material uncertainty shows the largest differences. The second leading systematic
uncertainty arises from the secondaries, where especially the low momentum tracks are sensitive
to. On the right-hand side of Figure 10.8, the total uncertainty as well as the contribution of the
statistical uncertainty in the resolution matrix are shown. The uncertainty band is not symmetric,
as the effect on the shape of the ny distribution varies for the up and down variations. This effect
is strongest for the material uncertainty, as more material leads to a smaller track reconstruction
efficiency, and thus less charged-particles, and vice versa. For the material, the up (down) variation
is 0.82 (1.38) for the last shown bin.

Figure 10.9 shows the breakdown and the full uncertainty for the n distribution. Especially for
this distribution, the main uncertainty arises from the imperfect knowledge of the material in the
detector. The large uncertainty at high || comes mainly from the uncertainty in the Pixel service
region.

The breakdown of the systematic uncertainties is shown for the pr distribution in Figure 10.10 on
the left-hand side. The right-hand side shows the unfolded distribution with the systematic and the
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Figure 10.8: Breakdown of all systematic uncertainties for the n, distribution (left). Total uncer-
tainty and the contribution from the statistical uncertainty from the resolution matrix as function
of n¢y, (right).
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Table 10.2: List of all systematic uncertainties. As size the maximum value observed in at least
one bin for at least one distribution is given, even if it is much smaller for the other distributions or

for most of the bins.

Distribution Systematic uncertainty Max. value
all material 10%
all secondaries 5%
all strange baryons 2%
all badly measured tracks 7%
all out-of-kinematic-range 0.5%
fch propagation of stat uncert. on matrix <1%
PT propagation of stat uncert. on matrix | 4% for pt <10 GeV
<30% for pr <14 GeV
>40% for pt >14 GeV
Hehs {PT) PT spectrum <1%
‘ Non-closures
Nch 4%,2%,2%,2% in ncy =2,3,4,5
n 0.4% for the full range, 1% for the first and last bin
PT 1% for pr <10 GeV, 3% for pt >10 GeV
{(pr) 2% in ney, <15 and 0.5% everywhere
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Figure 10.9: Breakdown of all systematic uncertainties for the n distribution (left). The corrected

data with the total syste
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data with the total and only the statistical uncertainties (right).
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statistical uncertainties combined. For the low momentum region, the imperfect knowledge of the
material is again the most dominant systematic uncertainty. For high transverse momentum, the
total uncertainty is mostly caused by the statistical uncertainty.

The systematic breakdown and the total uncertainty for the measurement of (pt) versus n, is shown
in Figure 10.11. As previously discussed, for this measurement, first the individual components
>, pr versus ng, and ;1 versus ng, are corrected and unfolded, which includes the individual
consideration of the systematic uncertainties. For the final result, the ratio of those two distributions
is considered, which leads to a cancellation of many of the systematic uncertainties. This can be seen
in the breakdown for the {(pr) versus n., measurement where the dominant uncertainty comes from
the observed non-closure. Overall, this measurement is very precise and has, due to the non-closure,
a total uncertainty of 2% in the first bin and less than 1% over the full range.



11 Results and Outlook

11.1 Results

The corrected and unfolded data distributions are compared to several MC predictions. Those are
produced using a Rivet [135] routine for pyTHIA 8 A2, PYTHIA 8§ MONASH, EPOS and QGSJET-1I.
In Figure 11.1, the unfolded data distributions and the different MC predictions are shown. As
previously discussed, strange baryons are excluded from the primary particle definition for those
plots. Similar plots are provided in Appendix B.1, where the strange baryons are included and
additional plots are presented as comparison to other generators.

The general agreement for the i distribution between the unfolded data and the different MC
predictions is good especially in the region || < 1.5. The prediction from the pyTHIA 8§ A2
generator forecasts a similar shape, but lies below the data. For both the pt and the n, distributions,
the various MC predictions do not match the data well. Best agreement between the unfolded data
and the MC prediction is visible for EPOS. Similar agreement between the prediction from EPOS
and the unfolded data can be seen for the (pr) distribution. The agreement for pyTHIA 8§ A2 and
PYTHIA 8 MoNAsH gets worse for increasing multiplicities. The description from QGSJET-II is
very poor as it predicts a mostly flat distribution.

In order to compare the mean particle density with other and previous ATLAS measurements, the
contribution of the strange baryons have to be included into the definition for the primary particles.
For this, an extrapolation factor was derived where the central value was calculated using the EPOS
generator. The systematic uncertainty is taken as the difference between EPOS and pyTHIA 8 A2,
due to the largest difference having been observed between those two generators. The extrapolation
factor calculates to 1.0121 + 0.0035. This results to a mean particle density of

1 dng
NCV dn ]7:0

= 6.500 = 0.002(stat.) + 0.099(syst.) . (11.1)

Figure 11.2 shows the mean particle density including all previous ATLAS measurements [2, 112,
113]. The shown uncertainty includes the statistical and systematic uncertainties for the measured
density as well as for the extrapolation factor, added in quadrature. The predictions for this analysis
from QGSJET-II, pyTHia 8 MonasH and EPOS match well, irrespective of the description
problems observed in the unfolded distributions. Using the measurement with the lower momentum

93



94 Results and Outlook

- T e = 18T
E; 8Ny, =2, p_ >100 MeV, |7| <25 - > E gy 22, p.>100 MeV, [n] <25 ]
>° [ T>300ps ] O 16;r>300 ps B
8 750 ATLAS Vs =13 TeV 4 & £ ATLAS {s=13TeVv .
s T 1 g “¢ 3
z ] ISy r ]
S 7 Z 1ok -
| 5 [e —e— Data ]
S § Z 10k — PYTHIA 8 A2 E
6 53 ) = o —- PYTHIA 8 Monash ]
- 2 E‘F ----- EPOS LHC R
g E & -e QGSJET 11-04 ]
6 —— Data 7 :> 6 —
r — PYTHIA 8 A2 ] = F 7]
5.5 —+ PYTHIA 8 Monash A = a— —
~E e EPOS LHC ] r ]
- -= QGSJET 11-04 1 of e
50 ] r 1
R e L B B A R E AN Oy : } 1 1A -~
1 e M E
= L ]
D =
: ] Q .
C 1 = ]
0‘%’ . . . . . . . . . ] 0.6:‘: . . . . . . . . . ]
=25-2-15-1-050 05 1 15 2 25 0.2 0406 08 1 12 1416 18 2
p. [GeV]
5 1e ——rr — 5 ~ T
5 ENg 22, p, > 100 MeV, |n| < 2.5 3 8 [ Ngp 22, p, > 100 MeV, |n| < 2.5 ]
\5 [ 1>300ps B o 0.[ 1>300ps ]
z 107 = ATLAS Vs=13Tev E & | ATLAS (s=13Tev ]
I - 1 o.8f- -
Z 10 = L ]
= E E E e
L ] 0.7— =
107 E L .
E —e— Data E 06; ]
i — PYTHIA 8 A2 7 e ]
107 —.PYTHIA 8 Monash r 1
E o EPOS LHC 0.5 — PYTHIA 8 A2 i
F -= QGSJET 11-04 C — PYTHIA 8 Monash ]
PTo ] R O R A EPOS LHC ]
; 0.4 - QGSJET 11-04 R
i E\ T 1 T 1 T 1 TR 1 TR ]
1.1 —
£ g F e
© 154 L
fa) a)
0 o
= =
0.5

Figure 11.1: Primary charged-particle multiplicities as a function of pseudorapidity n (top left)
and transverse momentum pr (top right), the primary charged-particle multiplicity n¢, (bottom left)
and the mean transverse momentum (pt) (bottom right). The black dots represent the data and the
coloured curves the different MC predictions. The vertical bars represent the statistical uncertainty,
while the shaded areas show statistical and systematic uncertainties added in quadrature. The lower
panel in each figure shows the ratio of the MC prediction to data.
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Figure 11.2: Summary plot of mean particle density at = 0 including several ATLAS measure-
ments for different phase-spaces and at different centre-of-mass energies [2, 112, 113]. The 13 TeV
results have been extrapolated to include strange baryons. The data are shown as black triangle with
vertical error bars representing the total uncertainty. They are compared to various MC predictions
which are shown as coloured lines.

charged-particles, the low-momentum-transfer, non-perturbative region of QCD is tested in more
detail than with the higher momentum charged-particles. Thus, comparing those results helps to
better discriminate between the models. Overall, the agreement for PyTHIA 8 A2 seems to be worse
compared to the previous ATLAS results at 13 TeV requiring charged-particles with a pt > 500 MeV.
On the other hand, the QGSJET-II description seems to be adequate for charged-particles with a
pt > 100 MeV, where larger differences were observed for charged-particles with a pt > 500 MeV.

11.2 Summary and Comparison

Primary charged-particle multiplicity measurements with the ATLAS detector are presented for
events with at least two primary charged-particles with pt > 100 MeV and || < 2.5. Amongst the
models considered, EPOS has the best overall description and both pyTHIA tunes provide an overall
reasonable description. The presented results are compared to previous ATLAS measurements as
well as to the latest CMS and ALICE measurements mainly comparing the mean particle density
results without a detailed explanation of the different analysis methods.

From ATLAS, a previous measurement at v/s = 13 TeV uses the same data set as the presented
analysis, but selecting at least one charged-particle with pr > 500 MeV [2]. A similar analysis
strategy is used for both 13 TeV measurements, leading to very similar non-closure uncertainties.



96 Results and Outlook

= S
2 4Fng =1 p >500MeV, | <25

S - 1>300ps
3.5 ATLAS (s =13TeV

—— —— ———— —

f#t{\\\‘\\\\l\

LJ}

== Data
— PYTHIA 8 A2
—- PYTHIA 8 Monash ]
----- EPOS LHC .
1= - QGSJET 11-04 -
TP TNITNI T TN NI
e 1.2; ]
8 1 1&!..‘,!“‘ .................................. Fei
-~ ' :I-,_f‘"-.-n ______________ r—]
O LT _ -
> 4

0.8 55151050 05 1 15 2 2.5
n

Figure 11.3: Primary charged-particle multiplicities as a function of pseudorapidity 5. The black
dots represent the data and the coloured curves the different MC predictions. The vertical bars rep-
resent the statistical uncertainty, while the shaded area show statistical and systematic uncertainties
added in quadrature. The lower panel shows the ratio of the MC prediction to data [2].

Overall, the systematic uncertainties have a similar size, only the uncertainty in the material is
larger for the presented analysis as the low pr tracks are more sensitive to the material.

In Figure 11.3, the pseudo-rapidity distribution is shown for the 500 MeV selection. The charged-
particle multiplicity in the central || region is half of that in the analysis presented here. Overall, the
distribution is flat and does not show the increased number of events for || =~ 1.5. The relationship
between the rapidity and the pseudo-rapidity can be approximated as

cosb [ m 2
n=y+ . (11.2)

2 \pr

Both rapidity definitions agree for massless particles or at high transverse momentum. The presented
analysis goes down towards lower momentum tracks and thus the mass dependence is increased
with respect to the 500 MeV analysis. Following Equation 11.2, a shift away from zero is expected,
which leads to the aforementioned structure in the n distribution.

The same phase-space as presented has already been studied at v/s = 8 TeV at ATLAS [113]. A
similar analysis procedure has been used but applied to various phase-spaces. The mean particle
density for events with at least two charged-particles with pr > 100 MeV calculates at 8§ TeV to

1 dnch

= 571+0.11. (11.3)
Ney  dn |,
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This value is lower than the measured mean particle density from the presented 13 TeV measurement
(see Equation 11.2), but agrees considering the dependence on the centre-of-mass energy which
is also shown in Figure 10.5. The uncertainty has a similar size, as for both analyses the main
uncertainty arises from the imperfect knowledge of the material. To reduce the material uncertainty
at 8 TeV, detailed studies were performed. The findings of these studies were also adapted for the
presented analysis, which helps to reduce the uncertainties for both analyses in the same way. For
the presented analysis, the material uncertainties in the high n region are larger compared to the
8 TeV results as it is dominated by the uncertainty arising from the Pixel services which were newly
installed during the long shutdown. The slightly smaller uncertainty in the mean particle density,
compared to the 8 TeV analysis, originates from the improved track reconstruction due to the IBL
detector and thus lower uncertainties in the track reconstruction efficiency.

The latest results from CMS [114] are measured at 13 TeV without a magnetic field. In this analysis,
two different reconstruction methods are used. The first method is the tracklet method which uses hit
pairs, the second one uses tracks where the tracks are reconstructed from hit triplets. The latter one
has overall less background and a better ;7 resolution. For the final result, both methods are combined
to get a more robust result. The uncertainties between the methods are considered correlated. The
CMS measurements are corrected to inelastic pp collisions. In comparison, the results presented
here do not include such a correction, but are defined via particle level phase-space cuts, and are
therefore more model independent [136].

CMS measured a mean particle density of

1 d}’lch
Ney dn 7<0.5

=5.49 + 0.01(stat.) + 0.17(syst.) . (11.4)

The phase-space is not identical to the presented one, but a coarse comparison shows that the overall
uncertainty is smaller than the one from CMS. Without the magnetic field, no pt measurement was
possible for CMS. Without the magnetic bending, the track reconstruction is more complicated and
therefore the uncertainty increases.

The mean particle density was also measured by ALICE [137] for events with at least one charged-

particle to
1 a’nch

Nev  dn <05

=5.31+0.18. (11.5)

For this measurement, tracklets are reconstructed using the positions of the primary vertex and
two hits. Overall, the uncertainty is larger than in the presented analysis. The largest systematic
uncertainty arises from the normalisation, the detector acceptance and efficiencies and the material.
For the low momentum tracklets, the strange hadron content becomes larger and leads also to larger
uncertainties.

In conclusion, the various measurements give similar results considering the different -ranges used
to define the mean particle density and the slightly different selections. The systematic uncertainties
are lower for the presented and the previous ATLAS measurements compared to CMS and ALICE.
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12 Introduction

12.1 Simplified Supersymmetric Model
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Figure 12.1: The diagram illustrates the top squark decay into a top quark and the lightest neutralino.
The sparticles are shown as red lines. The direct top squark production begins with a squark-anti-
squark pair, but for simplicity, no charge-conjugate symbols are shown [5].

In Section 2, Supersymmetry and corresponding models were introduced as possible extension to the
Standard Model. For the following analysis, the bino LSP scenario is considered (see Section 2.2).
Only the top squark and the neutralino are considered to be light, all other particles are assumed to
be heavy and well decoupled. Different decays are possible according to the mass splitting between
the top squark and the neutralino. The main decay scenario considered in this dissertation is the
decay of a top squark to a top quark and a neutralino which is illustrated in Figure 12.1. If the mass
difference of the top squark and the neutralino is less than the top quark mass, the top squark can
also decay into a bottom quark, a W boson and a neutralino via a so-called three-body decay. The
sensitivity towards this decay is tested.

Several distinct regions of parameter spaces are considered in the analysis presented in the published
paper [5], two of these are presented in the following. The so-called tN_med region is sensitive to
the intermediate to high top squark masses (500 — 900 GeV) and a large range of neutralino masses
(0 — 300 GeV). The other parameter space targets the compressed region where the top squark mass
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is similar to the sum of the neutralino mass and the top quark mass for light top squark masses
(190 — 300 GeV). This parameter space is challenging as the behaviour of the signal is similar to
the main SM background. This region is called diagonal region.

The kinematics of the signal depends strongly on the mass difference of the top squark and the
neutralino. In the scenario targeted by the tN_med region, the high E%’iss from the signal drives
the selection strategy, while in the diagonal region a different approach is needed. The signal there
strongly resembles the background, motivating the use of multivariate techniques to gain sensitivity.

12.2 Basic Strategy

The basic strategy of the analysis is to define a so-called signal region (SR). For this, a selection
strategy is developed to define a region with a large signal and a small background contribution.
The dedicated procedure to define such a signal region depends on the parameter space of interest
and is described in the corresponding section.

Once this signal region is defined, the contribution of the main background processes in this
phase-space has to be determined. For the leading backgrounds, so-called control regions (CRs) are
defined. For each large background, such a region is defined where the corresponding background
process is enhanced. To stay in a kinematic similar parameter space as the signal region, only some
selection cuts differ compared to the signal region.

The normalisation extracted in the control regions is extrapolated to the signal region. The extrapo-
lation is also validated in validation regions. As the control regions, the validation regions should
be dominated by the dedicated background process and stay kinematically as similar as possible to
the signal region. Details for these procedures are explained in the dedicated sections.

After the validation of the background estimates, the expected and observed events in the signal
region can be checked. The extraction of the background normalisation and the test for a possible
signal contribution is done simultaneously in a maximum likelihood fit, as introduced in Section 4.2.



13 Common Analysis Strategy

In the following, two analyses are presented which are part of the published ATLAS results [5].
The optimisation of the tN_med signal region is based on the studies for previous publications [1].
A single bin signal region is defined and additionally a shape fit is performed in order to increase
the exclusion potential. The second signal region targets the diagonal region where the signal and
the background have very similar kinematics. In order to be sensitive to the signal, a BDT is used
to differentiate between signal and background. The full shape information of the BDT output is
used in the analysis, to maximise the sensitivity.

The optimisation of both signal regions is done differently and will be explained in detail in the
later sections. Common for both regions is the same final state requiring at least one lepton and four
jets. The branching ratio for the semi-leptonic decay is smaller than for the pure hadronic decay,
but the charged lepton selection in the final state strongly reduces the QCD multijet background.
Due to the same final state for both signal region, the same data and Monte Carlo samples are used,
the sources of systematic uncertainties are similar, a comparable preselection is applied and similar
variables are useful to separate the signal and the various background processes. Those common
aspects are explained for both regions combined before the details of each region are given.

13.1 Data and Simulated Samples

The analysis is based on the dataset recorded 2015 and 2016 with the ATLAS detector at a centre-
of-mass energy of /s = 13 TeV. After beam, detector and data quality requirements are applied,
the total integrated luminosity calculates to 36.1 fb~! with an uncertainty of 3.2% [85].

In order to describe the different SM background processes and to model the signal processes, MC
simulated events are produced. For this, different generators, PDFs and cross-section calculations
are used which are given in Table 13.1. The dominant background ¢7 is generated with POWHEG-
Box v2 [138] at NLO using the CT10 PDF [139] and pyTH1A 6 [140] for the parton shower and
the hadronisation. As underlying event tune P2012 [141] is applied. The cross-section calculations
are based on NNLO+NNLL [142-147]. The top quark mass for all simulations is set to a value of
172.5 GeV. The same settings are used to produce the single top process where s- and W¢-channels
are included and for the Wt process, the diagram removal scheme (DR) [148] is applied. The
cross-section calculation is also based on NNLO+NNLL [149, 150]. The ¢-channel is generated
with PowHEG-Box vl using the same PDF set and parton shower as used for the tf process.
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Table 13.1: Overview of the production of the nominal simulated samples.

Process MC generator PDF PS/had. Cross-section
tt PowHEG-Box v2 CT10 PYTHIA 6 NNLO+NNLL
Single-top
t PownEec-Box vl CTI10 PYTHIA 6 NNLO+NNLL
s, Wt PowueGg-Box v2 CT10 PYTHIA 6 NNLO+NNLL
W/ Z+jets SHERPA 2.2.0 NNPDF3.0 SHERPA NNLO
Diboson SHERPA 2.1.1-2.2.1 CT10/NNPDF3.0 SHERPA NLO
tt+V MGS5_aMC@NLO 2.3.3 NNPDF3.0 PYTHIA 8 NLO

The cross-section calculation are based on NNLO+NNLL [151]. For modelling comparisons and
the evaluation of systematic uncertainties in the ¢f and single top prediction, similar samples are
produced with MG5_aMC@NLO interfaced to HErwiG++ and PowHEG+HERWIG++ [152, 153].
As part of the Wt theoretical modelling uncertainty, the effects between the singly and doubly
resonant process are considered. For this, additional samples for WWbb, Wt and t7 are generated at
LO with MG5_aMC@NLO interfaced to pYTHIA 8.

SHERPA 2.2.0 [154] is used as generator for W and Z+jets events, where also the parton shower and
hadronisation is applied by SHERPA using the default underlying event tune. The NNPDF3.0 [155]
PDF as well as NNLO [156] cross-section calculations are used. The diboson generation is done
using SHERPA 2.2.1 with the CT10 PDF and NLO cross-section calculation. For the t7 + W/Z
generation, MG5_aMC@NLO 2.3.3 [157] is used at NLO, combined with the parton showering
and hadronisation from pyTHIA 8 [122], as well as the A14 [158] tune and the NNPDF3.0. The
cross-section is calculated at NLO [157].

The signal samples are generated at LO with MG5_aMC@NLO, including up to two extra partons
and interfaced to pyTHI1A 8 for parton showering and hadronisation. The cross-section is calculated
at NLO+NLL [38] and NNPDF2.3 [131] PDF. For the fl — f+ )?? samples, the top squark is
decayed in pYTHIA 8 using phase-space considerations instead of the full matrix element. Thus the
decay products do not preserve the spin information and a polarisation reweighting is needed [159].
For the 7, — bWX ? and 7, — bff X ? samples, the decay is done in MadSpin [160] interfaced
to pyTHIA 8. Without calculating the full matrix element, this gives a good description of the
kinematic distributions such as the mass of the bW system. For those samples, the top squark is
assumed to be composed mainly of 7, which is consistent with the pure bino LSP scenarios.

Samples produced with MG5_aMC@NLO and PownEeG use EvTGEN v1.2.0 [161] for the modelling
of b hadron decays. The signal samples are processed with a fast simulation while all background
samples are processed with the full simulation of the ATLAS detector [58]. The effect of multiple
pp interactions in the same or a nearby bunch crossing is incorporated by varying the number of
minimum-bias interactions overlaid on the hard-scattering event using the pyTH1A 8 A2 prediction.
The number of interactions per bunch crossing is reweighted in the simulation to match the
distribution in data.
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13.2 Preselection

After the general object reconstruction and selection as detailed in Section 7, a basic preselection is
applied. Events surviving this preselection are then used to optimise and define the signal region.

The basic preselection is similar for the two regions, as they both target the semi-leptonic decay
of the top-squark anti-top-squark pair. Thus, exactly one lepton (electron or muon), at least one
b-jet and at least four jets are required. A veto on events with a second baseline lepton reduces the
contribution from dileptonic ¢f production. The largest backgrounds after this selection are events
from 7 and W+jets processes. Any background process with mis-measured jets can be reduced with
additional cuts on the angular distance between the first two leading jets and the missing transverse
energy (|Ad(j1.2, E%“iss)l > 0.4). This cut reduces largely the contribution from QCD multijet events.
A QCD estimate was performed for Reference [5] and the contribution from multijet events was
found to be negligible with a much looser selection. Furthermore, the angular cut improves the
resolution of the my variable which is defined as

mr = \2 - pl - EDS (1 cos AG(L, EP™)). (13.1)

Here A¢ is the azimuthal angle between the lepton and the direction of the missing transverse energy.
The resulting mr distribution is shown in Figure 13.1 for the two leading background processes
— 1t and W+jets. Additionally, a benchmark for the diagonal (m(7,, )??) = (250,62) GeV) and for

the tN_med (m(%,, X ?) = 600, 300) GeV) signal region is shown. For SM decays including a W
boson decay, this is equivalent to the transverse W boson mass and the distribution tends to values
below the W boson mass apart from resolution effects. Due to the additional transverse energy from
the neutralinos in the top squark pair decay, the mt reaches higher values for the two benchmark
signals with a larger effect for the tN_med benchmark sample where the neutralino momentum is
expected to be larger. When applying the preselection cut at 120 GeV, the largest part of the W+jets
background is already removed and is therefore not included in the further plots. The dominant
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Figure 13.1: mr distribution for the two dominant backgrounds— ¢7 and W+jets — and a benchmark
signal for the diagonal and the tN_med signal region after requiring = 1¢£, > 1b-jet, > 4 jets, E%ﬁss >
120 GeV and |A¢(j12, EF™)| > 0.4. The black line illustrates the position of the mr preselection
cut. The distributions are normalised to unit area in order to show the shape differences.
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background after applying the preselection cut stems from dileptonic 77 events where one lepton is
outside the detector acceptance or a hadronically decaying 7 lepton.

The semi-leptonic and dileptonic 77 processes behave very differently. The dileptonic ¢f process
easily survives the mt requirement, but to enter the selection two extra jets are required. In order
to take any differences into account, the 7 process is split in the full analysis into the two separate
components — dileptonic (¢ 2L) and semi-leptonic (¢7 1L) f7.

The stransverse mass myy [162] variable targets decays with invisible decay products inside,
assuming a decay topology with two branches a and b. For a branch i (with i = a, b), the sum of
the four vectors of the measured momenta are labelled as p; = (E;, pri, pzi) and the sum of the four
vectors of the unmeasured momenta as g; = (F;, g1y, ¢i). Using the mass relations m =E; 2 _ *2
and mqi = Fl_2 - qi , the general transverse mass for branch i can be defined as

2
mTl (\/th + mpl \/qu + mq,) - (ﬁTi + gTi)2 . (132)

To generalise this, mr- is defined as minimisation of the missing transverse energy between gr,
and gt, while maximising mr, or mry

mry = min  {max(mr,, mrp)} . (13.3)
Gra+gro=E"*

There are different variants of this variable which only differ in the measured particles, the assumed
unmeasured particles and the choices for the input masses my, and m,.

Dileptonic ¢ events where one of the two leptons decays via a hadronically decaying 7 are further
suppressed using the stransverse mass variable m7.,. As measured particles, the 7 candidate is
assigned to branch a and the charged lepton to branch b. This means, the unmeasured particles in
branch a are the two neutrinos associated with the W and 7 decay, and the neutrino associated with
the charged lepton is assigned to branch b. Therefore the input masses are chosen as my, = mgyp =
m, = 0GeV. This is illustrated in Figure 13.2 on the left-hand side. With these assumptions the
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Figure 13.2: [llustration of the m7., reconstruction (left) and the resulting distribution (right) for the
leading background process ¢ and a benchmark signal for the diagonal and the tN_med signal region
afterrequiring = 1¢, > 1b-jet, > 4 jets, EmlSS > 120 GeV, |Ad(j1 2, Em‘SS)| > 0.4 and mt > 120 GeV.
The coloured box (veto region) 111ustrates the region which is cut out.
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Figure 13.3: E‘TniSS distribution for the leading background process tz and a benchmark signal for
the diagonal and the tN_med signal region after requiring = 1¢, > 1b-jet, > 4 jets, E%“iss > 120 GeV,
|Ad(j12, E%‘iss)l > 0.4, mr > 120 GeV as well as the m7., veto. The dashed black line illustrates the

increased position of the E%“iss cut for the tN_med preselection. The distributions are normalised to
unit area in order to show the shape differences.

my., variable can be calculated. For the SM background processes, the endpoint of this variable
is around the W boson mass, where the signal tends towards higher values as the E{™* spectrum
and the jets are harder. This effect is stronger for the tN_med benchmark signal as the differences
between the signal and the background increase with increasing top squark and neutralino mass
difference. In case of a hadronically decaying 7 candidate, the event is vetoed when m7., < 80 GeV.
An event will be kept, if no hadronically decaying 7 candidate is found. The full m7., distribution is
shown in Figure 13.2 where the coloured area indicates the removed events (veto region).

The E%“SS distribution is shown in Figure 13.3 after applying the looser preselection requirement of
120 GeV. The SM background processes as e.g. tf have only a small amount of ET". The signal
kinematic for the diagonal benchmark sample is very similar, as no additional E5"** can be produced
in the compressed region and thus no tighter cut is applied. The E™* increases when the mass
difference between the top squark and the neutralino increases and thus the neutralinos have a larger
momentum. As they cannot be measured in the detector, this results into larger ETmiSS as visible
for the tN_med signal benchmark. For the tN_med region an increased EI"™* cut is used in the
preselection at 230 GeV which is shown as dashed line in the plot. Using this tighter preselection
reduces a large amount of the background contribution for this signal region.

In Table 13.2, the exact preselection requirements are given for both the diagonal and the tN_med
signal region. Due to the E}ni“ requirement, the preselection for the diagonal region is looser.

The tN_med signal region requires a E¥‘i“ cut of 230 GeV and therefore the E%niss trigger is applied.
The trigger efficiency is shown for data and ¢ events on the left-hand side of Figure 13.4 and is
larger than 95% for the given E%ﬁss selection. The data and ¢7 simulation agree well for all events
with E"* > 230 GeV which verifies a good modelling of the trigger turn-on.

For events with E%“iss < 230 GeV, the trigger efficiency gets low and differences between data and
tt events show up. Thus the ET™* trigger alone is not sufficient for the diagonal preselection. For
this preselection, a combination of the E™* trigger and the single lepton triggers is used. The EI™*
trigger is used for events with E™* > 230 GeV and the single lepton triggers are used for the events
with a lower EI™* value. The single lepton triggers are 90% (80%) efficient for electrons (muons).
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Table 13.2: Preselection requirements applied before the signal region is optimised for the diagonal
phase-space and the region targeting intermediate top squark masses (tN_med).

Selection Diagonal tN_med  Comment
Trigger | Ef™* or lepton Eqss EMS trigger when EF™S > 230 GeV
Jet cleaning yes yes veto jets failing the loose cleaning criteria
Signal lepton =1 =1 no additional baseline lepton
Signal jets >4 >4
b-jet > 1 > 1
|Ad(ji 2, E%ﬁss)| > 04 > 04 reduces events with mis-measured jets
my, > 80 GeV > 80GeV remove events with had. 7 candidates
mr > 120 GeV > 120 GeV
E%mss > 120 GeV > 230GeV

In Figure 13.4, the E%“iss distribution is shown when using the combination of single lepton and
E%’iss trigger as described above and using only Fhe lepton trigger for ¢7 events. Adding the E}ni“
trigger increases the amount of events for the EF"* tail by 20%.

In Figure 13.5, the contribution of the different background components is shown for both pres-
elections. The leading background process is dileptonic 7. The next leading background for the
diagonal preselection is semi-leptonic ¢z, followed by W+jets. Due to the higher E%’iss requirement
for the tN_med preselection, more semi-leptonic 7 is removed as only one neutrino contributes to
the E%‘iss (compared to two neutrinos in the dileptonic #7 case). Therefore the W+jets contribution
is slightly larger for this preselection compared to semi-leptonic ##. Smaller backgrounds which are
taken into account in the analysis are single top (dominated by dileptonic Wt channel), 7 +V and

diboson processes.
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Figure 13.4: Trigger efficiency versus E}“iss for data and ¢f simulation. The preselection cut for
tN_med is indicated as black dashed line (left). E%‘iss distribution using the combination of single
lepton or E%niss trigger and using only the single lepton trigger (right).



13.3. Variables Separating between Signal and Background 109

Preselection: diagonal [ tt 2L (56.6%) Preselection: tN_med [ tt 2L (68.2%)
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Figure 13.5: Contribution of the various background components after the diagonal (left) and the
tN_med (right) preselection.

13.3 Variables Separating between Signal and Background

In the following, further variables are presented which are used either for the tN_med or the
diagonal signal region. All those variables are shown as shape comparison plots after applying the
looser preselection as needed for the diagonal region. The leading background process ¢ and two
benchmark signals are shown. The benchmark signal for the compressed phase-space has a top
squark mass of 250 GeV and a neutralino mass of 62 GeV such that is located near the diagonal
boundary. The tN_med benchmark signal has a higher top squark mass with 600 GeV and also a
higher neutralino mass with 300 GeV, this signal sample is at the border of the previous exclusion
limits [163].

The amr variable is an asymmetric mr; variant similar to the above described m.,. In this case
dileptonic events are targeted where one lepton is not reconstructed. As measured particles, one
b-jet is assigned to branch a and the second b-jet as well as the charged lepton are assigned to
branch b. As only one b-jet is required in the preselection, the b-jets are identified based on the
highest b-tagging weights. As the b-tagged jets can thus be assigned in two different ways, both
variations are calculated and the minimum is kept for the final variable. The unmeasured particle
in branch a is the W boson which decays leptonically but the charged lepton is not identified as
lepton. For branch b, the unmeasured particle is the neutrino associated to the measured charged
lepton. Thus the input masses are chosen as mg,, = my = 80GeV and my, = m, = 0GeV. An
illustration of this and the corresponding distribution are shown in Figure 13.6. For dileptonic 7
events where one lepton is lost, this variable is bound from above by the top quark mass. For most
of those events the average value is lower at around 140 GeV. A similar shape can be observed for
the diagonal benchmark sample, as the mass difference between the top squark, the neutralino and
the top quark is small and thus the momenta of the neutralino is small. Therefore, this variable does
not help to separate the samples near the diagonal boundary from the ¢ process. Going towards
higher top squark masses, higher values for the amr, are observed as the larger momentum of
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Figure 13.6: Illustration of the amy; reconstruction (left) and the resulting distribution (right) for

the leading background process ¢# and a benchmark signal for the diagonal and the tN_med signal

region after applying all preselection requirements. The distribution is normalised to unit area in
order to show the shape differences.

the neutralinos contributes to the E%‘iss and thus to the individual masses mT;. This shows a good
separation potential using the amy; variable for the tN_med signal region.

Another variable used, is the angular distance between the b-jet and the lepton. The variable is
called AR(b, £) and is shown in Figure 13.7. The b-tagged jet can either be from the same top quark
as the lepton, which would lead to smaller values of AR(b, £). If the b-tagged jet comes from the
hadronically decaying top quark, the AR(b, £) value will be larger. Thus a two peak structure can
be seen for the ¢f process and the benchmark signal for the compressed phase-space. The tN_med
benchmark signal tends toward lower values. As the 77 system is boosted against the neutralinos,
the b-tagged jet is nearer to the lepton independent from which top quark both stem.

The HM is the negative vectorial sum of the momenta of the signal jets and the lepton and defined

T,sig
as
. | I:’ImiSS| -M
H'ss = —/———, (13.4)
’ a—ll_}miss |
T
where the 0| is the corresponding resolution. The jet momenta are smeared 1000 times for each

g%niss |

event according the corresponding jet energy resolution. The FI%““ is recalculated and the | miss|
T

is then defined as the RMS of the fl}“igs distribution from those smeared jets. The lepton is assumed
to be well measured and thus the corresponding uncertainty is not considered. The M is an offset
parameter which is taken to be 100 GeV which is a characteristic scale of background processes
and was optimised for previous publications [164]. The H%“;; is thus the significance of the excess

of I?I%liSS above the background expectation. This variable helps to reject backgrounds with E}ni“
due to mis-measured jets. In Figure 13.7, the H%‘S; distribution is shown where a similar shape can
be seen for the background and the compressed benchmark signal. The tN_med benchmark tends
towards higher values as the neutralinos have a stronger boost in the process and thus the momenta
of the lepton and jets are larger.

The leading background comes from dileptonic #7 events. These events do not have a hadronically
decaying top quark, while such a top quark is expected for the signal processes. Thus, reconstructing
the hadronically decaying top quark further reduces the dileptonic ¢7 process. Two different methods
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Figure 13.7: AR(b,¢) (left) and H‘Tmsfz (right) distribution shown for the leading background
process #f and a benchmark signal for the diagonal and the tN_med signal region after applying all
preselection requirements. The distributions are normalised to unit area in order to show the shape
differences.

are used for the two signal regions. The reconstructed top quark mass is shown in Figure 13.8 for
the ¢f background and both signal benchmarks. For the left-hand side plot, a reclustering technique
is used while a x> method is applied for the right-hand side plot. With both techniques, the hadronic
top quark decay is reconstructed at a mass of 175 GeV.

The recursive reclustering is based on the usual small radius jets as described previously in the
object reconstruction in Section 7. Those jets are clustered together into a large jet using the anti-k;
algorithm with a radius parameter of R = 3.0. Using an iterative procedure, this radius is reduced
to a radius which approximately matches the p: R(pt) = 2 - muop/pr. If a large fraction of pr loss
is observed during the shrinking process, the large radius jet is discarded as a potential candidate.
When more than one top quark candidate is found with this procedure, the one with a mass closest
to the top quark mass is used. Applying an additional mass cut for the top candidate can therefore
help to reduce events with no true hadronically decaying top quark inside. In the shown distribution,
the ¢ process includes both semi-leptonic and dileptonic ¢f events leading to a mass peak around
the top quark mass produced from the semi-leptonic events.

The other reconstruction method uses a_y? minimisation in order to select the three jets which are
most compatible with a hadronically decaying top quark. This is done by minimising

2 2
2 (mjl’jZ’bi —my) + (mjl,jz — my)
- 2 o2
mMj,.j2.b; mMjy.j>

(13.5)

where i = 1,2. As previously, the two jets with the highest b-tagging weight are considered as
the b-jets. The two jets ji, j» are the jets with the highest pt excluding b; and b,. The resolution
parameters are defined as

2 2
T oy = 11 b ( L+ r + 7, ) (13.6)
_ 2
T2 =My rjl + rjz) (13.7)

where r, is the fractional jet energy uncertainty of the pt for jet x determined in dedicated studies [5].
The mass combining these three jets as top quark is shown in Figure 13.8 on the right-hand side and
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Figure 13.8: Mass distribution of the reclustered hadronic top candidate (left) and using the y?
method (right) shown for the leading background process ¢7 and a benchmark signal for the diagonal
and the tN_med signal region after applying all preselection requirements. The distributions are
normalised to unit area in order to show the shape differences.

is referred to as )(z—based M had- Using the X2 minimisation, in most of the events, a combination
compatible with the top quark mass is calculated. The leptonically decaying top quark can then be
reconstructed by combining the lepton with the remaining b-tagged jet, or the highest pr jet (in
case the event has exactly one b-tagged jet which was already used for the hadronically decaying
top quark).

In Figure 13.9, the hadronic top pt is shown using MC generator information (selecting the true
hadronic top). The transverse momentum of the hadronic top quark is strongly related to the mass
difference of the top squark and the neutralino. Larger mass differences result in a larger transverse
momentum, which can be seen in the comparison between the diagonal and the tN_med benchmark
signal: the diagonal signal tends toward lower pt values. On the right-hand side, the efficiency for
both top quark reconstruction methods is shown. The reconstruction efficiency for the y? method
is estimated using the jets which are matched to the partons with a minimal radial distance of
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Figure 13.9: Transverse momentum distribution of the true hadronic top quark for ## and a
benchmark signal for the diagonal and the tN_med signal region (left). The efficiency to reconstruct
the hadronically decaying top quark for the y? method and the recursive reclustering (right).
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AR < 0.4. For the efficiency of the recursive reclustering, the top candidates are matched to a true
top quark with a minimal radial distance smaller than the radius of the candidate. Furthermore,
the partons are matched to the candidate and no other matches have to be found to reconstruct
exactly the hadronic decay. In addition, the top quark mass has to be in the mass window of
myp € (150,200). Comparing the two efficiencies versus the true hadronic top quark pr shows that
the recursive reclustering is better for higher pr values. But for lower values around pt = 100 GeV,
the y? method has a higher efficiency. A high efficient top tagging approach is desirable as it can
be used to build signal-depleted region by vetoing. For the diagonal benchmark with an overall
smaller true hadronic top pr, the )(2 method is preferred, whereas for the tN_med benchmark the
recursive reclustering is used. In cases where also the leptonic top reconstruction is needed, the y?
method is used for this reconstruction even for the tN_med signal region.

In the following, additional variables are presented which are based on the y? reconstruction method
as these variables use the reconstructed hadronically and leptonically decaying top quark as input
for the calculation.

One of these variables is the perpendicular component of the missing transverse energy to the
leptonically decaying top quark — E;*. For this, both the EX"™* and the leptonically decaying top
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Figure 13.10: Schematic for the E;I"js For backgrounds, the neutrino is collinear to the E%“iss and
thus a small perpendicular component is expected (left). For top squark decays, the neutralinos
contribute to the E%“i“ and thus the collinearity is not given and higher values are expected
(right) [165].
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Figure 13.11: E;“js distribution shown for the leading background process #f and a benchmark
signal for the diagonal and the tN_med signal region after applying all preselection requirements.
The distributions are normalised to unit area in order to show the shape differences.
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Figure 13.12: Angular distribution between the hadronic top and the E%niss (left) and between both
top quarks (right) using the y? method for the reconstruction shown for the leading background
process tf and a benchmark signal for the diagonal and the tN_med signal region after applying all
preselection requirements. The distributions are normalised to unit area in order to show the shape
differences.

quark are boosted into the #7 rest frame. For the following calculation only the x- and y-components of
the four-vectors are considered. Thus, the magnitude of the perpendicular component can be defined.
This is illustrated in Figure 13.10 and the corresponding distribution is shown in Figure 13.11. For
the 17 background, the neutrino is mostly collinear to the leptonically decaying top quark and thus
only small values are observed. For the signal, the neutralinos contribute to the missing transverse
energy and this distorts the collinearity from the leptonically decaying top quark and the E}‘“SS. For
increasing mass difference between the top squark and the neutralino, the E;“js increases. This is
visible in the plot, where the ¢7 background as well as the signal with low neutralino masses are
very similar at values around 120 GeV. For higher mass differences, as for the tN_med benchmark,
higher values are observed and a good separation potential can be seen.

Further input variables are angles between the reconstructed hadronically decaying top quark (based
on the y? method) and either the E}“iss or the reconstructed leptonically decaying top quark. The
corresponding distributions are shown in Figure 13.12. Overall, only small shape differences are
visible as the angle between the decay products changes slightly in the various decays. These
differences are not sufficient to use in a cut-based analysis, but can improve the separation in an
analysis based on a BDT as it is described later.

13.4 Systematic Uncertainties

Besides the statistical uncertainty coming from the finite number of events in the sample, the
signal and background estimation is also affected by systematic uncertainties. Sources of systematic
uncertainties are the finite precision of the calibration of the reconstructed objects, the inaccuracies
in signal and background modelling and the non-perfect description of the experimental conditions,
for example luminosity or pile-up. The sources of the systematic uncertainties are similar for
both regions and these common aspects are detailed below. The effects and the estimation of
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the systematic uncertainties are different for both signal region and thus the exact handling and
additional information are given in the dedicated sections.

13.4.1 Experimental Systematic Uncertainties

The dominant experimental uncertainty arises from the imperfect knowledge of the jet energy
scale (JES) and the jet energy resolution (JER) [166, 167]. The jet energy resolution affects the
endpoint of the m distribution and thus influences the efficiency of the mr requirement. For the
JES uncertainties, a reduced set of uncertainties is used, which includes three jet energy scale
components and one uncertainty for the n-intercalibration. It is designed to reduce the computing
time without loosing too many correlation information of the uncertainty [7]. This reduced set is
tested and found to be sufficient for this analysis. Further uncertainties arise from the modelling of
the b-tagging efficiencies and the mis-tag rates [105, 168].

Smaller sources of the experimental uncertainties are the modelling of the lepton energy scale
and energy resolution, the contribution of the E%niss soft term, the reconstruction and identification
efficiencies as well as the trigger efficiency, the modelling of pile-up and the uncertainty in the
integrated luminosity.

13.4.2 Theoretical Systematic Uncertainties

The theoretical systematic uncertainties arise from the imperfect modelling of the processes in MC
generators. They are determined by varying the MC generator parameters, such as the renormalisation
and factorisation scales, and the merging parameters. In order to assess the influence of the
MC generator implementation, the prediction of different MC generators are compared. Further
uncertainties arise from the uncertainty in the total cross-section of the predicted backgrounds. As
the yields of the dominant backgrounds are determined in dedicated control regions, uncertainties
in those processes only affect the extrapolation from the control into the signal region (and amongst
the various control regions). Thus for those processes, no cross-section uncertainty is considered.

Considered theoretical systematic uncertainties for ¢f and single top are uncertainties due to the
choice of the MC event generator, hadronisation and fragmentation modelling, the amount of initial
and final state radiation [169]. The MC generator uncertainty is estimated comparing the events
generated with PowHEG-Box and HErRwiG++ v2.7.1 with either MG5_aMC®@NLO v2.2.3 and
HerwiG++ v2.7.1 (NLO) or SHERPA v2.2. To estimate the effect of fragmentation and hadronisation,
events are compared which are generated with PowHeG-Box and hadronised with either pyTHIA
6 or HERwiG++. The size of the initial and final state radiation is estimated by comparing events
generated with PowHEG-Box +PyTHIA 6 using different parton-shower radiation, NLO radiation,
as well as modified factorisation and renormalisation scales where the scales are each varied by a
factor of either 0.5 or 2. For the diagonal region, no dedicated control region is built for the single
top background and the total cross-section uncertainty for this process is 5.3% [149], derived from
the uncertainty in PDF effects and the scales.
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Interference effects between 7 and single top Wt processes are taken into account by using a sample
with inclusive WWbb events generated with MG5_aMC@NLO v2.2.3 (LO) which are compared
to the sum of the 77 and Wt events [169].

For W+jets, the generator comparison is performed using SHERPA with MG5_aMC@NLO v2.2.3
and pytHIA 8 (NLO). Additionally, variations are estimated for the renormalisation, factorisation
and resummation scale, and the matching scheme related to the matrix elements and the parton
showers.

The modelling uncertainty of the ¢7 + Z is estimated using independent variations for the renormal-
isation and factorisation scales as well as PDF variations. The generator uncertainty is performed
comparing events generated with MG5_aMC@NLO v2.2.3 and pyTHIA 8 (NLO) and SHERPA v2.2.
For the diagonal region, no dedicated control region is built for this background and therefore the
uncertainty in the total cross-section of 13% [157] affects the estimate.

For the diboson background, also the renormalisation, factorisation and resummation scale are
varied and taken into account as uncertainty. As no control region is defined for this background,
the uncertainty in the cross-section is taken into account and used as uncertainty. This uncertainty
in the total cross-section is 6% [170].

For the signal samples, the effect of the cross-section uncertainty is calculated using the envelop of
different cross-section predictions varying the different PDF sets, the factorisation and renormali-
sation scales [38].
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The first analysis presented is the tN_med region targeting intermediate top squark masses and a
wide range of neutralino masses. This region is optimised as a cut-and-count signal region using the
same optimisation procedure as the other cut-and-count regions in the corresponding publication [5].
The algorithm was developed as part of this dissertation and already applied for signal regions in
previous publications [1].

Figure 14.1 shows previous limits from the different ATLAS searches at v/s = 8 and 13 TeV. The
benchmark point for the presented analysis is chosen to be at the border of the previous exclusion
with a top squark mass of 600 GeV and a neutralino mass of 300 GeV aiming at intermediate top
squark masses.

In this chapter, first the algorithm used for the optimisation is presented and afterwards the details
of the tN_med signal region are given. The dominant backgrounds are normalised using a data-
driven technique. The exact procedure for the determination and its validation is explained. The
compatibility of the background estimate in the signal region with the data is tested in a simultaneous
fit, determining also an optional signal contribution.

i, production,f,~ bt X /T, ¢ X} /T~ Wb/t tX)  Status: ICHEP 2016
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Figure 14.1: Summary of the dedicated ATLAS searches for top squark pair production based on
data taken at v/s = 8 and 13 TeV [163]. Exclusion limits at 95% CLs are shown. The dashed and
solid lines show the expected and observed limits, respectively, including all uncertainties except
the theoretical signal cross-section uncertainty.
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14.1 Optimisation Algorithm

The signal region is defined by requirements on various variables which can separate between the
signal and the background processes. These variables can be correlated and thus a simple scan for
each variable is not sufficient. It is no option to simply test many combinations as the amount of
combinations increases strongly with each new variable. Therefore, an algorithm is defined which
finds the optimal set of variables and the exact requirements.

The optimisation is done for a signal process and given background processes after applying a
preselection. The algorithm is performed iterative. First of all, for each input variable an optimal
cut is searched. This means the cut position, where the expected significance is the largest.! The
variables are then ranked by the largest significances after these cuts. For the best ranked variable
the cut is applied. Afterwards, all variables are ranked again and the next cut is applied, resulting
into tighter cuts for each iteration. This is iterated until the change in significance when applying
the next cut is lower than one percent.

With this procedure, the first cuts are very tight as no correlations between the variables are taken
into account and the cuts cannot be relaxed anymore. Therefore the algorithm is improved by
introducing a so-called damping function which limits the minimal background efficiency. With
this function, the first cuts are looser than the optimal cut position. The efficiency threshold is
determined by the damping function depending on the number of iterations, and no background
restriction is applied at a high number of iterations. For each ranking all variables are checked, so
basically a tighter cut at the variable from the previous iteration can be applied if no other variable
is preferred due to some correlations.

The performance of this damping function was studied with a simplified case. For this, random
distributions for a signal and background were produced. Both are produced as 2D Gaussian with
the same correlation factor. The cut values and the resulting significances were optimised without
any damping function and with a linear and an exponential damping function. Without any damping
function, a tight cut is applied on the y variable. In the second iteration, no further cut for the y
variable is needed, but the overall significance improves when applying a requirement on the x
variable. No further iteration is needed in this case. When using the damping function, the cuts are
chosen looser. The cut value increases slightly over the iterations in a similar way for both variables.
The number of iterations needed increased in this example to six.

The results are summarised in Figure 14.2. The distributions are shown as well as the different cut
values when using no damping function or the linear or exponential damping function. When using
a damping function, the cuts used are set more reasonable as they get more symmetric. Without the
damping, the first cut was chosen too tight and thus the overall result is worse. This can also be
seen in the given significances in the plot, where a value of 5.6 o was calculated when using the
algorithm without any damping. With a damping function, the significance increases to around 30 o.
The best expected significance was achieved in this case with the exponential damping function
where also the most symmetric cuts are observed.

IThe considered significance is calculated using a function provided by the ROOT framework —
RooStats: :NumberCountingUtils: :BinomialExpZ, which is based on Poisson statistics. This function takes a
flat background uncertainty into account. The result of this calculation is conservative compared to the same calculation
from HistFitter, but much faster and thus a good estimate for an expected significance.
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Figure 14.2: Toy signal and background distribution, generated as a 2D Gaussian with the same
correlation factor but with different mean values. The signal is scaled by a factor of 100 to be visible.
The different cuts and the corresponding significances are shown without damping and for a linear
and exponential damping function.

Using this procedure, the first cuts are less powerful and therefore less prone to statistical fluctuations,
and the correlations between variables are taken into account. Therefore, the damping function helps
to get more reasonable cuts and a better significance. More iteration are needed, when introducing
the damping functions, but as the algorithm works fast, this is not a problem. For the optimisation
of the tN_med signal region, the exponential damping function is used.

14.2 tN_med Signal Region

The optimisation of the tN_med signal region is performed for one benchmark signal with a top
squark mass of 600 GeV and a neutralino mass of 300 GeV after applying the preselection cuts
from Table 13.2. The t7, tf + V, W+ijets, single top and diboson background processes are taken
into account in the optimisation. For all backgrounds, a flat uncertainty of 30% is included. The
tN_med signal region targets medium top squark masses and a wide range of neutralino masses.
The variables discussed in Section 13.3 are used as input variables when a good separation for
the tN_med benchmark was observed. All those variables show a good agreement between the
data and the SM prediction after the preselection (see Appendix C.1). The exact signal region cuts
determined from the optimisation algorithm are given in Table 14.1.

As discussed previously, for the tN_med region the recursive reclustering algorithm is used for the
top reconstruction. From this reconstruction, a hadronic top candidate is required with a mass of at
least 150 GeV in order to remove events with badly reconstructed top quarks. The amy; requirement
sets a threshold at the top quark mass, reducing the 77 background. The mT requirement is well above
the W boson mass. The W+jets background is further reduced by requiring at least one b-tagged
jet. In addition, high requirements are placed on the E}mss and the H%“;Z In order to reduce the

backgrounds further, a E}niss cut is applied as well.

,L

In Table 14.2 and Figure 14.3, the pre-fit expected events and the contribution of the different
background processes can be seen. The main background process stems from dileptonic ¢7 events,
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Table 14.1: Overview of the event selections defining the tN_med signal region. The tN_med

preselection as defined in Table 13.2 is applied.

tN_med

Leading jet pr > 60 GeV

Second jet pr > 50 GeV

Third jet pr > 40 GeV

Fourth jet pt > 40 GeV

E;“iss > 250 GeV

E{I"js > 230 GeV

mr > 160 GeV
H%m;; > 14

Mass of the top candidate > 150 GeV

amra > 175 GeV
Number of b-tags @ 77% >1
AR(b, €) <2

followed by the t7 + V process when applying all tN_med signal region cuts. The 7 + Z(— vv)
background is an irreducible background and becomes relevant especially at high E%“iss. WHjets,
single top and diboson processes contribute less, and the semi-leptonic #7 is nearly negligible after
applying these cuts. The exact cut efficiencies are presented for the benchmark signal and the
dominant backgrounds — #7, t7 + V and W+jets — in Table 14.3. Most of the individual cuts are more
than 60% efficient for the benchmark signal, resulting in a total efficiency of 1%. The efficiencies
for the background processes are mostly lower, especially applying the E%niss and mt cut reduces

the background events strongly.

Table 14.2: Pre-fit expected events in tN_med for 36.1 fb™".
Only the statistical uncertainty of the MC samples is given.

[ tt 2L (35.7%)
[ tt+V (35.4%)
[ W+jets (14.2%)
[ Single top (8.2%)
[ Diboson (5.9%)
B tt 1L (0.5%)

Figure 14.3: Breakdown of the indi-

tN_med
tN_med FElectron Muon Total §=13Tev
tr 2L 58+06 68+06 126+0.8
tr 1L 0.1 £0.1 0.1 £0.1 0.2 +0.1
Single top | 1.4+0.2 1.5+0.3 29+04
W+jets 23+0.3 27+04 50+05
Diboson 1.2+0.3 09+0.1 2.08+0.3
t1+V 59+04 66+04 125+0.6
Total SM | 16.7+0.8 186+09 353+1.2
Signal 151+08 174+£09 325+1.2

vidual SM contributions in the signal

region.
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Table 14.3: Cut efficiency for all preselection and signal region requirements for the benchmark
signal and the dominant backgrounds — ¢, tf + V and W+jets. The ¢ and W+jets processes only
contain events with at least one lepton, while for the signal and for ¢7 + V also pure hadronic decays
are included.

Cut Signal tt+V  W+jets
Event cleaning 9% 97 % 99 % 100 %
> 1 baseline lepton 62% 91 % 79 % 98 %o
> 1 signal lepton 67% 83 % 77 % 91 %
== 1 signal lepton 91% 91% 87 % 100 %
== | baseline lepton 83% 82 % 78 % 96 %
E}niss trigger 92% 70 % 78 % 73 %o
> 4 jets 90 % 97 % 97 % 81 %
E‘TniSS > 230 GeV 53% 9% 20 % 13 %
|A@(ji12, E%‘iss)l > 0.4 95%  85% 87 % 91 %
mt > 120 GeV T7% 9% 36 % 3 %

> 1 b-jet 92% 90 % 91 % 18 %
mz., > 80 GeV 98 % 80 % 94 % 99 %
Jet pr > 60, 50, 40,40 GeV 93% 84 % 91 % 75 %
top candidate mass > 150GeV | 68 % 50 % 67 %o 51 %
amry > 175 GeV 67%  25% 70 % 82 %
E‘ijs > 230 GeV 64 % 37 % 60% 48 %
E%niss > 250 GeV 91 %  81% 92 % 81 %
mt > 160 GeV 89 % 70 % 90 % 76 %
H%“g; > 14 82% 64 % 80 % 66 %
AR(b,{) <2 94 % 90 % 90 % 77 %
Total efficiency 1% 2x10™% % 0.07% 1.6x107° %

There are minor backgrounds as Z+jets, tZ, tWZ and tr + WW which contribute in total with
0.67 +0.21 events where 78% of these event come from Z+jets processes. The previously discussed
background processes sum up to 35.3 + 1.2 expected events and thus the contribution of the minor
backgrounds is neglected for the full analysis.

The importance of each variable is visualised in the N-1 plots which are presented for all variables
used to define the signal region. In those plots, all signal region cuts are applied except the one
on the shown distribution. The place and the direction of the signal region cut is shown with a
blue line. In Figure 14.4, the E%niss and m distribution are shown, applying marginally increased
cuts compared to the preselection. The H‘T‘jissig, amra, mtrg[c)l“s‘ered, E}"‘f and AR(b, £) distribution are
shown in Figure 14.5, Figure 14.6 and Figure 14.7. In all those distribution, it is clearly visible that
the selected cuts increase the significance as the majority of the signal is kept. All distributions
show that a large background contribution is rejected especially large parts of the dileptonic #¢

background which is still the dominant background process.
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Figure 14.4: Distribution of the E%“SS and the mr after applying all tN_med cuts, except the one on
the displayed distribution. The background processes are added together and the signal benchmark
is overlaid. The cut position and direction is shown as blue line.
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Figure 14.5: Distribution of the Hmlsz and the amr, after applying all tN_med cuts, except the
one on the displayed distribution. The background processes are added together and the signal
benchmark is overlaid. The cut position and direction is shown as blue line.
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Figure 14.6: Distribution of the hadronic top mass and the EJ mlss after applying all tN_med cuts,
except the one on the displayed distribution. The background processes are added together and the
signal benchmark is overlaid. The cut position and direction is shown as blue line.
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Figure 14.7: Distribution of the AR(b, £) after applying all tN_med cuts, except the one on the
displayed distribution. The background processes are added together and the signal benchmark is
overlaid. The cut position and direction is shown as blue line.
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Figure 14.8: Distribution of the mJ., and the b-jet multiplicity after applying all tN_med cuts,
except the one on the displayed distribution. The background processes are added together and the
signal benchmark is overlaid. The cut position and direction is shown as blue line.

In Figure 14.8, two preselection variables are shown without applying the preselection cut. Especially
the m7., distribution shows that applying this cut helps to remove a large part of the dileptonic 77
and the single top background without loosing much signal. The b-jet multiplicity shows, that this
cut helps to remove a large fraction of W+jets and diboson events.

Figure 14.9 shows the transverse momenta of the four leading jets. For all jet momenta, the
preselection cut is slightly increased to remove slightly more background events. The expected
number of signal events is nearly unaffected by those cuts. The pr cuts are kept the same among all
signal, control and validation regions for tN_med in order to avoid any extrapolation over the jet
momenta which would lead to larger jet related uncertainties.

The signal region optimisation is repeated for samples with higher top squark masses. Overall,
similar cuts are found to be optimal in order to separate the signal from the background processes.
One striking difference for the performed optimisation is the varying E;“i“ cut. For increasing top
squark masses, an increased E"™ cut leads to a better performance. The signal region as defined
above is based on a top squark mass of 600 GeV. In order to be sensitive towards higher top squark
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Figure 14.9: Distribution of the pr of the leading four jets after applying all tN_med cuts, except
the one on the displayed distribution. The background processes are added together and the signal
benchmark is overlaid. The cut position and direction is shown as blue line.

masses, the E}“i“ shape information can be used in a shape fit. For this, the tN_med signal region is
divided into several bins in E%“i“. The events entering the shape fit are the same which are selected
for the single-bin analysis and thus the same background estimate is used.

14.3 Background Estimation

The background normalisation is estimated in dedicated control regions and then validated in
corresponding validation regions. Those regions are defined to be kinematically close to the tN_med
signal region. Some key variable cuts are inverted in order to reduce the signal contamination and
enhance the yield and the purity of a particular background. The control regions are used combined
in the simultaneous likelihood fit to constrain the background normalisation. A dedicated control
region is defined for the main background — dileptonic ¢7— and for the third and fourth leading
background — W+jets and single top. The second leading background is ¢z + V, which is estimated
using a different final state and not relying only a kinematic inversion. For this background estimate,
tt + Z(— f) evens are selected as detailed below.
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The semi-leptonic ¢f contribution is large in the control regions for W+jets and single top. Therefore,
the corresponding background normalisation is also estimated in a dedicated control region, even
if the contribution in the signal region is small.

The signal and control regions are all used in the simultaneous fit and therefore the regions are
designed orthogonal that each data event is only considered once. The validation regions are used to
validate the estimated background normalisation. They are not used as part of the fit, but nonetheless
they are kept statistically independent.

14.3.1 Control Regions

Control regions are defined to have a good purity of the dedicated background and a low signal
contamination. For this, different variables are used to provide a good separation between the
background processes. The approach to define control regions based on the kinematic inversion
is illustrated in Figure 14.10. For all control regions, the jet momenta cut are kept unchanged in
order to avoid any extrapolation over these momenta and all regions are defined orthogonal to each
other. In order to enhance the statistic in these control and validation regions, some further cuts are
relaxed on variables which are well modelled by the MC simulation.

mt [GCV]
SR
tt 2L CR
120
W+jets VR
90
W+jets
CR
single top CR
30
top veto top req.

Figure 14.10: Illustration of the approach to define the control and validation regions for the tN_med
signal region. The W+jets and single top regions are separated by the b-tagging requirement.

The control region definition is based on a top tagging approach using the recursive reclustering
algorithm. For the signal region, as well as for the semi-leptonic 7 control region, a hadronic top
quark candidate with a mass larger 150 GeV is required. There is no hadronic top quark decay in
events from dileptonic ¢7 or W+jets processes. After the mr cut, the main contribution of the single
top process originates from dileptonic Wt events. Therefore, no hadronic top quark candidate is
expected for the single top events in the signal region. A top veto is applied for the control regions
for dileptonic ¢z, W+jets and single top. For the top veto, it is required that no hadronic top quark
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candidate was found or the candidate has a mass below 150 GeV. Previous analysis [1, 164] did
not use the top tagging approach. Instead, the background normalisation for ¢ was estimated in a
region dominated by semi-leptonic 77 events. The W+jets background was estimated with a b-veto
and thus an extrapolation over the number of light and heavy flavour jets was needed. With the top
tagging method, the background composition in the control regions more closely resembles that in
the signal region.

The main background when requiring a large mr originates from dileptonic ¢7 events. Therefore, a
control region is built keeping the mr requirement, but vetoing a hadronic top quark candidate. The
other control regions are based on lower mt requirements. In order to separate especially between
tt and single top events, the amp, variable is exploited. In single top events, the effective mass
of the W boson and the b-quark can be higher as no second on-shell top is present. Thus a lower
cut is used to separate tf events from the non-¢7 processes. In order to retain the orthogonality, an
upper cut is introduced for all non-#¢ processes such as single top and W+jets. In general, the ¢7
background can evade this amp;, kinematic bound, if the two b-tagged jets which are used for the
reconstruction do not originate from the two top-quark decays. The two b-tagged jets can instead
come from the b- and c-quarks from a hadronic top-quark decay. Only in these cases, the angular
distance between the two b-tagged jets is expected to be small. Thus, an upper cut on this angular
distance AR(b1, by) is introduced to reduce the ¢f contribution in the single top control region. In
order to reduce the W+jets contribution in the single top control region, the b-tag requirement is
increased to at least two b-jets.

Selecting events with positively charged leptons helps to increase the purity of W+jets events in the
W+jets control region, as other SM processes behave almost equally in the lepton charge. Leptons
in W+jets events tend to have a positive charge due to the asymmetry in the production. This effect
is enhanced with increasing E%mss. Due to the W polarisation, the neutrinos get higher momentum
in events with positively charged leptons.

Table 14.4 summarises the event selections of the tN_med signal region and the associated control
regions. The purity of the four control regions is illustrated in Figure 14.11. The purity in both
tt control regions is large, as for both regions more than 75% events stem from the targeted ¢7
process. Other, non-#f backgrounds are more difficult to separate. Thus the purity of the W+jets and
single top control region is only 64% and 46% respectively. The largest contribution from other
SM processes in the two latter control regions come from semi-leptonic ¢7 followed by single top
or W+jets. As the normalisation of the semi-leptonic ## process is estimated in a dedicated control
region, the larger contribution is the other control regions is taken properly into account in the
simultaneous fit.

As previously discussed, a background only fit is performed considering only the SM processes.
From this fit, the normalisation factors can be extracted for the different backgrounds. The fitted
normalisation factors are shown in Table 14.5. The normalisation factors for both 77 processes are in
agreement with unity and both agree within their uncertainties. The single top normalisation factor
is slightly above unity, but also agrees with unity given the larger uncertainty. These uncertainties
arise due to the lower purity in the single top control region and the larger effect of the corresponding
theoretical uncertainties. The normalisation factor for W+jets is below unity and may indicate a bad
modelling of this background process. Similar low normalisation factors are observed in the same
publication for other signal regions [5] and were already observed in previous publications [1, 164].
The extracted values and their extrapolation to the signal region will be tested in dedicated validation
regions. The expected yields are presented with and without those normalisation factors applied in
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Figure 14.11: Breakdown of the individual SM contributions in the semi-leptonic ¢f (top left),
dileptonic #f (top right), W+jets (bottom left) and single top (bottom right) control regions.
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Table 14.4: Overview of the event selections defining tN_med and the associated control regions.
The common event preselection as defined in Table 13.2 is applied. The veto on hadronic top
candidates is fulfilled for events where no candidate is found, or if the candidate mass is below
150 GeV.

tN_med 1t 1L CR tt 2L CR W+jets CR Single top CR
E%’iss > 250 GeV
EFE > 230 GeV
Jet pr > 60, 50,40, 40 GeV
mr | >160GeV € [30,90]GeV > 120GeV € [30,90]GeV € [30,120] GeV
HPE > 14 > 10 > 10 > 10 > 10
top cand. mass | > 150 GeV > 150 GeV veto veto veto
amry | > 175 GeV <200 GeV <200 GeV > 200 GeV > 200 GeV
b-tags @ 77% > 1 > 1 > 1 > 1 >2
AR(b,{) <2 - - - -
AR(by, by) - - - <1.2 > 1.2
Lepton charge - - - =+1 -

Table 14.5: Normalisation factors for the different background processes as estimated in the
background only fit.

SM process | Normalisation factor

1t 1L 1.05+0.09
tt 2L 0.96 £0.13
Wjets 0.85+0.18
Single top 1.19 £ 0.37

Table 14.6, where also the number of observed events are shown. For the 17 + V background the
normalisation is already applied, where the corresponding control region method will be explained
in Section 14.3.1. By design, a very good agreement can be observed for the data and the total
background events including the normalisation factor. In the same table, the signal contribution of
the benchmark signal is given for all control regions. This contribution is negligible for most of
the regions with the largest contribution of 12.8% in the dileptonic 7 control region. Overall only
small signal contributions are observed and will be taken into account in the simultaneous fit when
including the signal and all control regions.

In addition to comparing only the total event yield, the modelling of the kinematic distributions
is checked applying the different control region selections. The most interesting variables for
this are the ones where the requirements are changed between the control and the signal region.
Mis-modelling in any of these variables could indicate problems when extrapolating over them
into the signal region. The H%‘;fs and E%“iss distribution are shown for the two 7 control regions
in Figure 14.12. Also the mass of the hadronic top candidate and the mr distribution are shown
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Table 14.6: Observed events and expected yields for all background processes in the presented
control regions with and without the normalisation factors applied. The individual uncertainties are
correlated and do not add up quadratically to the total uncertainty. The lowest row gives the signal
contribution of the benchmark signal in the control regions.

Region | FILCR  F2LCR  W+jetsCR  Single top CR
Observed events | 575 92 173 75
Total events ‘ 575 £24 92 +10 173 +13 75+9
tt 2L events 27+7 75+ 10 3.1+1.0 25+0.9
tt 1L events 440 + 40 59+2.6 36 11 18+5
tt +V events 6.7+2.0 4110 1.02+0.33 0.93 £0.31
W+jets events 55+15 2.4+0.7 102 + 19 13.8+3.0
Single top events 43+ 19 37+1.8 23 +8 39+11
Diboson events 53+2.0 09+04 83+24 1.0+ 0.4
MC exp. events 556 + 25 94 +4 186 + 18 718
MC exp. 1 2L events 28+7 785+34 32+09 2.6+0.9
MC exp. t7 1L events 416 = 11 5.6+2.5 35+9 17+4
MC exp. 1t + V events 59+04 3.6£04 0.90 +0.08 0.82+0.16
MC exp. W+jets events 64+ 13 2.8+0.6 119 £ 14 16.2+2.7
MC exp. single top events 36 £11 31+£1.0 190+24 326+2.9
MC exp. diboson events 53+2.0 0.9+04 83+25 1.0+ 0.4
Signal contribution 0.4% 12.8% 0.2% 1.6%

for the semi- and dileptonic ¢f control region, respectively. For the W+jets and single top control
region, the E%“iss and the angular distance AR(b, ¢) are shown in Figure 14.13. Additionally, the
H%n;jz distribution is shown for the W+jets and the amy; distribution is shown for the single top
control region. In all these distributions, a good agreement can be observed between the data and
the backgrounds with the normalisation factors applied. Further distributions for the control regions

can be found in Appendix C.2.
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Figure 14.12: Comparison of data and simulation in the semi-leptonic (left) and dileptonic (right)
tt control region after applying the normalisation obtained in the simultaneous fit. Statistical
uncertainties as well as the systematic uncertainties from JES, JER and b-tagging are displayed.
The last bin includes the overflow.
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Figure 14.13: Comparison of data and simulation in the W+jets (left) and single top (right) control
region after applying the normalisation obtained in the simultaneous fit. Statistical uncertainties
as well as the systematic uncertainties from JES, JER and b-tagging are displayed. The last bin
includes the overflow.
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tt + Z Control Region

The second leading background for the tN_med signal region stems from ¢7 + V events dominated
by events with a Z boson decaying into two neutrinos. For this background, a different control
region approach is defined. In order to estimate the normalisation, events with a Z boson decaying
into two leptons are selected. The leptons are then treated as invisible and E%"iss related variables
are re-computed in order to have a proxy for ¢t + Z(— vv) events.

A common selection is designed for all signal regions in the publication [5] and only the jet pr
cuts are set specific for each signal region. The selection requires exactly three charged leptons,
at least four jets and at least one b-tagged jet. Two of the leptons are required to have opposite
charge, and the same flavour. The combined mass of those two leptons is required to be in the
range 81 < mygy < 101 GeV in order to form a suitable Z — £¢ candidate. Due to the different
lepton selection, only the ## + V normalisation factor is shared between this control region and the
other regions in the simultaneous fit. All other processes are treated as uncorrelated to the ones
contributing to the single lepton selections.

In Figure 14.14, the background composition can be seen for this control region when applying the
dedicated jet pr requirements. The main contribution in this selection comes from #f + Z events
where the Z boson decays into two leptons. The next leading process stems from diboson events.

Table 14.7: Observed events and expected yields for all
background processes in the ¢7 + Z control region with
and without the normalisation factors for 77 + V and
diboson events applied. The individual uncertainties
are correlated and do not add up quadratically to the
total uncertainty.

2z CR [ ] trz(-m (70.7%)

fs=13Tev I oiboson (17.2%) Region | 1+ Z CR
thers (12.2%)

B otrrs Observed events ‘ 55
Total events ‘ 55+7
tt +V events 4246+ 11
tt 2L events 0.89 +£0.28
Diboson events 7.0+1.0
tWZ events 31’2
2.5
tZ events 1470
Figure 14.14: Breakdown of the individual MC exp. events S0£9
SM contribution in the ¢7 + Z control region. 1~ exp. 1T + V events 3751 +2.8
MC exp. 1t 2L events 0.89 +0.29
MC exp. diboson events 7.0+1.0
MC exp. tWZ events 3+0
MC exp. tZ events 1.41“%:2
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The normalisation of the diboson background is determined in a region with a b-veto instead of the
b-tag requirement. This defines a region with a purity of 85% for diboson, where the normalisation
for diboson is estimated to be 0.8, in common for all 7 + Z control regions in the analysis. The
normalisation factor for the ¢7 + V background is calculated in the simultaneous fit to 1.13 + 0.32.
The expected and observed events are shown in Table 14.7.

In Figure 14.15, the mass and pr of the dilepton system and the number of b-jets, as well as the
E%‘iss are shown in this control region. In order to calculate the E%niss, the two leptons from the Z
boson decay are treated as invisible. Overall a good modelling in this control region can be seen.
The full procedure is also validated by using ¢ +y events where the photon is treated as an invisible
particle [5].
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Figure 14.15: Comparison of data and simulation in the ¢z + Z CR after applying the normalisation
factor as obtained in the simultaneous fit. Statistical uncertainties as well as the systematic uncer-
tainties from JES, JER and b-tagging are displayed. The last bin includes the overflow. The b-jet
multiplicity is shown without the number of b-tag requirement applied.
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14.3.2 Validation Regions

In order to validate the normalisation of the backgrounds, dedicated validation regions are defined
which are not used in the simultaneous fit. The background estimate from the control regions is
extrapolated to the validation regions and the agreement between the data and the prediction is
checked.

The definition of the validation regions follows a similar approach as for the control regions.
Dedicated, orthogonal regions are defined for semi-leptonic ¢7, dileptonic ¢7 and for the W+jets
background. These validation regions are also included in the sketch to illustrate the various regions
(see Figure 14.10). As described above, the validation of the ¢f + Z background is done using ¢7 +y
events.

Table 14.8 gives the details of the validation region selection. The main change with respect to
the control region is a shift in the mt window towards higher values (90 < mr < 120GeV) for
the semi-leptonic #f and W+jets validation region. No dedicated single top validation region was
defined as the mt windows between 30 and 120 GeV was already needed to get a reliable amount
of events in the control region. Additionally, the single top process contributes less than 10% in
the signal region. For the dileptonic ¢ validation region, the veto on a top candidate is inverted
and a top candidate is required. The same mass requirements as for the signal region are applied.
With a requirement on amr, < 130 GeV, the orthogonality between the validation and the signal
region is ensured. Defining the dileptonic 77 region with a top candidate requirement validates the
extrapolation over the requirement or veto of a hadronic top candidate.

The expected and observed yields with the previously determined background normalisation factors
are given in Table 14.9. The observed data events are higher for the semi-leptonic 7z and W+jets

Table 14.8: Overview of the event selections defining tN_med and the associated validation regions.
The common event preselection as defined in Table 13.2 is applied in all cases. The veto on hadronic
top candidates is fulfilled for events where no candidate is found, or if the candidate mass is below
150 GeV.

tN_med tr 1L VR tt 2L VR W+jets VR
E%niss > 250 GeV
EFT > 230 GeV
n. of b-tags @ 77% >1
mr | >160GeV € [90,120]GeV > 120GeV € [90, 120] GeV
HPE > 14 > 10 > 10 > 10
top candidate mass | > 150 GeV > 150 GeV > 150 GeV veto
amry | > 175GeV < 200 GeV < 130GeV > 200 GeV
AR(b, €) <2 - - -
AR(by, by) - - - <1.2

Lepton charge - - - =+1
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Table 14.9: Observed events and expected yields for all background processes in all validation
regions with and without the normalisation factors applied. The normalisation is estimated in the
simultaneous fit based on the control regions. The individual uncertainties are correlated and do
not add up quadratically to the total uncertainty. The lowest row gives the signal contribution of
the benchmark signal in the validation regions.

Region | 7 IL VR 17 2L VR Wets VR
Observed events ‘ 94 29 28
Total background events ‘ 77+ 13 38+6 21.8+34
tt 2L events 11.1+3.0 31+6 1.4+0.7
tt 1L events 52+ 14 2.1+£0.7 43+1.6
tt +V events 1.4+04 2.1+0.8 0.32 + 0.09
W+jets events 54+1.8 1.1+0.7 11.7+3.0
Single top events 6.0+3.2 1.3+0.7 34+1.3
Diboson events 0.7+04 0.29+0.14 0.7+0.5
MC exp. background events 75+ 14 39+5 23+4
MC exp. t 2L events 11.5+2.7 32+5 1.5+0.7
MC exp. tt 1L events 50+ 13 2.0+0.6 4114
MC exp. 1t + V events 1.26 + 0.33 1.9+04 0.28 + 0.05
MC exp. W+jets events 6.3+1.6 1.2+0.8 13.8+2.6
MC exp. single top events 5.0+2.1 1.1+0.5 29+0.6
MC exp. diboson events 07+£04 0.29 £0.14 0.7+0.5
Signal contribution 2.1% 15.5% 1.4%

validation region, where less events are observed for the dileptonic #f region. All validation regions
agree between the data and the MC prediction within 1.5 0. The modelling is also checked in these
regions for the variables defining the different regions. In Figure 14.16, the E%“iss distribution is
shown for the three validation regions. In addition, the mass of the hadronic top candidate is also
shown for the dileptonic 7 region. The data agree with the normalised backgrounds within the
uncertainties. Additional distributions for all validation regions can be found in Appendix C.3.
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Figure 14.16: Comparison of data and simulation in the semi-leptonic ¢ (top left), W+jets (top
right) and dileptonic ¢z (bottom) validation regions after applying the normalisation obtained in the
simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES, JER and
b-tagging are displayed. The last bin includes the overflow.
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14.4 Impact of Systematic Uncertainties

The sources of the experimental and theoretical uncertainties are discussed in Section 13.4. The
experimental uncertainties are evaluated calculating the change in the expected events in the different
regions when varying the sources of uncertainties. The theoretical uncertainties are evaluated by
comparing different MC simulated samples. In order to reduce the influence of the limited statistics
in these dataset, not the full event selection is used. Instead, starting with the preselection, only
the requirement on one of the variables is added. The uncertainty is estimated by comparing the
predictions of the different simulated samples. This procedure is repeated for all variables used
to define the signal and control regions, and the resulting uncertainties are added in quadrature.
With this procedure, any correlation effects between the requirements are neglected. The result

Table 14.10: Total background expectation with the statistical and systematic uncertainty. For the
systematic uncertainty, the full breakdown of the leading uncertainties in the background prediction
in the signal region is given. The individual uncertainties are correlated and thus do not necessarily
add up in quadrature to the total uncertainty. All uncertainties which contribute less than 1% are
not shown.

Uncertainty tN_med
Total background expectation 36.31
Total statistical (\/m) +6.03
Total background systematic +6.61 [18.21%)]
tt + V normalisation +4.00 [11.0%]
tt + V modelling +3.83 [10.6%]
tf 2L normalisation +1.70 [4.7%]
tf radiation +1.55 [4.3%)]
tt MC generator +1.31 [3.6%]
MC stat. (nominal samples) +1.28 [3.5%]
Single top normalisation +1.09 [3.0%]
Jet energy resolution +1.01 [2.8%]
Jet energy scale (1% component) +1.01 [2.8%]
Pileup reweighting +0.92 [2.5%]
W + jets normalisation +0.92 [2.5%]
tt fragmentation +0.89 [2.5%]
Flavour tagging c-jet mistag rate +0.83 [2.3%]
Flavour tagging light-jet mistag rate +0.72 [2.0%]
Diboson cross-section +0.43 [1.2%]
Diboson modelling +0.40 [1.1%]
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agrees within the uncertainties with the estimate using the full selection, but has a lower statistical
component [5].

The modelling uncertainties for the semi-leptonic and the dileptonic #f processes are treated as
uncorrelated, as the systematic effects dominating the uncertainties differ for these processes. The
semi-leptonic ¢f background is mainly sensitive to uncertainties affecting the mr distribution, such
as the jet energy resolution. On the other hand, dileptonic ¢f events enter the signal region only if
one lepton is misidentified and additional jets are found.

In Table 14.10, the systematic uncertainties in the total background prediction are listed. The leading
theoretical uncertainties are due to the normalisation and modelling of the ¢ + V background
which is the leading background when applying the estimated normalisation factors. The leading
experimental uncertainty comes from the jet energy resolution and the jet energy scale which both
influence the hadronic top quark reconstruction and in case of the resolution also affects strongly
the mt. Overall, the statistical uncertainty is slightly smaller than the systematic uncertainties.

14.5 Results

Table 14.11: Observed events and expected yields
for all background processes in the signal region
with the normalisation factors applied. The indi-
vidual uncertainties are correlated and do not add
up quadratically to the total uncertainty.
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The results for the tN_med signal region are summarised in Figure 14.17 and Table 14.11. As
previously discussed the validation regions show +1 o differences between the observed data and
the normalised background expectation. In the signal region, 36 + 7 events are expected, and 50 data
events are observed. This result in an difference of 1.4 o which is in reasonable agreement with the
background-only hypothesis. The modelling of the distributions in the signal regions is verified,
but overall no significant features are observed. The E%ni“ distribution is shown as an example in
Figure 14.18, all other distributions are shown in Appendix C.4.
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Figure 14.18: E{f‘iss distribution after applying all signal region requirements and the previously
determined background normalisation. The shown binning is the one used for the shape fit. As
signal, the benchmark signal for the tN_med region is overlaid with a top squark mass of 600 GeV
and a neutralino mass of 300 GeV. The uncertainty band includes all statistical and systematic
uncertainties.

The model-independent limit setting is performed with the single bin signal region tN_med as
defined in Table 14.1 using the procedure explained in Section 4.2. For this, no signal model is
assumed and any signal contribution in the control regions is neglected. A potential signal would
thus lead to an increased background estimate, resulting in a conservative limit. The compatibility of
the observed data with the background-only hypothesis is calculated to be pg = 0.07. The observed
(expected) upper limit on non-SM events in the signal region is Nyon-sm < 31 (< 19). With this
single-bin setup, the exclusion limits are set on the top squark and neutralino masses as shown in
Figure 14.19 on the left-hand side. With this setup, top squark masses up to 830 GeV (900 GeV)
and neutralino masses up to 350 GeV (400 GeV) are excluded from the observed (expected) limit.
Overall, a large improvement compared to the previous results can be seen.

As previously discussed, the tN_med signal region is designed with a relatively loose E%niss re-
quirement. As signal events with higher top squark masses tend towards higher E3™* values, the
ET"™ shape information can help to improve the exclusion potential towards higher values. In the
configuration used, the E™* distribution is split into four bins. The binning of the E7"* distribution
is shown in Figure 14.18 when applying the tN_med signal requirements. A good shape agreement
between the data and the background prediction can be seen. But overall more data are seen as
predicted from the normalised MC simulation.

The shape fit is performed in the same way as the single tN_med signal region fit. The background
normalisation is determined in the dedicated control regions and results to the same as for the single
bin fit. The uncertainties are evaluated for all signal region bins separately. The result of the shape
fit is shown in Figure 14.19 on the right-hand side. Top squark masses up to 980 GeV (1020 GeV)
and neutralino masses up to 350 GeV (420 GeV) are excluded by the observed (expected) limit.
Comparing the results with the single bin and the shape fit shows the expected improvement. The
exclusion potential is increased by 150 GeV towards higher top squark masses.
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Figure 14.19: Expected and observed 95% excluded regions in the plane of Mg VIsus mj for

the direct top squark pair production assuming 7, — tx ? decay with a branching ratio of 100%.
The observed excluded regions from previous publications [163] are shown as grey and blue areas.
The black line shows the expected limit and the yellow band includes all statistical and systematic
uncertainties. The red line shows the observed limit, where the smaller dashed lines represent the
uncertainty in the signal cross-section. The excluded region is shown for the single-bin (left) and
the shape fit (right) setup.

14.5.1 Combination

The tN_med signal region is optimised for the 7, — t)?? signal, assuming a 100% branching
ratio where the neutralino mainly consists of a bino. Other similar signal models exist where the
neutralino is a higgsino as discussed in Section 2.2. The tN_med signal region is sensitive for the
decay into tX ? and t)?g with a hadronic decay of a Z or a Higgs boson. The decay signatures with a
chargino are characterised by low-momentum objects, so-called soft objects. For the publication [5]
three dedicated signal region are optimised targeting a soft lepton in the final state: bCsoft_diag,
bCsoft_med and bCsoft_high. These regions target the bX E decay for various masses. Common
for all regions is a soft lepton requirement with a minimal pt of 4 GeV for muons and 5 GeV for
electrons. The signal is characterised by low momentum leptons and large E%‘iss, where the SM
backgrounds are dominated by events with leptonic W decays. Thus, the ratio of p% / E;“iss is a
strong discriminant with low values for the signal. A shape-fit with three bins is used for each of
the soft lepton regions using this variable. To achieve a good sensitivity to all possible decays, a
combination of the tN_med signal region and the three soft lepton regions is performed.

The combination of the tN_med signal region with any of the three soft lepton regions is based on
a combined fit. For this, the event selection for the signal and control regions should not overlap.
The signal region selection is orthogonal to the soft lepton selection as they require an upper cut
on mr < 160 GeV, while the tN_med signal region requires mt > 160 GeV. The definition of the
control regions is not orthogonal. In order to reduce the overlap, events entering e.g. the tN_med
top control region are removed from the top control region of the soft lepton selection. The overlap
before and after the overlap removal between the various regions is shown in Appendix C.5. In most
regions, no overlap is observed and the remaining overlap can be neglected as it is less than 2%.
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Figure 14.20: Expected and observed 95% excluded regions in the plane of Mo Versus mz, (left)

and Am(X7, X ?) versus m;, (right) for the direct top squark pair production in the higgsino LSP
model using the tN_med combination with the three soft lepton selections. The dashed coloured
lines shows the expected limit and the same coloured band includes all statistical and systematic
uncertainties. The coloured line shows the observed limit, where the smaller dashed lines represent
the uncertainty in the signal cross-section. The different colours represent different branching ratio
scenarios.

In order to perform a statistical combination of the tN_med signal region with each of the soft
lepton regions, all control and signal region bins are used in a combined likelihood fit which leads
to three combination fits. The background processes differ and possible mismodelling can depend
on the kinematic phase-space, thus the background normalisation factors for the soft and tN_med
selection are determined individually. Only the signal normalisation is shared for the two selections.
The experimental uncertainties are treated as fully correlated, while the theoretical uncertainties
are assumed to be uncorrelated as different effects can play a role for the different selections. In
order to validate the combination procedure, the fitted uncertainties as well as the normalisation
factors are compared to the fits using only the tN_med or the soft lepton signal and control regions
and good agreement is observed. Details for this validation are presented in Appendix C.5.

The final exclusion contours are shown for the higgsino LSP model in Figure 14.20. On the left-
hand side, the mass differences are assumed to be Am(¥%, X)) = 5GeV and Am(%5, ¥7) = 10 GeV.
On the right-hand side, the chargino mass is fixed to 150 GeV. The mass relation Am(/f/g, X ?) =
2 Am(XE, X)) is assumed varying Am(X{, X %) between 0 and 30 GeV. The observed (expected)
limit reach top squark masses up to 850 GeV (900 GeV). The sensitivity towards the 7, ~ 7g scenario
is mainly driven from the soft lepton regions, while the reach for the low tan 8 model is dominated
from the tN_med selection. This is visible in the dependence of the exclusion on the mass splitting
Am(XT, X 10). The transverse momentum of the charged lepton is correlated to the mass splitting,
thus the soft lepton selection is strongly sensitive to low mass differences. Towards higher mass
differences, the sensitivity decreases, as visible for the fl ~ fg scenario. The sensitivity for the
tN_med selection is nearly unaffected from this mass difference therefore the sensitivity for the
f, ~ i scenario is independent from the mass splitting. The large tan 8 scenario profits most from
the combination, as all decay modes occur with the same probability.

The same combination of the signal regions can be used to set limits on the well tempered neutralino
models which are introduced in Section 2.2. The results are shown in Figure 14.21 for the left- and
right-handed hypotheses. For the left-handed scenario, both top and bottom squark productions are
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Figure 14.21: Expected and observed 95% excluded regions in the plane of m g0 Versus my, for the
direct top/bottom squark pair production in the well tempered neutralino model using the tN med
combination with the three soft lepton selections. The dashed coloured lines shows the expected
limit and the same coloured band includes all statistical and systematic uncertainties. The coloured
line shows the observed limit, where the smaller dashed lines represent the uncertainty in the signal
cross-section. The different colours represent different signal hypotheses.

considered, while for the right-handed scenario only the top squark production is considered. The
observed (expected) exclusion limit goes up to 800 GeV (900 GeV) for the left-handed scenario.
The expected exclusion for the right-handed scenario goes up to 740 GeV, but due to the lower
sensitivity and a slight excess in data, no observed exclusion limit can be set.
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15.1 Analysis Strategy

2

{,production, t» b 13 /1 T> e 1)/ T W ) /T t )]
T

T, production, &~ b X /T~ ¢ X /T WX /Tt

Status: ICHEP 2016

S

) B B B LN L = [T T T T T T T T T [T T T T
8 E ATLAS E8Tev, 206" S 8 L ATLAS Preliminary V5=13 Tev E
= 00b —W\a‘j {OLAt1L combined O, = [ Bt/ woy tOL 13.2 fb* [CONF-2016-077] b
G O mmio t2L, SC 5 i 1L 13.2 b [CONF-2016-050] -
£ F Emiowbibir?  ww € £ 500 A
r o OB, - BT wof 2L 13.3 fb* [CONF-2016-076] B
F EEi-wby L teL L K + g ]
380 e . 4 ; [ Bi-cX MJ 3217 [1604.07773] ]
[ Emiooiy te, tiL 0976780 190 200" 210 [ sTev,20m? Run 1 [1506.08616] 4
300 m; [GeV] 400 —
[ — Observed limits ===+ All limits at 95% CL ] [T — Observed limits ===- Expected limits All limits at 95% CL b
E B 300[— —
= = 200—
] :/ biry,
E 100~
| F wb 2
T O T | 07\\/1\\\ o e b b Eecec Py
600 700 800 200 300 400 500 600 700 800 90
m; [GeV] m; [GeV]

Figure 15.1: Summary of the dedicated ATLAS searches for top squark pair production based on
data taken at \/s = 8 TeV (left [171]) and /s = 8 and 13 TeV (right [163]). Exclusion limits at 95%
CL are shown. The dashed and solid lines show the expected and observed limits, respectively,
including all uncertainties except the theoretical signal cross-section uncertainty. The inset in the
left plot shows a zoom into the low top squark mass region to the diagonal.

The region of parameter space where the mass difference of the top squark and the neutralino is
close to the top quark mass is usually referred to as diagonal region as the kinematic boundary
between the two- and the tree-body decay is shown via a diagonal line in the exclusion plots in the
previous analyses [163, 171]. In this compressed 7, — ¢ + X ? scenario, the signal process has very
similar kinematics as the Standard Model #f process.

In Figure 15.1, the exclusion contour of previous analyses is shown. No exclusion in the compressed
region was possible from the analyses at 4/s = 8 TeV [171]. Different single bin approaches were
tested, but found to be not sensitive. For the shown results, a more complicated approach was used
with a shape fit in the E%‘iss and m distribution using 12 bins in total. This more complex approach
was not sufficient to fully exclude the compressed region. The exclusion limit starts around a top
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squark mass of 200 GeV, but the mass difference between the top squark and the sum of the top
quark and the neutralino is larger than 15 GeV. A dedicated analysis targeting the three-body decay
also looses sensitivity towards the diagonal boundary. Therefore a non-excluded area is left between
the different search regions. A measurement of the spin correlation in ¢z events is sensitive to the
production of top squarks pairs for very low top squark masses. With this measurement, top squarks
with a mass between the top quark mass up to a mass of 198 GeV can be excluded. Top squark
masses above this value are not excluded from these previous analyses for the compressed decay.

Newer results at v/s = 13 GeV from a similar search considering the fully hadronic top squark
pair decay gained sensitivity over the diagonal region for higher top squark masses [172]. In this
analysis, top squark masses down to a mass of 250 GeV are excluded for the compressed decay.

Taking into account these results, the compressed area for top squark masses from 198 to 250 GeV
is not excluded. The aim of the presented analysis is to gain sensitivity towards lower top squark
masses on the diagonal in order to exclude this region in the compressed parameter space. The
analysis is optimised to be sensitive to this area for the two-body decay of the top squark, and is
sensitive towards the thee-body decay as well.

The kinematics of the signal process and the background processes are very similar, due to the
low mass difference of the top squark and the neutralino. To achieve optimal sensitivity, the full
event information has to be exploited. This includes kinematic features, as well as the information
in the correlation of observables. To render this task possible, a boosted decision tree (BDT, see
Section 4.3) is used to classify the events into signal and background classes.

In this chapter, first the procedure of the optimisation of the inputs and settings for the BDT is
detailed. Afterwards, the estimation for the background normalisation is explained. The BDT
distribution and input variables are well validated, the validation approaches are explained in detail.
As a more complex shape fit is performed for this analysis, the details of the fit procedure are given.
Afterwards, the results of the analysis are presented and compared to similar searches.

15.2 Training of the BDT

The preselection used for the training is detailed in Section 13.2. The agreement between data
and the MC prediction are checked after this selection and no shape differences are observed (see
Appendix C.6).

A signal with a top squark mass of 250 GeV and a neutralino mass of 62 GeV is used for the training
of the BDT. In order to perform a stable training which is not sensitive to statistical fluctuations, high
statistics is produced for this sample. The signal is trained against the 7 and W+jets background
which are the two leading backgrounds after the preselection (see Figure 13.5 left-hand side) and
both sum up to 20318 + 173 expected events. Other background processes, such as 17 + V, single
top and diboson events are not considered in the training, but are used for the final evaluation. The
diboson process is the smallest of these backgrounds with 173 + 3 events predicted from the MC
simulation. Smaller backgrounds processes stemming from Z+jets, tZ, tt + WW or tWZ events are
not considered as they are negligible compared to the others. After the preselection, 83 + 16 events
are expected in total from these smaller processes, with the largest amount from Z+jets events of
68%.
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The selection of the BDT parameters, the preselection as well as the input variables are optimised.
For each setting which should be tested, a dedicated BDT has to be trained. The performance of
the BDT is quantified based on the maximal expected significance achievable when cutting at the
BDT distribution evaluated with the test events.

For the optimisation, first a simple BDT with the Gradient BoostType is used with many input
variables and the default TMVA settings. In the first optimisation step, the choice of the input variables
is optimised. Low ranked and thus unimportant variables are removed when no change in the BDT
performance is observed. In the ranking, the highest importance is assigned to variables which
are easy to split on. This does not necessarily mean that these variables also provide the largest
separation power. In order to estimate the expected sensitivity of a performed training, a cut is
placed on the BDT output maximising the expected significance. The significance values are then
compared independently of the cut position on the BDT score. After the lowest ranked variables
is found to increase the expected sensitivity, a full set of so-called N-1 trainings is performed. For
this, each variable is left out once and removed if no improvement is observed. This procedure is
iterated until all input variables show improvement in the expected sensitivity.

Table 15.1: The different settings and values tested in the BDT hyper-parameter grid search.

Setting Value
BoostType Grad, Ada
NTrees | 300, 400, 500, 600, 700, 800
MinNodeSize 2,4,6
UseRandomisedTrees True, False
UseNvars 4,6,8,10
UseBaggedBoost True, False
BaggedSampleFraction 0.4,0.5,0.6
E;“iss cut 100, 120 GeV
mT cut 90, 120 GeV
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Figure 15.2: Tested values for the UseNvars and the E;niss cut versus the maximal significance of
an uncorrelated data sample (test).
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Table 15.2: The different settings and specific values used for the BDT.

Setting ‘ Value ‘ Short description

BoostType | Grad | Boosting type for all trees in the forest
NTrees | 400 | Number of trees in the forest

MinNodeSize 4 Minimum percentage of training events
required in a leaf node
UseRandomisedTrees | True | Determine at each node splitting the cut
variable only as the best out of a random
subset of variables
UseNvars 10 | Size of the subset of variables used with
RandomisedTree option
UseBaggedBoost | True | Use only a random subsample of all events
for growing the trees in each iteration
BaggedSampleFraction | 0.6 | Relative size of bagged event sample to

original size of the sample

In the second optimisation step, a general grid search is performed to determine the best BDT
parameters. Additionally, the E%“SS and mr preselection cuts are varied. The tested values can
be found in Table 15.1. All combinations of these different settings are tested. For example, the
dependence of the UseNvars and the E}niss cut versus the significance of an uncorrelated data set
can be seen in Figure 15.2. Changing the UseNvars does not strongly influence the achievable
significance, while the E}“i” preselection affects this significance. In order to take into account the
correlations of the various settings, all combinations are tested and the one with the highest total
significance is taken. The chosen settings and a short description of their meaning are shown in
Table 15.2. For the preselection, mt > 120 GeV and E%m“ > 120 GeV show the best performance
and are thus already presented previously (see Section 13.2).

The two optimisation steps, selecting the input variables and the BDT settings, are correlated to each
other. Therefore, these processes have to be iterated until no further improvement is achieved. The
N-1 trainings are repeated, resulting in similar significances. Thus, the final set of input variables is
summarised in Table 15.3 showing the N-1 significances as well as the total calculated significance
after applying a cut at the BDT distribution considering a flat background uncertainty of 25%.

The training of a BDT is susceptible to statistical fluctuations in the training data set. If the same
simulated events are used in the training as well as in the statistical evaluation of the BDT, this can
lead to a bias due to the differences between simulation and data. In order to avoid this overtraining
effect, none of the events entering the training are used in the statistical evaluation. The simulated
MC events are split into two parts according to their event numbers, a quantity available in all events
that is not correlated to any physical observable. One of the parts is used for the training of the BDT
and the other part for the evaluation, ensuring that no event is used twice. As this procedure would
effectively decrease the statistical precision of the simulation by 50%, a second BDT is trained
with identical settings and variables, but inverting the selection for the training and evaluation data
sets. In the final evaluation, the same split according to the event number is applied to data and
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Table 15.3: Input variables for the BDT. The N-1 significance column gives the significance as
described above for a BDT trained without the corresponding variable used. The variables are
ranked starting with the lowest significance, thus the most important variables. The lowest row
gives the expected significance after applying a cut at the BDT distribution when all variables are
used for the training.

Input variables ‘ N-1 significance

Aqﬁ(E}FmSS, thad) 3.1+£0.2

x>-based mpaq 33+02
E}“iss 35+03

mr 37+£0.2

Number of jets 3.7+£0.2
AR(b,{) 3.8+04

Ag(t, 1) 40+03

Fourth jet pt 42+04
Third jet pt 44+03
H%“Sf; 44+04

All variables 5.8+04

MC simulation. This makes sure that no bias due to differences in the BDT distributions of the two
trainings can affect the analysis.

Figure 15.3 and Figure 15.4 show the shape distributions of the two BDT trainings, for signal and
background events respectively. The events in the "Train" distribution are used to train the respective
BDT, while the "Test" events are from the evaluation part of the sample. As the BDT shapes are
similar, both between test and training set as well as between the two trainings, no influence of
statistical fluctuations on the performance of the trainings are expected. The combination with even
and odd event numbers is done same for the MC samples and the data events.

With the above procedure, a BDT is trained to be sensitive in the low top squark mass regime near
the diagonal boundary. Signal events receive a higher score of the resulting BDT, while backgrounds
are classified with a low score. The distribution of the BDT output is used in the analysis, in order
to define control regions for the backgrounds, as well as a signal region. In the signal enriched
region, the shape of the BDT output is used to enhance the sensitivity to the specific signal model.
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Figure 15.3: Signal shape for the BDT trained on even (left) and odd (right) event numbers
comparing the corresponding test and train sample.
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Figure 15.4: Background shape for the BDT trained on even (left) and odd (right) event numbers
comparing the corresponding test and train sample.
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15.3 Background Estimation

The full BDT distribution is presented in Figure 15.5 showing the sum of all backgrounds and
the benchmark signal overlaid. Overall, the largest background stems from #f processes, where
the semi-leptonic and dileptonic #7 processes are both relevant and contribute to 55% and 30%
respectively. The contribution of the other backgrounds is smaller compared to the signal for most of
the BDT distribution. The normalisation of the 7 background is estimated similarly to the tN_med
region, in a data-driven way by defining 77 enriched regions.

In Figure 15.6, the shape is compared between all backgrounds added and the benchmark signal. As
already seen in the previous distribution, the signal to background ratio improves for higher BDT
scores. Thus the higher BDT score values can be used to define a signal enriched region. As the
separation between signal and background in general is difficult for this region, the definition of a ¢
enriched control region is also not trivial when using only requirements on kinematic distributions.
With the BDT, a powerful tool is optimised for this separation and therefore control regions can be
defined by using lower BDT scores. The right-hand plot in Figure 15.6 shows the shape difference
between the benchmark signal and the two #7 processes — semi- and dileptonic. As visible from
these shapes, the semi- and dileptonic processes behave differently, as the dileptonic ¢z process
tends towards even lower BDT values compared to the semi-leptonic ¢f process. Thus independent
normalisation factors can be determined. Two control regions are defined using the BDT range
from -1 to -0.4 and from -0.4 to 0.4.

Additional requirements on the transverse momenta are applied in order to bring the control regions
kinematically closer to the signal region and to reduce modelling uncertainties. In Figure 15.7 the
transverse momentum of the first two leading jets are shown after the preselection used for the
training and a cut on BDT > 0.4. Applying additional requirements at the leading jet pr larger
100 GeV and the second leading jet pr larger 50 GeV remove background events without removing
too many signal events. The transverse momenta requirement is 66% and 78% efficient for the
background and the signal respectively. As the region with higher BDT scores is nearly not affected,
only the control region kinematics are changed to be closer to the ones in the signal region.
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Figure 15.5: Full BDT distribution for the sum of all SM backgrounds and the benchmark signal
overlaid.
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Figure 15.7: Leading (left) and sub leading (right) jet pr after applying all preselection requirements
and a cut on the BDT distribution of 0.4. The sum of all background processes is shown and the
benchmark signal is overlaid.

The normalisation factors are determined in the fit to the control regions to 1.16 +0.16 for dileptonic
tt and 1.16 + 0.28 for semi-leptonic ¢7. The values are slightly above unity but agree within the
uncertainties with unity. The normalisation factors are in good agreement to each other. In order
to not rely on the additional jet modelling, the normalisation is nonetheless kept separate for both
tt processes. The observed and expected event yields are presented in Table 15.4 and a perfect
agreement between the fitted and the observed yields can be seen by construction.

The modelling of the MC prediction is checked in these two control region bins requiring
-1 <BDT <-0.4 (CR1) and -0.4 < BDT < 0.4 (CR2). The E‘TniSS and mr distribution for those
two regions are shown in Figure 15.8 and 15.9 respectively. Overall a good modelling can be
observed for all variables (see Appendix C.7.2).
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Table 15.4: Observed events and expected yields for all background processes in the control regions
with the normalisation factors applied. The individual uncertainties are correlated and do not add

up quadratically to the total uncertainty.

Region | CRI CR2

Observed events | 2855 11432

Total background events ‘ 2855 +53 11432 £ 107

tt 2L events 2072 £190 5900 + 776

tt 1L events 395+ 82 3796 + 747

tt +V events 35+18 176 + 89

Single top events 123 + 54 560 + 218

W + jets events 206 + 123 911 £423

Diboson events 25+13 89 +48

MC exp. background events 2800 11382

MC exp. 1t 2L events 2000 5697

MC exp. tf 1L events 411 3949

MC exp. tf + V events 35 176

MC exp. single top events 123 560

MC exp. W + jets events 206 911

MC exp. diboson events 25 89
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Figure 15.8: The E}niss distribution in the two control region bins requiring -1 < BDT < -0.4 (CR1,
left) and -0.4 < BDT < 0.4 (CR2, right). The normalisation factors for 7 1L and 2L are applied as
determined in the simultaneous fit. The statistical uncertainty is shown as well as the uncertainties

from JES/JER and b-tagging.
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Figure 15.9: The mr distribution in the two control region bins requiring -1 < BDT < -0.4 (CR1,
left) and -0.4 < BDT < 0.4 (CR2, right). The normalisation factors for ¢f 1L and 2L are applied as
determined in the simultaneous fit. The statistical uncertainty is shown as well as the uncertainties
from JES/JER and b-tagging.

15.4 Validation

The modelling of the BDT distribution has to be well validated as both the background normalisation
as well as the signal sensitivity is derived from this distribution. The BDT distribution, the input
variables and the correlation between those are validated and various mis-modelling checks are
performed. Illustrative plots are shown in this section.

Already before the training of the BDT, all input variables are checked after the preselection (see
Table 13.2) is applied. The E;"iss and mr distribution are shown in Figure 15.10. The shape of these
distributions is modelled well, but an overall constant offset can be seen in the ratio between data
and the SM prediction. This normalisation will be taken into account when using the determined
tt normalisation which is slightly above the prediction for both semi- and dileptonic ¢z. The other
distributions after the preselection cut also show good shape agreements and can be found in
Appendix C.6.

Furthermore, a combination of both control regions is checked (-1 < BDT < 0.4) and a less inclusive
selection which is closer to the signal region requiring 0 < BDT < 0.4. The E}ni“ distribution
for those two selections is shown in Figure 15.11. All other distribution for those selections are
presented in Appendix C.7.2 and an overall good modelling can be seen for all variables. The signal
contamination in those regions is below 15%.

A dedicated validation region is constructed using the BDT distribution. As the control regions
are defined for BDT scores < 0.4 and the signal region is defined with a high BDT score, the
intermediate region is used as validation region to check the ¢7 normalisation for this fit setup. This
validation region is defined in the range of 0.4 < BDT < 0.6. To reduce the signal contamination
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Figure 15.10: The EIFniss (left) and mT (right) distribution after the low Efrmss preselection is applied
(see Table 13.2). The statistical uncertainty is shown as well as the uncertainties from JES/JER and
b-tagging.
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Figure 15.11: The Efr“iss distribution in a BDT range of -1 to 0.4 (left) and O to 0.4 (right).The
normalisation factors for semi- and dileptonic #7 are applied as determined in the simultaneous fit.
The statistical uncertainty is shown as well as the uncertainties from JES/JER and b-tagging.

higher BDT values are not considered. Using this range, the signal contamination reaches 31%.
The modelling is checked in this region before the discovery fit is performed where no signal was
found. Therefore, this region is then part of the exclusion fit setup in which the full shape is used in
order to increase the sensitivity. The E%“iss and m distribution for this validation region is shown
in Figure 15.12 where a good agreement can be seen. Further plots for this region are presented in
Appendix C.7.1 where overall a good modelling is observed.
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Figure 15.13: Average of E;niss (left) and mT (right) versus the BDT output.

Furthermore, the dependence of the average of each BDT input variable to the BDT distribution is
compared between data and the SM prediction. Illustrative distributions are shown in Figure 15.13
and Figure 15.14, the remaining ones can be found in Appendix C.7.3. These plots check both the
modelling of the input quantities in different BDT bins as well as the modelling of the correlation of
each variable to the BDT distribution. On the other hand, they illustrate the general importance of
the variables. Some variables show a stronger slope in these plots, e.g. the E%ﬁss and m distribution.
Those variables could more easily be used in a cut-based analyses. Other variables have a flat
structure, €.g. A@(tiep, thaa)- This indicates that the correlation to other variables gives the additional
information used for the BDT.
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Figure 15.14: Average of )(Z—based Myhad (left) and Ag(tiep, thaa) (right) versus the BDT output.
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factors for semi- and dileptonic ¢ are applied, only statistical uncertainties are shown

In the training, the BDT learned the kinematic of the signal process and learned to separate
this process from the background processes. The dependence of the input variables on the BDT
distribution shows which features are considered signal like. High BDT values are correlated with
higher E%mss values. This is expected as the signal process tends slightly towards higher values
than the ¢7 background. The m average for high BDT scores is around 160 GeV. The background
processes tends to values below the W boson mass, where the signal tends towards higher values,
but not as high as e.g. for the tN_med signal (see the preselection plots in Section 13.2). Especially
the y2-based mypaq dependence show the good performance of the training by learning the correct
mass of the expected top quark resonance. Towards high BDT values, the y?-based mhaq average
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Figure 15.16: The correlation of E%“iss (left) and mT (right) versus the H%"‘S; Normalisation factors

for semi- and dileptonic ¢ are applied, only statistical uncertainties are shown

is at 175 GeV. That means that the BDT expects a well reconstructed top quark for the signal
classification.

Overall, these plots are a good tool to understand the internal structure of the BDT and show that
the BDT learned the kinematic of the signal and is not trained on statistical artefacts. In addition,
one can validate that the learned structure is well modelled as the same behaviour is predicted from
the SM processes as it is seen in data.

The BDT relies on the correlation between the input variables. Therefore the modelling of the
correlation is validated. This can be done by checking that the correlation between variables is
well modelled by MC. For this, the Pearson correlation coefficient is calculated which is defined as
(x ={x)) - (y = (y))/(RMSy - RMS,). This is a measure of the linear correlation of two variables.
If a positive (negative) values is calculated, there is a positive (negative) linear correlation, where
values around zero mean that there is no linear correlation. Illustratively, the correlation for E}“iss
and mr to the A¢(E¥“SS, thad) is shown in Figure 15.15 with values around zero. Therefore, no linear
correlation between these variables can be seen. In Figure 15.16, the correlation between E%“SS and
mr to H%“;; is shown. As H%“‘;Z and E7"™ are correlated to each other, the distribution tends towards
positive values. The correlation to mt is much less pronounced, therefore this distribution is centred
around zero with a small trend towards positive values. The correlation of all input variables to
E%‘iss and m are shown in Appendix C.7.4. The data and the SM prediction agree well within the
uncertainties, and no mis-modelling of these correlations can be observed.
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15.4.1 Validation with 2L and 1L17 Selections

The main background for high BDT values consists of events stemming from the dileptonic ¢ process.
These processes can be only selected in the signal region when one lepton is not reconstructed
and thus not selected, and additional jets are produced. Thus the modelling of the jet multiplicity
and momenta of these events is validated in dedicated selections requiring either an electron and
a muon or one lepton and one hadronic T candidate. After the nominal preselection, 60% of the
dileptonic 7 events include a hadronic 7 decay, approximately constant over the whole range of the
BDT output.

In order to validate the dileptonic 77 background without a hadronic 7, events are selected with an
opposite charged eu lepton pair (eu (OS) selection). For the selection, the single lepton triggers
are used and at least two jets are required with pt > 50,25 GeV, where at least one is b-tagged. In
Figure 15.17, the jet multiplicity is shown for two different E}niss thresholds in order to check the
modelling in dependence of the ET". A good agreement can be seen for the simulation and the
measured data for up to more than eight selected jets. The modelling of the transverse momentum
distribution of the third and fourth leading jet is shown in Figure 15.18. These distributions are
checked as they are input in the BDT training and could lead to problems in case of mis-modelling
for the leading background.

In order to validate the dileptonic ¢f background with a hadronic 7 decay, events are selected using
the BDT preselection with an inverted hadronic 7 veto and thus requiring a hadronic 7 candidate
(1L17 selection). The jet multiplicity is shown for two E%liss thresholds in Figure 15.19 and the
third and fourth leading jet pr in Figure 15.20. Also for this selection, the simulation agrees well
with the measured data and no significant deviations are observed.

These distributions confirm that the extra jet production, which is the important factor for the
dileptonic ¢f contribution in a one lepton selection, is well described in the simulation.
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Figure 15.17: Jet multiplicity in the eu (OS) selection for E%liss > 120GeV (left) and
E%‘iss > 200 GeV (right). The uncertainty band includes only the ¢7 theory uncertainties.
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Figure 15.18: Distribution of the pr of the third and fourth leading jet in the eu (OS) selection for
E;niss > 120 GeV. The uncertainty band includes only the ¢7 theory uncertainties.
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Figure 15.19: Jet multiplicity in the 1L17 selection for E%"iss > 120 GeV (left) and E%“iss > 200 GeV
(right). The uncertainty band includes only the ¢ theory uncertainties.
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Figure 15.20: Distribution of the pt of the third and fourth leading jet in the 1L17 selection . The
uncertainty band includes only the ¢f theory uncertainties.

15.4.2 Summary of the BDT Validation

The validation of the BDT is important as the full BDT distribution is used. Therefore the modelling
of the input variables is tested in various regions. A good agreement between the simulation and the
measured data can be seen in all these regions. Furthermore, the correlation of the input variables to
the BDT distribution and to each other is studied and found to be well described by the simulation.

The jet multiplicity and the jet pt information, as used in the BDT, are also validated in dedicated
opposite sign eu and 1L17 selections. Also here, a good description of the data by the simulation
is found.

15.5 Impact of Systematic Uncertainties

The sources of experimental and theoretical uncertainties are discussed in Section 13.4. All those
uncertainties are evaluated by calculating the yield change for each control and signal region bin
when varying the sources of uncertainties. The full shape and normalisation differences are then
considered as systematic uncertainty. As the ¢f background normalisation is determined in the fit,
for this background only the shape changes influence the result. In the same manner as for the
tN_med signal region, the semi- and dileptonic #¢ systematic uncertainties are handled separately.
Only for the minor backgrounds which contribute less than 2% in each individual bin — diboson
and tf + V — the theoretical uncertainties are not evaluated in detail, but assumed to be flat with
an uncertainty of 50% over the full region. This uncertainty is well above the corresponding
cross-section uncertainty of 6% and 13% respectively. Interference effects between ¢7 and single
top Wt processes are evaluated on particle level to be below 10%, thus an overall flat uncertainty
of 10% was assumed for this uncertainty.
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The signal and the background processes are very similar in the compressed phase-space. This
can potentially lead to a stronger dependence to additional jets (ISR) also in the signal process
which could enhance e.g. the E%‘iss. To take into account such a dependence, signal systematic
uncertainties are considered. For this, the factorisation, renormalisation and merging scale as well
as the parton-shower tuning are varied in the event generation for the benchmark signal. Those
uncertainties are then evaluated for the benchmark signal sample and amount to less than 10% in
each bin.

In order to get a more reliable estimate of the uncertainties against the statistical fluctuation of
the background samples, a smoothing procedure is applied for the uncertainties of the dominant
backgrounds in the diagonal region. This smoothing procedure merges statistically insignificant
bins and smooths the result with a Gaussian kernel. The advantage of this smoothing procedure
will be explained in the next section.

In Table 15.5, the systematic uncertainties in the total background prediction are listed. The leading
theoretical uncertainty comes from the normalisation of the dileptonic ¢ background which is
the dominant background in this region. The leading experimental uncertainty comes again from
the jet energy resolution. Overall, the statistical uncertainty is slightly larger than the systematic
uncertainties.

Table 15.5: Total background expectation with the statistical and systematic uncertainty. For the
systematic uncertainty, the full breakdown of the leading uncertainties in the background prediction
in the discovery signal region is given. The individual uncertainties are correlated and thus do not
necessarily add up in quadrature to the total uncertainty. All uncertainties which contribute less
than 0.3% are not shown.

Uncertainty Discovery region
Total background expectation 115.27
Total statistical (\/pr) +10.74
Total background systematic +10.05 [8.72%)]
tt 2L normalisation +9.00 [7.8%]
Jet energy resolution +2.95 [2.6%]
MC stat. (nominal samples) +2.78 [2.4%]
Jet n intercalibration +2.78 [2.4%]
tt 1L normalisation +2.50 [2.2%)]
Pileup reweighting +1.86 [1.6%]
tt +V theory +1.26 [1.1%]
Single top interference +0.84 [0.73%]
Flavour tagging c-jet mistag rate +0.72 [0.62%]
Jet energy scale (1% component) +0.64 [0.55%]
W+jets MC generator +0.56 [0.48%]
Diboson theory +0.35 [0.30%)]
W+jets renormalisation scale +0.34 [0.30%]
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15.6 Fit Setup

The comparison between the measured data and the SM expectation is evaluated using a profile
likelihood fit as described in Section 4.2. For the so-called discovery fit setup, only one signal
region bin is used to be model independent. All events with a BDT score larger than 0.75 are used
in this case. When applying a cut on the BDT distribution, choosing this BDT score maximises the
expected significance for the benchmark signal. The corresponding expected events are given in
Table 15.6. The discovery fit is performed first in order to check the existence of a possible signal.
In this case, the validation region as described in Section 15.4 in the region of BDT scores 0.4 to
0.6 is checked. As no problems are observed in this validation region and no signal is found using
the discovery bin, the full BDT shape is used for the final exclusion fit.

For the exclusion fit, seven bins are chosen in order to improve the separation between the signal and
the two 7 background components. The lower BDT scores are dominated by #7 background. The
normalisation for semi- and dileptonic ¢ can mainly be determined in the two previously defined
control region bins. Towards higher BDT scores, more signal is expected and thus these bins are
more sensitive to a potential signal. The BDT output distribution is split into five bins at scores of
0.4,0.5,0.6,0.7, 0.8 and 1. The full BDT distribution using the same binning as for the exclusion
fit setup is shown in Figure 15.21 and the expected event yields are given in Table 15.7.

The fit procedure is tested first using only pseudo-data which are calculated from the Monte Carlo
prediction. In Figure 15.22 on the left-hand side, the fit parameters obtained in the fit are shown. The
black dots represent the Gaussian uncertainties corresponding to the experimental and theoretical
uncertainties. The mean of the prior is set to zero with an uncertainty of 1 o illustrated with the
grey band. As pseudo-data are used, no shift away from zero is expected and no pull is observed.
Some systematic uncertainties show an uncertainty smaller than one, e.g. the jet energy resolution

Table 15.6: Expected event yields for the discov-
ery fit setup for all background processes and

. ]
the benchmark signal m(7, X1) = (250, 62) GeV. © 105;5‘:13 Tov. 3611 ;;N_Oltﬁ‘. o™ ‘E"E"ZH N
The individual uncertainties are correlated and do 5 —mi=esos cev Ezwvets o’ 3
not add up quadratically to the total uncertainty. g 104% =
Discovery ‘ BDT > 0.75 10°C
tr 2L 59+3 102
tt 1L 31+4
Single top | 8.4+ 1.3 -1-0.8-0.6-04-0.2 0 0.2 0.4 0.6
Wjets 39+0.5
. Figure 15.21: Full BDT distribution for all MC
Dib 0.7+0.1
_1 oson backgrounds added and the benchmark signal
H+V 25+03 overlaid with the binning as used for the exclu-
Total SM | 106 + 5 sion fit sefup.
Signal 127 + 4
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Table 15.7: Event yield table for the exclusion fit setup separating BDT scores above 0.4 into five
signal region bins for all background processes and the benchmark signal m(7,, X ?) = (250, 62) GeV.
The individual uncertainties are correlated and do not add up quadratically to the total uncertainty.

Exclusion | 0.4<BDT<0.5 0.5<BDT<0.6 0.6<BDT<0.7 0.7<BDT<0.8 0.8<BDT«<1

tt 2L 351+ 10 231+7 180 +7 97+5 24+2
1t 1L 255 £ 11 188 +9 126 + 8 54+5 12+2
Single top 453 +£3.1 33.8+£2.7 243 +22 119+14 3.7+£0.38
W+jets 452+£29 333+2.7 199+ 1.5 6.4 +£0.6 1.5+03
Diboson 7.3+0.7 52+0.7 4.1+£0.6 1.5+£03 03+0.1
tt+V 163 +£0.7 142 £0.6 8.8+0.5 41+04 1.0+ 0.2
Total SM 719 £ 15 506 + 12 362 + 10 176 £ 7 42+3
Signal 2305 230+ 5 184 £5 141 £ 4 643
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Figure 15.22: Fit parameter for the exclusion fit of the BDT for the benchmark signal using
pseudo-data. The nominal setup (left) and a setup using one uncorrelated uncertainty per bin for
the fragmentation uncertainty for semi-leptonic ¢z (right). The black dots show the best fit value
and uncertainty of the nuisance parameters, encoding the various experimental and theoretical
modelling uncertainties.

and the 7 theory uncertainties. The largest constraint is seen for the parameter which comes from
the dileptonic ¢7 fragmentation uncertainty, labelled as “ttbar 2L frag.”. In order to check the impact
of such a constraint, a separate fit is performed where the uncertainty is taken as an uncorrelated
uncertainty in each bin. For this, one variation for each bin is added individually. The resulting fit
parameter plot is shown in Figure 15.22 on the right-hand side. The corresponding uncorrelated
parameters are called ttbar 2L frag. <bin>". The constraints are smaller but still visible for the signal
region bins SR2 and SRS5. In addition to the change of the constraints, the change in the expected
significance is compared for a signal point with a top squark mass of 195 GeV and a neutralino mass
of 1 GeV. Using the first setup, a significance of 2.39 o is achieved. The uncorrelated uncertainties
per bin result in an expected significance of 2.76 0. Despite the larger constraint, the fit model
where the systematic is correlated across the bins, yields a more conservative result and is therefore
chosen.
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Figure 15.23: Fit parameter for the exclusion fit of the BDT for the benchmark signal for the
fit without (left) and with (right) smoothed uncertainties. The black dots show the best fit value
and uncertainty of the nuisance parameters, encoding the various experimental and theoretical
modelling uncertainties.

When adding the measured data to the fit, the nuisance parameters are pulled as shown in Figure 15.23
on the left-hand side, pointing to imperfect agreement between the MC prediction and data. As
previously described, a smoothing procedure is used for some of the uncertainties. This reduces
the effect of statistical fluctuations on the uncertainties. Due to smaller fluctuations, an overall
improved fit behaviour is observed. This can be seen in Figure 15.23 on the right-hand side. The fit
parameters are shown when using the smoothing procedure for ¢f uncertainties, for pile-up and jet
related uncertainties for single top and W+jets as well as for the single top theory uncertainties. All
other uncertainties are taken directly from the MC samples as described above. The ordering of the
uncertainties in both plots is changed, but overall smaller pulls and less strong constraints can be
observed. The remaining largest pulls are due to the ¢f theory uncertainties, where the dileptonic ¢
fragmentation uncertainty is pulled most strongly.
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Figure 15.24: BDT distribution using the nominal samples (left) and using the sample for evaluating
the theory fragmentation uncertainty for 77 (right). The uncertainty band includes only statistical
uncertainty in the MC statistics and the statistical uncertainty in the normalisation factors for ¢7.
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Figure 15.25: BDT distribution using the nominal samples (top left) and using the sample with
radiation up (top right) and radiation down (bottom left), together with the y? as a function of
the radiation variation ORradiation (bottom right). The uncertainty band includes only statistical
uncertainty in the MC statistics and the statistical uncertainty in the normalisation factors for #7.

The observed pull for the systematic uncertainties is caused by a disagreement of the measured data
and the prediction. In some cases, a systematic variation shows better agreement and thus a shift is
expected. The largest observed pull in Figure 15.23 is seen for the ¢7 fragmentation and radiation
uncertainty. In Figure 15.24, the BDT distribution is shown using the nominal MC predication and
using the variation sample for the fragmentation uncertainty for 7. The uncertainty band includes
only statistical uncertainty in the MC statistics and the statistical uncertainty in the normalisation
factors for t7. The agreement between the different predictions is quantified with the y? value.
As not all uncertainties are included, the absolute value can not be used to judge the fit quality,
and only the differences are meaningful. The y? value calculates to 5.7 for the nominal sample
and 5.0 when comparing the data to the prediction obtained using the alternative fragmentation
sample. Overall, the agreement between the measured data and the MC predictions is similar, but
in the signal region bins with the largest deviations, a better agreement can be seen when using the
fragmentation variation sample for ¢7. This can also be seen in the overall lower y? value.
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In Figure 15.25, the BDT distribution is shown using the nominal MC samples as well as the up
and down variation samples for the radiation settings for 7. The worst agreement between the data
and the MC prediction is visible for the up variation of the ¢ radiation. Here, the last signal region
bins do not agree within the statistical uncertainties. This results to a y? value of 14.2. The down
variation shows good agreement with a much lower y? value of 6.2. The y? values are also shown
in the last panel in Figure 15.25, together with a quadratic fit. The position of the minimum of the
quadratic form gives the best fit value, when neglecting any correlations to other parameters in the
likelihood fit. The observed minimum of 0Radiation iS at —0.44. This value matches the observed
behaviour in the fit, when considering the approximations made. The parameters for dileptonic and
semi-leptonic ¢z have best fit values of —0.6 and —0.25, respectively. Similar observation can be
made for other uncertainties as shown for the first jet energy scale component in Appendix C.8.

15.7 Results

In the likelihood fit, the signal region bins are included and the two control region bins are used
in order to determine the normalisation for semi- and dileptonic 7 to 1.16 = 0.28 and 1.16 = 0.16
respectively. The expected and observed yields are listed in Table 15.8 for the discovery fit. The
compatibility of the observed data with the background only hypothesis is calculated to be pg = 0.5,
which is equivalent to a significance of zero. No significant deviation from the SM prediction is
found, thus limits on the direct top squark pair production are derived. The observed (expected)
upper limit on non-SM events in the signal region is Nyon-sm < 58 (< 58).

Table 15.8: Observed events and expected event
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Figure 15.27: Expected and observed 95% excluded regions in the plane of Am(7,, X ?) versus mj

for the direct top squark pair production assuming either 7, — tX ? orf, — bWX ? decay with
a branching ratio of 100%. The observed excluded regions from previous publications [163] are
shown as dark grey areas. The black line shows the expected limit and the yellow band includes all
statistical and systematic uncertainties. The red line shows the observed limit, where the smaller
dashed lines represent the uncertainty in the signal cross-section.

In order to achieve a good sensitivity for the exclusion across a large possible parameter space, the
full BDT distribution is used with five signal region bins. The final BDT distribution including the
previously determined normalisation factors for ¢z as well as all systematic uncertainties is shown
in Figure 15.26. As the ¢f normalisation comes mainly from the first two bins, those bins show a
perfect agreement between data and the MC prediction. The latter bins, corresponding to the signal
enhanced bins show some fluctuations, but all differences are within the uncertainties.

The main focus of this analysis is the low top squark mass region, with a mass difference of

My = Mgo = M. In order to better illustrate the exclusion reach in this compressed region, the

exclusion contour is shown in the Am(f,, X ?) versus iz plane in Figure 15.27. The limits from
previous analyses are shown as grey areas. The expected exclusion goes down towards a top squark
mass of 198 GeV. This can also be seen in Figure 15.28, where the upper limit on the cross-section
is shown for signal samples next to the diagonal boundary with Am(7,, X ?) — m; = 500 MeV. For
those samples, top squark masses from 198 GeV (198 GeV) can be excluded up to top squark masses
of 463 GeV (408 GeV) in the observed (expected) limit. With these results, the remaining signal
parameter space in the two-body region at low top squark masses is excluded.

The sensitivity towards the three-body decay side (labelled bWN in Figure 15.27) is also tested. As
visible some signal points on the bWN side can be excluded by the signal region designed on the
two-body decay side. The signal samples with a top squark mass of 220 GeV near the boundary
between the two and three-body decay side are within the expected sensitivity. As already seen in
the BDT shape (see Figure 15.26), the data do not agree with the MC prediction among all signal
region bins. More data events are expected in the first two signal region bins, where less data events
are expected in the third and last signal region bin. A good agreement can be observed for the fourth
signal region bin. Considering the observed limit, the signal points around a top squark mass of
220 GeV on the three-body decay side cannot be excluded. Thus, these points and the small corner
for very low top squark masses on the three-body decay side should be studied further in the future,
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Figure 15.28: Observed and expected 95% CL upper limit on the cross-section for the top squark
pair production as a function of the top squark mass. The signals are chosen such that the mass
difference between the top squark, the neutralino and the top quark is equal to 500 MeV for all signal
points. The thickness of the theory curve represents the uncertainty in the signal cross-section.

which can be done performing precision measurements of top properties. This feature is not visible
in the cross-section limit in Figure 15.28, as this limit is evaluated on the two-body decay side.

15.7.1 Comparison to Similar Search Regions

In addition to the approach discussed here, two further analyses are included in the same publica-
tion [5] that target the compressed signal scenario between the two-body and the three-body decay
of the top squark. The signal region presented is called "BDT_med" in this publication.

Based on the techniques discussed here, a second BDT is trained to achieve higher sensitivity at
high top squark masses and is called "BDT_high". In addition to the variables discussed here, the
correlation between the E%“SS and the momentum of the initial state radiation is exploited. This is
linked to the ratio of neutralino and top squark masses and gets more relevant towards large top
squark masses [172]. The training and validation of the BDT_high is based on the same principles
as discussed here. For the final fit, three control region bins are used to estimate the combined #¢
normalisation where the selection is dominated by dileptonic #¢. Three signal region bins at higher
BDT scores are used in the exclusion fit.

A third analysis targets very low top squark masses, my = 190 GeV and is called "BDT_low".
Also here a BDT is trained, but not following the same procedure as described above and used
for BDT_med and BDT_high. This region targets very low top squark masses between 190 and
200 GeV. The BDT is used to define one control region bin to determine a combined ¢f normalisation
factor and one bin is used as signal region. As an input variable for the training, the mass of a
reconstructed top quark is calculated. For the full reconstruction, the top squark and neutralino
mass are fixed and a top squark mass of 200 GeV with a neutralino mass of 27 GeV is assumed for
this signal region.

A dedicated region for the three-body decay is also optimised (bWN). It is designed similarly to
the tN_med signal region, optimising a sensitive selection and using a shape fit in order to improve
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Figure 15.29: Expected and observed 95% excluded regions in the plane of Am(fl, X ?) versus mj

for the direct top squark pair production assuming either 7, — txX ? orf, — bW X ? decay with a
branching ratio of 100%. The excluded region is shown combining the three BDT and the bWN
analyses (left). The observed excluded regions from previous publications [163] are shown as grey
areas. The signal region with the best expected sensitivity and thus used for the combination is
shown (right).

the exclusion sensitivity. The amr, distribution is used for the shape fit, as the three-body decay
produces lower values in amyp, than the background.

Figure 15.29 shows the combined exclusion contour. For each signal point, the signal region with
the best expected sensitivity is used for the combination. The selection of the signal region is
shown on the right-hand side. For top squark masses between 200 and 300 GeV, in the region to
which previously no sensitivity was achieved, the analysis discussed here shows the best sensitivity.
Expected significances in the range of 3 o to 5 o are achieved. At higher masses of the top squark,
mi 2 350 GeV, the BDT_high analysis is the most sensitive region. It is able to extend the expected
exclusion limit by 100 GeV compared to BDT_med alone, up to a top squark mass of 500 GeV. In
its target region, for mi < 200 GeV, the BDT_low analysis achieves the best sensitivity. It extends
the exclusion limit by 10 GeV down to mi < 190 GeV, inside the parameter space excluded by a
previous ATLAS analysis [171]. The analysis targeting the three-body decay side shows the best
sensitivity for most of those points and extends the exclusion potential on the three-body side as it
can exclude the full three-body decay area with top squark masses between 200 and 400 GeV.

15.7.2 Low Mass BDT

As previously described, the BDT_low region as published in the same paper [5] uses a different
approach for the training, optimisation and evaluation. As a proof of concept, the same strategy, as
developed for the BDT_med and applied to BDT_high, is applied also to the very low top squark
masses near the diagonal.

For this check, a BDT is trained using the same settings and input variables as the previously
presented analysis. Only the input samples are changed for the training in order to use the lowest
available top squark masses. A combination of top squark masses of 190, 195 and 200 GeV is used,
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Figure 15.30: Shape comparison of the new trained BDT for semi- and dileptonic ¢ as well as
for one signal sample (left). BDT distribution after applying all selection requirements and the
determined background normalisation. The shown binning is the one used for the exclusion fit. The
uncertainty band includes statistical and systematic uncertainties (right).

where for the latter two different neutralino masses are assumed. In total, four samples are used in
order to have adequate statistical power in the training. In Figure 15.30, the shape of the resulting
BDT distribution is shown for the semi- and dileptonic 77 as well as for the signal sample with a top
squark mass of 195 GeV. The differences between the semi-leptonic and dileptonic #7 distributions
are much smaller compared to the differences seen for the previous BDT. Therefore, in the fit only
the combined normalisation for #7 is determined. For this, one control region bin is defined in the
region of BDT scores of 0.1 to 0.2. The intermediate BDT region from 0.2 to 0.6 is used as a
validation region, as the signal behaves very similar to the background processes. The BDT region
above 0.6 is then split into six bins as shown in Figure 15.30 and the shape information is used in
order to check the sensitivity of this BDT.

Overall, a similar fit procedure is used as for the previous BDT. The only differences are the change
to a combined #f normalisation factor. The theoretical systematic uncertainties for W+jets and
single top are set to 50% instead of the exact evaluation. The high BDT scores has nearly no
background except t7. As no generated events are left in the high signal region bins, only a rough
estimate of these uncertainties can be performed. These numbers agree with the numbers used for
the BDT_low [5]. The theoretical signal uncertainties are also set to a flat uncertainty of 10% which
is larger than the uncertainty calculated from a signal sample with a slightly higher top squark
mass and cover a possible larger effect towards lower top squark masses. The same validation as
for the BDT_med is done. A selection of the plots is shown in Appendix C.9. This setup is used
to determine the expected sensitivity for the signal points where the BDT_low performs better
than the BDT_med. The number for all three BDTs are presented in Table 15.9. Overall, the newly
trained BDT shows a large improvement compared to the BDT_med for all signal points. As these
samples are used for the training of the BDT, this behaviour is expected. Compared to BDT_low,
the significances are very similar for the 195 GeV and 200 GeV mass points. As two signal points
with a top squark mass of 200 GeV are used, the newly trained BDT is more sensitive for these
points. The kinematic distributions change when going towards higher top squark masses, therefore
the BDT_low performs still better for the mass point at a top squark mass of 190 GeV as only one
of the 200 GeV mass points was included in the training for this BDT.
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Table 15.9: Expected significances for the low top squark masses comparing the BDT_med,
BDT _low [5] and the new trained BDT.

Sample: M 5 M50 BDT_med BDT low [5] new BDT

X
190 GeV, 17 GeV 070 2340 1.56
195 GeV, 1 GeV 1220 1.690 1.68 0
200 GeV, 12 GeV 2650 2710 2770
200GeV, 27 GeV 2070 2450 2410

Further improvements for a BDT sensitive to the very low top squark masses can be made by
improving the training sample selection. This can be achieved by enhancing the MC statistic of the
lowest signal point. If a combination of signal samples is needed, these samples should be very
similar in the kinematic behaviour, so that the training cannot focus on the signal kinematics with
the highest statistics. For best results, the optimisation of the BDT settings and especially the input
variables should be redone also for this low top squark mass region. The kinematics change when
going towards lower top squark masses and thus also the preselection cuts have to be reconsidered.
The signal tends towards lower mt values and thus the mt > 120 GeV cut reduces the amount of
signal events. When loosening the cut to mt > 90 GeV, 60% more signal events are expected for top
squark masses of 190 GeV and 195 GeV. The background increases by about 60%, when reducing
the mr threshold. While such a reduction does not increase the sensitivity directly, the additional
signal events could be recovered in the BDT training. For increasing top squark masses, the effect
reduces, e.g. only a 40% increase is expected for top squark masses of 250 GeV. A reduced mt
threshold can increase the effects of the jet energy resolution uncertainty, which directly impacts
the resolution of the mt. The exact value of the mr requirement is thus a trade-off between the
increased signal efficiency and the uncertainty in the background estimate.

Overall, this check shows, that the same procedure as developed for the BDT_med can also be
applied for lower top squark masses. As this area is anyhow excluded from the spin-correlation
measurements from 8 TeV [171], no further effort was spent into improving this newly trained BDT.



16 Comparison of the Full Result

Summarising the result of the presented analyses, a combination using the tN_med and the BDT_med
regions is shown on the left-hand side in Figure 16.1 by using the signal region with the best expected
sensitivity. On the right-hand side, the results using all signal regions targeting the two-, three- or
four-body decay are shown as presented in the combined publication [5]. Already the two presented
signal regions cover a wide range of the excluded area. The dedicated region for the high top
squark masses and especially for the three- and four-body decay extend the exclusion range into the
corresponding regions.

Figure 16.2 shows similar results for the full hadronic ATLAS search [172] and the CMS search
with one isolated lepton in the final state [173]. Overall, similar search strategies are used in all
analyses. In the ATLAS all-hadronic search, for each signal region a preselection is defined. Each
signal region is then split into several bins depending on the count of reconstructed top candidates or
binned into ratio of E}“iss to the pr of the initial state radiation. For the CMS one-lepton search, two
preselections are defined. They are not orthogonal to each other, but target either the compressed
or the non-compressed region. The fit is then split into bins of number of jets, E%“SS, invariant mass
of the lepton and closest b-tagged jet and a variable t,,q Which tests the compatibility with the
tt — 2¢ hypothesis when one lepton is not reconstructed. In total, the CMS analysis is using 27
bins for the non-compressed region and 4 bins for the compressed parameter space.

The previously discussed signal regions are important for the intermediate top squark masses
towards higher neutralino masses (tN_med) and for the low top squark masses in the compressed
region (BDT_med). For intermediate top squark masses around 800 GeV, neutralino masses up to
420 GeV are expected to be excluded with the presented analysis. The full hadronic ATLAS analysis
is very similar designed, and reaches neutralino masses up to 350 GeV. Due to the large multi-bin
setup, the exclusion reach for CMS is better, as neutralino masses up to 480 GeV can be excluded
calculating the expected limit.

For the low top squark masses, the full compressed area can be excluded for top squark masses
between 200 GeV and 500 GeV. The reach of the full hadronic ATLAS search goes down towards top
squark masses of 250 GeV which leaves a small notexcluded area from this analysis to the old ATLAS
limits. CMS does not publish any results for signal models for which |m;l —mgo — my| < 25GeV
and mi < 275 GeV. They observe significant differences between the fast simulation and the full

simulation for these scenarios and thus no interpretation is provided.
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Figure 16.1: Expected and observed 95% excluded regions in the plane of M Versus m o for the

direct top squark pair production assuming either 7, — tX ?, f, — bWX ? orf, = bff ‘X ? decay
with a branching ratio of 100%. The observed excluded regions from previous publications [163]
are shown as grey or blue areas. The black line shows the expected limit and the yellow band
includes all statistical and systematic uncertainties. The red line shows the observed limit, where
the smaller dashed lines represent the uncertainty in the signal cross-section. The excluded region
is shown for the presented signal regions (tN_med and BDT_med, left) and for all signal regions
from the publication [5] (right).
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Figure 16.2: Expected and observed 95% excluded regions in the plane of m 0 Versus iy for the

direct top squark pair production assuming either 7, — txX ? orf, — bWX ? decay with a branching
ratio of 100%. The excluded area is shown for the full hadronic search from ATLAS [172] (left).
Expected (observed) exclusion limits are shown as blue (red) line. Observed limits from previous
searches [171] are overlaid for comparison in blue. The excluded area is shown for the one lepton
search from CMS [173] (right). Expected (observed) exclusion limits are shown as red (black) lines.
For both plots, the uncertainty bands corresponding to the +1 o variation on the expected limit and

the sensitivity of the observed limit to +1 o variations of the signal theoretical uncertainties are
shown.



Conclusion

Never memorise something that you can
look up.

Albert Einstein
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In this dissertation, the measurement of charged-particle distributions as well as a search for
Supersymmetry are presented. Both analyses use data recorded with the ATLAS experiment at the
LHC at a centre-of-mass energy of 13 TeV.

The measurement of charged-particle distributions is sensitive to non-perturbative QCD effects and
is published in Ref. [4]. It extends the previous measurement at v/s = 13 TeV [2] to charged-particles
with transverse momenta as small as 100 MeV, providing important information for the description
of the strong interaction in the low-momentum-transfer region of QCD. For the measurement, the
observed data are corrected and unfolded in order to take any detector effects into account. The
unfolding procedure is tested and validated. The charged-particle distributions are compared between
the observed data and the prediction from different, QCD inspired models, implemented in Monte
Carlo generators. The agreement depends strongly on the generator. Overall, the EPOS generator
shows the best prediction compared to data. The mean particle density at || < 0.2 is calculated to
6.500 + 0.002(stat.) £ 0.099(syst.), and compared with different phase-spaces and centre-of-mass
energies. The presented analysis has smaller uncertainties compared to measurements performed
at other experiments.

The results of this measurement can be used to constrain free parameters of the underlying models
of the different Monte Carlo generators. This will then improve the overall predictions and is thus
an important input for further precision measurements and searches.

The second part of this dissertation details a search for Supersymmetry. Two dedicated analyses
are presented, targeting different mass regions in models of light top squarks. Both are part of a
publication together with other signal regions [5]. Both analyses rely on shape fit techniques in
order to maximise the sensitivity to the signal models. The correct background estimate is crucial
for both signal regions. The dominant backgrounds are normalised and the modelling is validated in
dedicated regions. For both analyses, the compatibility of the observed data with the Standard Model
hypothesis is checked. No excess is observed, and exclusion limits on models of Supersymmetry
are set. The sensitivity of previous searches is extended by both analyses, excluding previously
unconstrained regions in the model parameter space.

A signal region targeting intermediate to high top squark masses and a broad range of neutralino
masses is defined (tN_med). As higher top squark masses and higher neutralino masses result into
higher E;“iss values compared to the Standard Model background, the E‘TniSS distribution is used
for the shape fit. The main background originates from dileptonic ¢f decays where one lepton is
not reconstructed in the detector. It is reduced by variables sensitive to the top quark decays. The
overall normalisation is derived in a region where dileptonic ¢7 decays, with a lost lepton, dominate.
Control regions for other backgrounds are defined similarly by inverting some of the signal region
requirements. The control regions and the binned E%‘iss distribution are used in a profile likelihood
fit in order to determine the background normalisation and a possible signal contribution. With the
tN_med signal region, top squark masses are excluded up to 980 GeV for low neutralino masses
with an expected exclusion of 1020 GeV. Neutralino masses are excluded up to 350 GeV for a broad
range of top squark masses with an expected exclusion of 420 GeV.

The signal region is designed to be sensitive to the simplified model in which only a top squark
and the neutralino are considered. The targeted signature of ¢f + E%“iss is general and a signature of
other models of Supersymmetry as well. The analysis is sensitive to models with light higgsinos or
a Dark Matter-inspired bino/higgsino mix. A statistical combination with signal regions selecting
low-momentum leptons, top squark masses up to 800 GeV or 900 GeV are excluded, depending on
the model and the decay branching ratio of the top squark.
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The second analysis targets compressed top squark pair decays in models with a top squark mass
around 200 GeV. These compressed mass scenarios result in models on the boundary between the
decay into a top quark and a neutralino and the decay into an off-shell top quark and a neutralino.
As the signal process is very similar to the Standard Model ¢f production, no single kinematic
distribution can be found to separate these processes. A Boosted Decision Tree is trained based
on the value and correlation of ten input variables. The distribution of the resulting classifier
separates signal and background. A profile likelihood fit to the BDT distribution is then used to
simultaneously constrain the background normalisation in the background enriched region, and to
estimate a potential signal contribution. With this multivariate approach, top squark masses between
198 GeV and 460 GeV can be excluded for small mass differences (m;1 - (m; + m)z?) = 500 MeV).
Together with previous limits and the tN_med results, top squarks with masses between the top
quark mass and 980 GeV are excluded for massless neutralinos.

The measurement results and experimental search strategies developed in this dissertation provide
a basis for the exploitation of the future LHC data. With the increased pile-up, the modelling of
non-perturbative QCD effects influences the possible precision of measurements and searches.
This is important for the remainder of Run 2 as well as for future LHC runs. With the increase
in luminosity, it will be possible to further constrain difficult signals, which strongly resemble the
Standard Model backgrounds. Multivariate methods, such as Boosted Decision Trees and shape fit
techniques are crucial to gain sensitivity to such processes.
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A Monitoring for the IBL Detector

As qualification task, development for the new IBL readout software was done in two independent
projects. As the first project, an additional scan was implemented and tested in the existing code
structure. As the second project, a monitoring code for IBL was developed.

A.1 Cross-talk Scan

Several scans are already implemented for the IBL to test the principal functionality. A scan is
performed by injecting and reading out single Pixel (or Pixel patterns) in the detector. Common
for all implemented scans is that the Pixel which is injected is also read out. The aim of so-called
cross-talk scans is to study the effect from one Pixel to the neighbouring ones. This can be achieved
by injecting one Pixel and reading out the neighbouring ones. The code structure is adapted for
this. For reading out other Pixels, the mask patterns used for the injected Pixels is shifted. This
procedures is limited to only two mask iterations, but could be adapted for more steps.

The functionality of the scan is tested. The result are shown in Figure A.1 and A.2 for two different
chips with high voltage off (left) and on (right). For each chip the number of measured hits is shown
for each individual Pixel.
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Figure A.1: Measured hits for the cross-talk scan for one chip with high voltage off (left) and on
(right).
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Figure A.2: Measured hits for the cross-talk scan for one chip with high voltage off (left) and on
(right).

When the high voltage is off, the sensor is not fully depleted and thus one can see more cross-talk
between the individual Pixels. When the high voltage is on, the Pixels are fully depleted and as
result the cross-talk between the Pixels is less. This is easily visible as only few Pixels show any
hits at all (right-hand plots). The tests with high voltage on and off show the expected behaviour,
validating the scan implementation.

A.2 Quick Status — A Monitoring Tool

For the Pixel readout, a monitoring and automatic error correction program called Quick Status
was already developed. The idea of this program is to run and monitor the status of the detector. In
case of problems, error conditions are defined and commands developed to fix those errors.

A similar tool is also needed for the new readout system for the IBL detector. The principal design
layout of quick status can be seen in the illustration in Figure A.3. There are different possible
modes for quick status. In the OFF mode, the tool is disabled. In the monitoring mode, the detector
readout is monitored and the status is logged. In case that problems are observed, the tool can take
action automatically and fix the error conditions.

The user can change the configuration of the tool, even when it is running. This means that both
the quick status mode and other parameters and thresholds can be changed during a data taking run.
In addition, a user can perform actions directly to fix problems before the program detects them
automatically.

For the monitoring code, different commands are either adapted from the Pixel code or newly
developed. The occupancy of a specific frontend chip can be read out. It is possible to read out
the status from a ROD, to get the busy status and percentage. Furthermore the decoding errors
are monitored. All these information are monitored and they are also published in the information
service (IS), making the information accessible for a longer time period.

Different so-called actions can be performed. These are scripts which fix specific problems. The
quick status program can call specific scripts in case of problems automatically. This means, it can
take existing scripts to e.g. resample the BOC phase. In case of unsolved problems, the automatic
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Figure A.3: Design for IBL quick status.

actions have to be developed first. During this qualification task, this was done for two different
error conditions. First, in case of a full ROD being busy or causing other problems, the ROD is
removed from data taking. Then, it is reset and moved back into data taking. The reset of the ROD
is done when it is out of data taking in order to not disturb the physics data. This process is called
ROD recovery. A similar problem was solved with the stop-less removal. This solves busy problems
without affecting other modules when reconfiguring a single frontend chip during the run. This
procedure is more complicated than resetting the full ROD, as the frontend chip has to be set in the
appropriate state after the reconfiguration to be harmonised with all other frontends in the ROD.

As part of the quick status program, monitoring history is stored. In case of problems with e.g. the
busy status of one ROD, the user can look up the status of the ROD and other information to the
time directly before the problem. This can help to find the cause of the problem and is an important
information for future developments. For this, a ring-buffer system is implemented, which is filled
regularly and can be read out via a quick status user action.

The IBL quick status monitoring tool was implemented in the qualification task and tested success-
fully in a test setup. Only partial tests were executed using the real detector, making final, full test
mandatory.

In the future, additional conditions to monitored can be defined and added to the existing code. In
case of specific problems, actions are defined and it should be defined when which action should
be performed automatically.






B Charged-particle Measurements

B.1 Closure Tests

In this Appendix, the auxiliary material for the correction procedure is shown. The closure tests are
done for several combinations of Monte-Carlo generators which are used for the input distribution
or the construction of the resolution matrix.
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Figure B.1: Closure test using pyTHIA 8 A2 as the input distribution and EPOS generator to
construct the unfolding matrix. The label "visible" is used for the subset of events with ng > 2 that
do not migrate outside of the detector phase-space.
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Figure B.2: Closure test using EPOS for both the input distribution and the generator to construct
the unfolding matrix. The label "visible" is used for the subset of events with ng; > 2 that do not
migrate outside of the detector phase-space.

3

> 100 MeV, In| < 2.5, ng,, >2 Epos unfolded with Pythia8_A2, n“=6
T T T

m o

Epos Generated

Epos Unfolded

Epos Corrrected with weights
Epos Reconstructed

H\J H\J H\J HJ HJ HJ HJ HJ \i Hi Hi HH H\J H\J Ll

L L L L L L L

Stat. uncertainty

2
p1%Gev]

> 100 MeV, n| < 2.5, ng, =2 Pythia8_A2 unfolded with Epos, n“=6
T T

p.
o 103 =
> 10°E =
& 10E =
= 16 =
g 107F =
S5 100 F =
S 100 =
= 103k =
S 0tk .
3 107 — Pythia8_A2 Generated 3
& 10%F —— Pythia8_A2 Unfolded =
< 10°E- — Pythia8_A2 Corrrected with weights —
- 10 '°E- —— Pythia8_A2 Reconstructed —=
i1 E 3
z 10" J ) =

10

2
p1%Gev]

Figure B.3: Closure test using EPOS as the input distribution and pyTHIA 8§ A2 generator to
construct the unfolding matrix (left) and pyTHiA 8 A2 as the input and EPOS as generator to
construct the unfolding matrix (right).
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Figure B.4: Closure test for ) ,.xs PT Versus ngp and .. 1 versus ney as well as for (pr)(rncn)
using PYTHIA 8 A2 as input distribution and EPOS constructing the unfolding matrix.
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B.2 Comparison Including Strange Baryons

In this Appendix, all measurements are presented including the extrapolation factor for the strange
baryons. As for the mean particle density (see Section 11.1), the extrapolation is calculated using
the EPOS generator where the MC distribution are compared when including and excluding strange
baryons. The corresponding extrapolation factors are derived for each bin individually.
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Figure B.6: Primary charged-particle multiplicities as a function of (left top) pseudorapidity n and
(right top) transverse momentum pr, (left bottom) the primary charged-particle multiplicity 7.y
and (right bottom) the mean transverse momentum (pr). The black dots represent the data and the
coloured curves the different MC predictions. The vertical bars represent the statistical uncertainty,
while the shaded areas show statistical and systematic uncertainties added in quadrature. The lower
panel in each figure shows the ratio of the MC prediction to data. The strange baryon extrapolation
factor is applied.
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B.3 Comparison with Other Generators

In this Appendix, the measurements are shown without the extrapolation factor for the strange
baryons. The comparison is done to other generators than presented in the main body.
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Figure B.7: Primary charged-particle multiplicities as a function of (left top) pseudorapidity r and
(right top) transverse momentum pr, (left bottom) the primary charged-particle multiplicity ncp
and (right bottom) the mean transverse momentum {pt). The black dots represent the data and the
coloured curves the different MC predictions. The vertical bars represent the statistical uncertainty,
while the shaded areas show statistical and systematic uncertainties added in quadrature. The lower
panel in each figure shows the ratio of the MC prediction to data.
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C.1 Preselection Plots for tN_med
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Figure C.1: Comparison of data and simulation applying only the preselection used for
the tN_med signal region optimisation. Statistical uncertainties as well as the systematic
uncertainties from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.2: Comparison of data and simulation applying only the preselection used for the tN_med
signal region optimisation. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.3: Comparison of data and simulation applying only the preselection used for the tN_med
signal region optimisation. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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C.2 Control Region Plots for tN_med

> 140 e > R L S R B B B IR
8 r \_E: 13TeV, 36.1fb" —eData X Total SM 1 8 120;\_@=13 TeV,36.1fb" —Data 3\ Total SM ]
° 120t 1L CR [Ttk 2L x 0.96[ 7] Single top x 1.19—] g r tiLCR [Ttk 2L x 0.96[] Single top x 1.19 ]
f C Pt 1L < 105[ JWHetsxo85 ] S 100 Pt 1L < 105[ JW+ets x085 ]
o 100~ [ Diboson [ tt+V x 1.13 7 %) C [ Diboson [ ft+V x 113 ]
< C ] = 80; .|
g 8o 4 g 5 ]
L F B L L ]
60/ 4 60p 3
40F 4 40t 1
20F - 4 .
L e B e T a . e SN W= = L8]
100 200 300 400 500 600 700 800 9001000 0 100 150 200 250 300 350 400 450
first jet P, [GeV] second jet P, [GeV]
LSETTTT T T T T T T T T 15 L N I \J g
= ook s . N .
2 i \ 2 N .- N
§ N . N N § \\\w B N i\\\\S\\\\\\:Q\S&\\}Y \\
05 vt e 050 vt e

> R e e e T R ELUR S B e e
3 13Tev,36.10" «Data WTomsSM o @ o b-eData N TotalSM Vs =13Tev, 36.1 b
o [Ctt 2L x0.96] Single top x 1.19 7 o ZOOiDﬁZLx0-99|:|5i"9|elopx1-19 t1LCR
s Mt 2L x os[Wrets xoss s E [l tt 1L x 1.05[ ] W-+ets x 0.85
n [ Diboson [ tt+V x 1.13 N %) 180;. Diboson [ tt+V x 1.13
1§
b 140 .
& ] & ¥
E 100 . RSN
350 400 450 500 550 100 120 140 160 180 200
perp. E?'SS [GeV] am,, [GeV]
—— D e
s R ks =
2 . =
T 5
© <
a a

Figure C.4: Comparison of data and simulation for the semi-leptonic 7# CR after applying the
normalisation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.5: Comparison of data and simulation for the dileptonic 77 CR after applying the normal-
isation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from
JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.6: Comparison of data and simulation for the W+jets CR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.7: Comparison of data and simulation for the W+jets CR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.8: Comparison of data and simulation for the single top CR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.9: Comparison of data and simulation for the single top CR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.10: Comparison of data and simulation for the semi-leptonic ¢ VR after applying the
normalisation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.11: Comparison of data and simulation for the semi-leptonic 7 VR after applying the
normalisation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.12: Comparison of data and simulation for the semi-leptonic ¢7 (top left) and the dileptonic
tt VR after applying the normalisation of the simultaneous fit. Statistical uncertainties as well as
the systematic uncertainties from JES, JER and b-tagging are displayed. The last bin includes the
overflow.
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Figure C.13: Comparison of data and simulation for the dileptonic ¢ VR after applying the
normalisation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.14: Comparison of data and simulation for the W+jets VR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.15: Comparison of data and simulation for the W+jets VR after applying the normalisation
of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from JES,
JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.16: Comparison of data and simulation for the signal region after applying the normali-
sation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from
JES, JER and b-tagging are displayed. The last bin includes the overflow.



204

Events / 40 GeV

Data / SM

Events / 10 GeV

Data / SM

20551 13 TeV, 36.1 fb*

--Data X Total SM
18 [Jtt 2L x 0.96[] Single top x 1.19
16 [ 1L x 1.05[ | W+ets x 0.85
14 [ Diboson [ tt+V x 1.13
12

100 200 300 400 500 600 700 800
firstjetp [GeV]

kk\\\\ N

&k\\\\\\\\\\\\

LI A B I
[ Vs=13TeV,36.1fb"

-e-Data

e
W Total SM

[Jtt 2L x 0.96[] Single top x 1.19
[t 1L x 1.05 ] WHets x 0.85
[ Diboson [ ft+V x 1.13

90 60 80 100 120 140 160 180 200 220 240
third jet P, [GeV]

\\\\\ \\
RN
R \\\\

\ \\\\\\\\\\\\\
~ \\\\\\\ ‘\“

Events / 20 GeV

Data / SM

Events / 16 GeV

Data / SM

Search for Supersymmetry

Bl

13 TeV, 36.1 fb*

80 100 150 200 250 300 350 400 450
second Jetp [Ge\/]

R B L LA I
--Data X Total SM
[Jtt 2L x 0.96[] Single top x 1.19
[ € 1L % 1.05[ ] WH+jets x 0.85
[l Diboson [ ft+V x 1.13

. \'\ \\
SN AR \\

NHH’ \\w\\\s\
RNHINNE
AT AT

=

25

20

T
13 TeV, 36.1 fb™*

60 80 100 120 140 160 180 200

-e-Data

W Total SM

[Jtt 2L x 0.96[] Single top x 1.19
It 1L x 1.05[_] W+jets x 0.85
[l Diboson [ ft+V x 1.13

fourth jet P, [GeV]

NN
\\\\k\\

Figure C.17: Comparison of data and simulation for the signal region after applying the normali-
sation of the simultaneous fit. Statistical uncertainties as well as the systematic uncertainties from
JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.18: Number of simulated events selected by any region of the three soft lepton selection
and the tN_med selection for 7 (top), single top (middle) and ¢z + V (bottom). The left-hand side
shows the overlap using the standard selection, the right-hand side shows the remaining overlap
after the tN_med control region veto applied for the soft lepton control regions. The numbers in
each bin give the number of overlapping events and the number of events selected by the region
indicated on the vertical axis and the horizontal axis from top to bottom. The colour scale indicates
the fraction of overlapping events in a bin.
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Figure C.19: Number of simulated events selected by any region of the three soft lepton selection
and the tN_med selection for W+jets (top), diboson (middle) and a signal sample (bottom). The left-
hand side shows the overlap using the standard selection, the right-hand side shows the remaining
overlap after the tN_med control region veto applied for the soft lepton control regions. The numbers
in each bin give the number of overlapping events and the number of events selected by the region
indicated on the vertical axis and the horizontal axis from top to bottom. The colour scale indicates
the fraction of overlapping events in a bin.
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The fit results for the three combination fits using the tN_med signal region as well

20:
as the bCsoft_dia

Figure C

g (top), bCsoft_med (middle) or bCsoft_high (bottom) signal region.

The fitresult and the corresponding uncertainties of the nuisance parameters are shown in Figure C.20

for the three combination fits. The Gaussian parameters have a best fit value of zero and an uncertainty

of one. This means, that no pulls or constraints are introduced in the combination.

In Table C.21, the background normalisation factors are presented for the standalone fits for all four
regions (three soft lepton and tN_med) and using the three combined fit setups. The normalisation

for the tN_med selection does not differ for the three combination fits and is in a

greement with the

standalone results. The normalisation for the three soft lepton selections is in agreement comparing

the combined and the standalone results. Small differences are expected due to the overlap removal

in their control regions.
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Figure C.21: Summary of the background normalisation factors for the standalone fits and the
combination fit using one of the soft lepton selection with the tN_med selection.

tt 1L tt 2L Single top W+jets tr+V
Standalone
tN_med 1.05+0.09 096+0.13 1.18+0.37 0.85+0.18 1.13+0.24
bCsoft_diag 0.66 + 0.08 - 1.10 £ 0.20 -
bCsoft_med 0.87 + 0.06 047 +0.12 1.30+0.23 -
bCsoft_high 0.89 + 0.14 0.32+0.13 1.18+0.21 -
Combination
tN_med 1.05+0.09 096+0.13 1.18+0.37 0.85+0.18 1.13+0.24
bCsoft_diag 0.71 £ 0.12 - 1.18 + 0.26 -
bCsoft_med 0.91 + 0.07 0.51+0.14 135+0.24 -
bCsoft_high 0.93 +0.16 0.36 +0.16 1.19+0.21 -
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C.6 Preselection Plots for the Compressed Signal Region

Overall a good shape agreement between the data and the MC prediction can be seen. There is a
constant offset visible in the ratio, but these differences are covered by scaling the ¢f contribution
using a data-driven estimate.
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Figure C.22: Comparison of data and simulation applying only the preselection used for the com-
pressed signal region optimisation. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.



210 Search for Supersymmetry

x10°
> B T B T AR o > e e BERA T e
3 Vs=13TeV,36.1fb" eData i\ Total SM 3 Vs=13Tev,36.11b" epData  TotalSM 1
pus diagonal preselection [ 21 [ single top o 10 diagonal preselection [ 2L [singletop —
f [ [ige [ JW+jets Q\D Wt [ JWHets i
%) § [l Diboson [ tt+V 0 [l Diboson [ tt+V ]
c NN c 4
(3] N [ 4
> > ]
L L —
________ S| . . ! | ety ]
50 00 200 300 400 500 600 700 800 900 1000
m{g;'ustefed [GeV] reclustered jet P, [GeV]
LEETTTTT T T T R T T
N
% % RN N \t\\§\§\\\\\\
g NS N g N
8 anmn \\\\\\N\\\\\\\\\\\Q\Y§\\&\:§:\\b\\\\\\§&§\\\\\&\\\\\\ 8 ;
(O] = I T B T TR I\ S I T b, 0.5 i b 1 N
x10°
o T T T > T
=2 18FVs=13TeV,36.1fb* --Data 3% Total SM 8 Vs=13TeV, 36.1fb? -eData 8 Total SM
% 16 diagonal preselection [ o [ single top et diagonal preselection [ o [ single top
o 14 Wt [ JW+jets :' Wt [ IW+jets
i} [l Diboson [tt+V 12 [l Diboson [ tt+V
c
()
>
L

30 50 100 150 200 250 300

= =

2 [

[ E

) )

a a

> L A A U LN ELELEL L BN B 7000~ T T T T T T T

© 7000 (s =13Tev, 36.1 1" =Data 3 Total SM 2 (s=13TeV,36.1f" -Data & Total SM

g 6000 diagonal preselection [ 21 [ Single top ~ 600QL-diagonal preselection [ 2. [ Single top

S WL [Jwets 2 WL [wets
N i T NN ) -

€ 5000 §§\\\ [ Diboson [ tt+V I%’ 5000 \\\\\\\\§§\§§ .:N[ig)\\?son Wi+

) N 4000 At \

7, 4000

777777 00 05 1 15 2 25 3 35 4 45

X?-based m,, . [GeV] AR(b-jet, lepton)
155 A RNALRAAS Aanaa ReaaRRaR R 15

L
T T T T T T T

= = apaiiiggy

@ 7 H

g AN MU g T !

e N AW N e STRRTTHnN
(RS SN T T BN I B (R e T T T P P P

Figure C.23: Comparison of data and simulation applying only the preselection used for the com-
pressed signal region optimisation. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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Figure C.24: Comparison of data and simulation applying only the preselection used for the com-
pressed signal region optimisation. Statistical uncertainties as well as the systematic uncertainties
from JES, JER and b-tagging are displayed. The last bin includes the overflow.
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C.7 Validation Plots

C.7.1 VR for Discovery Fit Setup
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Figure C.25: The A¢(E{Piss, thad) (top left) and A¢(tiep, thaa) (top right), AR(b, £) (bottom left) and
H%“Sf; (bottom right) distribution in the BDT VR in the discovery fit setup. Normalisation factors for
semi- and dileptonic ¢ are applied. The statistical uncertainty is shown as well as the uncertainties

from JES/JER and b-tagging.
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Figure C.26: The y>-based My had (top left) and number of jet (top right), and the first (middle left),
second (middle right), third (bottom left) and fourth (bottom right) jet pr distribution in the BDT
VR in the discovery fit setup. Normalisation factors for semi- and dileptonic ¢f are applied. The
statistical uncertainty is shown as well as the uncertainties from JES/JER and b-tagging.
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C.7.2 Validation Plots for Low BDT Values
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Figure C.27: The mr (top) and number of jet (bottom) distribution in a BDT range of -1 to 0.4 (left)
and 0 to 0.4 (right). Normalisation factors for semi- and dileptonic ¢7 are applied. The statistical
uncertainty is shown as well as the uncertainties from JES/JER and b-tagging.
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Figure C.28: The y2-based My had (tOp), A(;S(E{Piss, thad) (middle), and A¢(tiep, thaa) (bottom) dis-
tribution in a BDT range of -1 to 0.4 (left) and O to 0.4 (right). Normalisation factors for semi-
and dileptonic ¢ are applied. The statistical uncertainty is shown as well as the uncertainties from
JES/JER and b-tagging.
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Figure C.29: The AR(b, {) (top), H%ngz (middle) and first jet pt (bottom) distribution in a BDT
range of -1 to 0.4 (left) and O to 0.4 (right). Normalisation factors for semi- and dileptonic ¢f
are applied. The statistical uncertainty is shown as well as the uncertainties from JES/JER and
b-tagging.
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Figure C.34: The second (top), third (middle) and fourth (bottom) jet pr distribution in the CR1 and
CR2 region. Normalisation factors for semi- and dileptonic ¢f are applied. The statistical uncertainty
is shown as well as the uncertainties from JES/JER and b-tagging.
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C.7.3 Profile Plots
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Figure C.35: Average of sensitive variables versus the BDT output.
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Figure C.36: Average of sensitive variables versus the BDT output.
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C.7.4 Correlation Plots for BDT Input Variables
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Figure C.37: The correlation of E%“iss (left) and mt (right) versus the A¢(E¥‘iss, thad) (top) and
A¢(tiep, thaa) (bottom) as described in the beginning of this section. Normalisation factors for semi-
and dileptonic ¢ are applied. Only statistical uncertainties are shown.
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Figure C.40: The correlation of Efrniss (left) and m (right) versus the number of jets as described
in the beginning of this section. Normalisation factors for semi- and dileptonic ¢¢ are applied. Only
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C.8 JES Dependence of the BDT Fit
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Figure C.42: BDT distribution using the nominal samples (top left) and using for all samples the up
(top right) and down (bottom left) variation for the first jet energy scale component. The uncertainty
band includes only statistical uncertainty in the MC statistics and the statistical uncertainty in the
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C.9 Results for Low Mass BDT

The same validation was done for the new retrained BDT as for the one discussed (BDT_med).
Overall, a good agreement between the MC prediction and the measured data can be seen for all
distributions. Some example distributions are shown in the CR (Figure C.43) and VR (Figure C.44)
bin as well as the correlation plots (Figure C.45 and C.46).
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Figure C.43: The E%“iss (left) and m (right) distribution for the BDT CR. The normalisation factors
for ¢7 is applied as determined in the simultaneous fit. The statistical uncertainty is shown as well
as the uncertainties coming from JES/JER and b-tagging.
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Figure C.44: The E%“iss (left) and mr (right) distribution for the BDT VR. The normalisation
factors for 7 is applied as determined in the simultaneous fit. The statistical uncertainty is shown
as well as the uncertainties coming from JES/JER and b-tagging.
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Figure C.45: Average of E;niss (top left), third jet pr (top right), H‘Tmsffg (bottom left) and Ag¢(t, f)
(bottom right) versus the BDT distribution.
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Table C.1: Observed events and expected yields for all background processes in the control and
validation region with and without the normalisation factors applied.

Region CR VR
Observed events 2031 3693
Total background events 2031 + 45 3877 + 265
tt events 1777 £ 78 3357 £ 316
tt + 'V events 34+ 17 71 +£35
Single top events 104 + 34 205 + 66
W + jets events 102 + 30 212+ 74
Diboson events 14.6+7.7 31.6 +16.9
MC exp. background events 1720 3287
MC exp. tt events 1465 2767
MC exp. tt + V events 34 71
MC exp. single top events 104 206
MC exp. W + jets events 102 212
MC exp. diboson events 14.6 31.6

The observed and expected yields for all background processes are given in Table C.1 and C.2 for
the control and validation region as well as for the various signal region bins.

Table C.2: Observed events and expected yields for all background processes in the signal region
bins with and without the normalisation factors applied.

Region SR1 SR2 SR3 SR4 SR5 SR6
Observed events 65 54 34 19 32 11
Total bkg events 62.7+85 41.4+57 384+62 325+53 255+38 123+25
1t events 54487 349+57 340+6.1 287+52 21.4+£38 99+22
1t +V events 1.0+0.6 0905 05+03 06+03 05+03 02=+0.1
Single top events 42+1.7 2.3+0.8 2.1+0.7 2.0+0.9 1.6 0.6 1.2+04
W + jets events 27+15 28%x16 16+x10 09+06 1712 08=+0.7
Diboson events 04+03 0403 0.2*03  03+03 03+02 02x0.1
MC exp. bkg events 53.2 35.3 324 27.5 21.8 10.5
MC exp. tf events 44.8 28.7 279 23.7 17.6 8.1
MC exp. tf + V events 1.02 0.93 0.54 0.56 0.50 0.19
MC exp. single top events 4.2 2.3 2.1 2.0 1.6 1.2
MC exp. W + jets events 2.8 2.8 1.6 0.9 1.8 0.8
MC exp. diboson events 0.41 0.43 0.20 0.31 0.28 0.22
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