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Introduction

Chapter 1

1 Introduction

Y NMR spectroscopy is an important analytical téof diamagnetic vanadium
complexes?! Among transition metal nuclei’V is one of the most abundant natural
isotopes with characteristics that are very favierédr NMR spectroscopy, affording
a sensitive probe for electronic and steric effeétthe coordinating ligands. From the
large body of data available, spans®®f chemical shifts can be extracted that are
characteristic for a given ligand environment ada lesser extent, for the oxidation
state.®®V NMR can also be a potential tool to study vanadicompounds in the
biosphere. Bioinorganic chemistry of vanaditlris less well developed than that of,
e.g., iron. Besides nitrogenases, haloperoxidases iimportant area of vanadium
chemistry, that can be studied withv NMR.!*™ Another fascinating aspect of
vanadium chemistry is that of vanadium accumulatin living organisms, for
example to provide a sufficient concentration fog tise of the vanadium in one or
more specific biochemical functions and/or as a mmeaf protection against the
toxicity that arises as an excess of vanaditimhn intriguing example of such
biologically active vanadium complexes that may beed for this purpose is
amavadiff’ which, in oxidised form, is also amenable’’d NMR spectroscopy.

Density functional theory (DFT) computations 8% chemical shifts are well
advancel®¥ and have been applied so far mostly for small maés, usually in
context with their structures, reactivities (catalyactivities) and the relation between
molecular dynamics and chemical shifts:*?® One of the remaining challenges of
such applications is the size of the complexes wheomes to very large systems
such as biomolecules. To treat such large systgmemtum mechanics/molecular-
mechanics (QM/MM) approaches have become the metiodhoice. QM/MM

methods have been mostly applied for the modethhthe enzymatic reactions and
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other biomolecular processes that involve changéld electronic structure, such as
charge transfer or electronic excitatfnHowever, properties such as chemical shifts
are only rarely address&&? The main goal of this thesis is to validate aahlé
QM/MM method for computing®V NMR parameters of VHPO's (vanadium
containing haloperoxidases), to apply this techaitpu specific structural problems
and to assist in the interpretation of the observesults. Also included are
applications ofV NMR computations for a smaller system, oxidizedasadin,

aiming to rationalize its unusu#V chemical shift.

11 Amavadin

Occasionally deviations from “normal” chemical-shibnges can suggest unusual
electronic structures. For instance, exceptionstitgng downfield shifts are observed
for ™V nuclei in vanadium (V) complexes containing chtdate or hydroxamate-
based ligands (see Scheme 1.1.1). These downfidtd san exceed 1000 ppm with
respect to corresponding vanadates without thesaefoligands. This observation
was first made by Pecoraro ef’alvho labelled these ligands as “non-innocent” and
who reported close relationships betwed chemical shifts and\max from low

energy electronic excitations in the near IR sgeatraround 900 nm.

HO

AN

NH

c
o/ \CH3
Acetohydroxamic acid

Scheme 1.1.1

Oxidized amavadin is a species with an unusualiy iV chemical shift, which, as
had been speculaté€d, could arise from non-innocent behavior of thedigs in this
compound. Amavadin is a vanadium (IV) complex witie composition A4-

VY{(S,S)-hidpa}]*,where Hhidpa is 2,2 -hydroxyiminodipropionic acid. Amavadi
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is found in the fungal genus Amanita and has arswaustructure and metal-ligand
bonding mode as shown in Figure 1.1.1. Since thiatisn of this compound fror.
muscari& there have been discordant reports in the liteeatuith respect to its
structure and functioft*? Initially a V=0 species had been postuldtetf’, whereas
later studies indicated that amavadin is a nonantacoordinated vanadium complex
(see Figure 1.1.1* Since amavadin is the only naturally occurring poomd with
such a structure, the apparent stability of thisngex is very unusud? The
hydroxylamido moieties in the amavadin complexesehéscinated chemists for
some time, and various model systems and specpigscbaracterizations have been
carried out, including EPR measureméhts®*"® previous studies of vanadium
hydroxylamido complexes have shown that the hydeowido ligand coordinates in a
side on manner as does the peroxo functionafit§.>"

Figure 1.1.1 Amavadin, (V/-hidpa})?, hidpa=2,2"((hydroxyimino)diproponoic acid).

Amavadin and its derivatives are readily oxidizedfford diamagnetic vanadium (V)
complexes, which are amenable®t¥ NMR spectroscopy. Oxidized amavadif-|
VY{(S,S)-hidpa}]” and [A-VY(hiday] compounds (ghida = 2,2'-

hydroxyiminodiacetic acid) showed singf#/ resonances at-281 and -263,
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respectively?®? Further studies on model amavadin complexes ddaimith (R,S)-
Hshidpa revealed, after oxidation, three signal§(alv) = -250, -270, and-280, due

to the presence of three diastereonfdrdn a recent study on the self-exchange
electron transfer in amavadin-type complexes switkd from the racemic hidpa
ligand, Lenhardt et al also reported tht& NMR signals for the oxidized form, &t

= -217, -234, and -25%" again due to the presence of three diastereorkbithese

d values display an unusually low shielding of tA®/ nucleus, given that
hydroxylamine ligands, much like peroxo moietiesnerally induce high field shifts,
up to d = -860 in oxo-vanadium complex€%®® Whether the low shielding in the
oxidized amavadin derivatives would originate fréama non-innocent nature of the
specific hydroxylamido ligands is addressed in pinesent work for the parent hida
complex and selected stereoisomers of hidpa demgtand the results are discussed

in section 4.1.

1.2  Vanadium containing haloperoxidases

Vanadium-containing haloperoxidases (VHPOs) ardciefft at catalyzing the
oxidation of a number of halides, olefins, and aoigasulfides using hydrogen
peroxide as an oxygen source (see Scheme 1Z#¢9303% The controlled partial

oxidation of such substrates to well-defined praslis potentially very useful.

a) HO, + X + H" — H,O + HOX oxidation of halide to hypohalcarsd
b) H,O,+ RSR" - H,O + RS(O)R’ oxidation of sulfide to swite

C) H,O,+ R,C=CR,’ - H,O + RZC/&CRZ' oxidation of olefin to epoxide

Scheme 1.2.1The oxidation of a) halide b) sulfide and c) olefirthe presence of hydrogen peroxide.
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In the biosphere, VHPOs are thought to be resptenfib the majority of halogenated
natural products. These enzymes are especially damtinin the marine
environment®? As the catalytic turnover of VHPO far exceeds apythetic catalyst
for halide oxidation known to dat8 this family of proteins has aroused interest for
bio-inspired catalyst desidit The observed stability of VHPO's in the presenée o
high concentrations of strong oxidants or orgarotvents and their stability at
elevated temperatures make them attractive as tmalusiocatalysts. Pharmaceutical
applications have recently emerged based upontstal@nalogues of the active site
in VHPO? The pharmacotherapeutic activity of these modsiesys has prompted
further research into the structure and functiorthelse enzymes. Another potential
commercial application of VHPO’s is their use invieonmentally friendly
antifouling paints. A haloperoxidase has alreadgnbesed in the coating on the outer
walls of marine vehicles in order to prevent thesdls from biofouling, making use

of the natural presence of hydrogen peroxide inisetar'*

Experimentally VHPOs have been shown to contairagiamm in the oxidation state
(V)1 which is believed to be constant throughout thelgte cycle!®? The first
stage of the catalytic cycle is thought to involreinitial proton transfer to one of the

oxygen atoms directly bound to the vanaditfn.

Two classes of vanadium haloperoxidase enzymes ha&en isolated, namely
vanadium chloroperoxidase (VCPO) and vanadium bparaxiase (VBPO).

Haloperoxidases are named after the most electabineghalide that they are able to
oxidize; hence chloroperoxidases can oxidize ctigrbromide, or iodide, whereas
bromoperoxidases are incapable of using chlorida asbstrate. Both VCPO and

VBPO bind vanadates formally derived from a)/@ore as a prosthetic group.
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Vanadium containing chloroperoxidase

The X-ray structure was reported for the vanadiuepemdent chloroperoxidase
(VCPO) extracted fronCurularia Inaequalisin the native form by Messerschmidt et
al. in 19969 The resolution of protein X-ray crystallographyepudes definite
conclusions on protonation states and hydrogenibgnidteractions, which may be
crucial for the action of this enzyme. The X-raysture of the peroxo form of VCPO

has also been resolvEd.

A number of theoretical studies have investigatethls vanadium complexes as
models of the vanadium chloroperoxidase proteimella et al*® performed a
systematic survey of a large number of small actiteemimics and found the doubly
protonated monoanionic vanadate to be the mosgetieally stable using density
functional theory (DFT) in the gas phase. A timpeteent density functional study
by Bangesh and Pld$$ also advocated the doubly protonated monoanicariadate
to be the resting state. However the omission efpltotein environment may lead to
large geometric and/or electronic structure changlgh can qualitatively affect the
results of these two studies.

There have been two previous QM/MM investigatiohthis protein (VCPO) to date.
(4243 Carlson and co-workéfé identified the triply protonated, neutral vanadate
moiety with an axially coordinated water and onelroxyl group in the equatorial
position as the lowest energy model and therefonsidered it likely to be the resting
state in the naturally occurring enzyme. They usedruncated protein model,
designed to capture the electrostatic effects gaiimthe active site of VCPO. More
recently Raugei and Carldtl reported on a series of CPMD/MM simulations. Free
energy calculations and geometric similarity to tveginal X-ray structure of the
native VCPO provided support for the doubly proteda monoanionic vanadate

form.
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There now exists a multitude of studies®dvi NMR spectra of vanadium-containing
peptides recorded in solution. Butler et4lreported &V NMR spectrum of human
transferrin (Tf)5 = -529.5 / -531.5 ppm. Rehder et‘dlmeasured’v NMR chemical
shifts of bovine apo-transferrin(T®) = -515 ppm and of bovine prostatic acid
phosphatase (P@F -542 ppm in solution. It is reasonable to assume ttha>'V
NMR chemical shifts might be in a similar regiom #CPO. On the other hand, an
unusually strong shieldingd(= -930 ppm) was found for a related vanadium-

containing bromoperoxidasé!

A recent paper by Pooransingh-Margolis et*llwas a major impetus for the current
study. The authors published the first experiment®l solid-state magic angle
spinning (MAS) NMR spectrum of VCPO. They deterndirtbe isotropic chemical
shift to be -507.5 ppm in the solid state (corrédi@ the second-order quadrupole
shift), which is in fair agreement with the solutistudies referred to above for other
biological systems. The nuclear quadrupole couptogstant @ and asymmetry
parametenmq of the electric field gradient (EFG) tensor wergtbdetermined along

with the reduced anisotropy, andthe asymmetry, of the chemical shift

anisotropy (CSA) tensor. Gas-phase DFT calculatreer® used to investigate a large
number of small vanadium-containing complexes adetsoof VCPO. The theoretical

work did not include the protein environment, bimed instead at the identification

of small model systems that would resemble the rxgatally observed’v NMR

chemical shifts.

It has been shown recently tHaV chemical shifts can be computed with modern
DFT methods and are quite often sensitive to strattetails!*” Herein chemical
shifts are calculated from QM/MM models that inaongte the protein environment
using a fully solvated and equilibrated systemtstgrfrom the X-ray structure. The
values refined from the experiment&¥ NMR spectrum*® are used to evaluate the
QM/MM models of the resting state of VCPO.
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Computations of NMR chemical shifts in a QM/MM framork are becoming
increasingly populdf? and the potential usefulness of such scheme$idair¢éatment
of a transition metal nucleus in a model for anvacsite of an enzyme has been
demonstrated early dff¥3 To the best of our knowledge, the first applisatof such

a QM/MM scheme to study NMR properties of a traositmetal in a metalloenzyme

are reported here. The results and elaborate gistigsare given in section 4.2.

Vanadium containing bromoperoxidase

The native form of vanadium dependent bromoper@ad@/BPO), extracted from
Ascophyllum nodosumvyas characterized by X-ray crystallography in 192® A
resolution)*® Despite little similarity in the peptide backbonehe vanadium-
binding sites of VBPO and VCPO show a high degre@amology®, see Figure
1.2.1. The key difference on going from VCPO to @B the replacement of a
hydrophobic PHE residue close to the vanadate avitlgdrophilic HIS residue. Also,
VBPO is found to exist as a homodimer and is roytjuice the size of VCPO.

CRYW722,774 Glyaos TRYVN200333
CLYHT '+ _Hisats 101 Hisas
LYs3at-.. 4 O LYS353--\b2 0;
/'V—o3- - -SER416 /}/—03- - - SER402
ARG380----07 ARG360----01
ARGIMY N ARG490  p
(/ / HIS486 (/ / HIS496
HN HN
a. b,

Figure 1.2.1 a. VBPO- Vanadate moiety and b. VCPO- Vanadate tyiéh the key difference circled in red.
The vanadium and four O atoms with the coordinatedazole moiety, show the oxygen labeling usedubhout
this study and potential hydrogen bonding intecenstiwith the protein environment (all labels arasistent with

those in the 1QI19.pdb and 11DQ.pdb file for VBPQ@ MCPO respectively).

8
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The®*V isotropic chemical shift for VBPO recorded by Rehet al* in solution is
ca. -931ppm, and is some 400 ppm more shielded aamdpto typical vanadium
complexes in solution, and also to the isotropiersital shift extracted from the solid
state for VCPCG*® The reason for this large difference is certaintgresting giving
the high degree of similarity in the active sitdstliese two enzymes. Preliminary
studies on the solid-state MAS spectrum of VEBPGuggest an isotropic chemical
shift of around -687 ppm. This isotropic value e tsolid-state is therefore also
significantly shielded with respect to that in doWCPO, but only by ca. 170 ppm.
The reasons for this apparent quantitative discrepdetween solution and solid-
state®V NMR of VBPO is unclear at present.

Site directed mutagenesis was used by Wever &f ab investigate the notable
difference in the primary sequence between thevadites of VBPO and VCPO.
They mutated PHE397 into a HIS effectively conveytihe VCPO to a VBPO active
site mimic. They noted an increase in bromonatiotivily and a pH dependant
inactivation of the enzyme. This clearly shows th€due has some important role in
the relative activity of VBPO and VCPO. This primatructural difference is herein

studied using QM/MM methods in combination with' chemical shift calculations.

A bromine K-edge EXAFS study by Dau et®8l.on VBPO fromAscophyllum
nodosunproposed that the SER416 may be protonated dtimagatalytic cycle. A
more recent study by Feiters et®8lalso suggested some possible bromination within
the active site. To investigate the importancéheflirominated SER402, Wever et al.
performed site directed mutagenesis (SER402ALAj)istion the VCPO and found
that the extent of this mutation was only margifide VBPO protein resolved by X-
ray crystallography was found to crystallize asocmbdimer*® Whether the two
different active sites are indeed fully isostruatualso in terms of protonation state

and H-bond network, is an important question tlzest yet to be addressed.
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To date, there appears to be no explicit computatistudies of VBPO in the
literature. In contrast there exists quite a sutigthbody of literature for the VCPO
enzyme. Due to the high homology of the activessitiethe two enzymes, conclusions
based on VCPO are often transferred to the VBP@meezand the remainder of the
VHPO family. Zampella et al. published a gas-pHas& study on the reactivity of
the peroxo form of VCP®® The study of the peroxo form does not include the
primary difference between VCPO and VBPO, nametydlstal HIS. However, the
experimental observation that different memberghef VHPO family can oxidize
halogens of different electronegativities does ssgghat some (perhaps subtle)
differences are present. Furthermore the expersheBKAFS and site directed
mutagenesis studies above further discourage émsfarability of conclusions from
VBPO and VCPO.

There have been no QM/MM studies of VBPO to datespmably as the homodimer
is significantly larger in size than the closelyated VCPO. Such study is now
presented in section 4.3, calling special attentiorthe computation of'V NMR
chemical shifts and a detailed comparison of babngetries and chemical shifts
between VBPO and VCPO .

The peroxo intermediate

Vanadium peroxides have the potential to generateurmber of biological and
biochemical responséd, and are utilized as insulin-mimetic agents in tleatment

of human diabetds” The X-ray-derived structure of the peroxide-forin\WCPO
(2.24 A resolution}*” denotedp-VCPO, reveals a distorted tetragonal bipyramidal
vanadium site, see Figure 1.2.2. The peroxide tiggncoordinated in a side-on
manner, and the apical oxygen ligand is no longesgnt. In addition to the two
peroxo oxygen atoms bound to vanadium, two equatoxio ligands and a nitrogen
(N*?) from HIS496 in the basal plane completes the @ioation scheme. One of the

10
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peroxo oxygens &) is in a pseudo-axial position, and the othemisam equatorial
position, therefore giving an overall distorted gapidal coordination geometry. One
of the equatorial oxo ligands is hydrogen-bondedARG490, the coordinated
peroxide is hydrogen-bonded to the neighboringigly@amide backbone and also to
LYS353, and the remaining oxo ligand is hydrogendsu to ARG360, see Figure
1.2.2. It has been shown that the VCPO protein hasigher affinity for
peroxovanadate than for vanadate.

LCRYW420
CRYW200.333
v L HIS404 CRYW165, HIS404
o; .
0
Os3- - - -SER402 GLY403 ) O;- - - -SER402
GLY403~. __ J]A.n\\\ ) | \ aaw
.2 s o
LY8353~ ' Ny, .- ARG360 Lys3s3-- "2 V\ _.ARG360
' I~ee. . e
; ARGA490 ! 07 - - ARG490
N N
(/ / HIS496 (/ / HIS496
HN HN
a b

Figure 1.2.2a. Vanadate moiety and coordinated imidazole iiv@atCPO. b. Peroxovanadate moiety and
coordinated imidazole. The labels used throughuststudy for potential hydrogen bonding interaasiovith the
protein environment are consistent with those @1tDU.pdb file. The oxygen labeling scheme ofithpradate
has been edited to be consistent withgh&CPO labeling scheme within the 1IDU.pdb file.

A possible pathway for the formation pfVCPO from VCPO has been outlined by
Zampella et al® Assuming the axial ligand in native VCPO4(@ Figure 1.2.2a) is
present as OHwhich is made more basic by its H-bond to HIS4s OH unit
would deprotonate the approachingd4 thereby generating a HO®pecies. The
weakly ligated axial water molecule dissociatesnfrthe vanadate and a side-on
bound peroxide intermediate is formed after theadiepe of another water molecule,
see Scheme 1.2.2. Furthermore, Zampella &P'auggested that an attack of a

chloride ion on one of the peroxo atoms, and thakeof a proton from one of the

11
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surrounding water molecules, leads to the generaticghe hypochlorous acid (HOCI)
and the restoration of the native state. Weverl.B¥ @as shown that the vanadium
ion plays the role of a strong Lewis acid whichiates the peroxide, as seen by its
inability to undergo redox cycling during catalysiGnetic studies showed that the
protonation of the bound peroxo group is a crustiep in the heterolytic cleavage of

the 0-O bond®® These observations prompted the proposal of th®pated oxygen
being transferred to the halide according to antoansfer mechanism. A subsequent
computational study disagreé¥! instead suggesting that the non-protonated peroxo

oxygen is the atom transferred to the substrate.

0, V. H,0,,2H" O,—V.
N, AS
N N
7 7
/ 2 H,0 /
HN HN

Scheme 1.2.Proposed formation op-VHPOs. The actual protonation states of vanadadeparoxovanadate

moieties are not known with certainty.

The protonation state of the peroxovandate cofaaffects its reactivity and this
might be a crucial factor in tuning the selectivityofile of these enzymé%®
Determining the protonation state of the intermediperoxo-forms of the VHPO
enzymes is experimentally challenging, as a VHPQyme shuttles between a
trigonal bipyramidal structure (native-form) and déstorted tetragonal structure
(peroxo-intermediate) during the catalytic cycleheTX-ray structure solved by
Messerschmidt et & failed to resolve the protonation state of the gevanadate
active site withinp-VCPO. Furthermore, there currently exists no X-@ystal
structure for the peroxo-form of VBPO (hereaftdydedp-VBPO). A gas-phase DFT

12
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study on the active site of VCP® addressed the protonation state of the
intermediate peroxo-form of the enzyme, suggestingingly protonated species.
Protonation of the peroxovanadate was previouslygestef* to be a possible
explanation for the difference between VCPO and UBkherefore further studies

that incorporate the intrinsic environmental diéfieces might be necessary.

Wever et af® used stopped-flow UV-vis spectroscopy to inveségae formation of
the peroxo-form of VCPO from the native-form aftéee addition of HO,. The
native-form had a characteristic peak at 315nm @puoh formation of the peroxo-
form of VCPO a peak appeared at 385nm. The pH dipee on the activity was
also investigated experimentally within this studgyealing maximum stability at a
pH value of 8.3, while maximum activity was observat pH 5.0. These findings
highlight the importance of understanding the pmatmn scheme within the active
site.

The very center of the active site has been pratittd®*V NMR spectroscopy. The
®ly isotropic chemical shift for VBPO recorded by Reh et al* in solution is
-931ppm for the native form, and -1135ppm for tleeopo-form . Interestingly, the
peroxo-resonance is shifted upfield by ca. -200gm@m that of the native-form, in
line with observations for small vanadates and y@ranadates derived thereof. The
experimental isotropic chemical shift of VPBO irethative-form is 400ppm more
shielded compared to typical vanadium complexesoiation, in particular VCPO,
and also to the isotropic chemical shift extradtech the solid-state for VCP&!

Quantum-chemical computations can be an importamttsiral tool for investigating
the active sites of vanadium haloperoxidases. Zdlmpt al®® performed an active-
site model study, using DFT, for both the native @eroxo-form of the VHPOs and
considered the reaction energies combined with THI-Desults when suggesting a
singly protonated peroxovanadate as being the nlikety candidate for the
intermediate peroxo-form, as it had the best agesmith the UV-vis spectral band
at 385nm. Identifying which of the two equatoriadooligands would be protonated

within VHPO, either ®or O, is a question that remains open at present.

13
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The resolution of the solid-state structurepe¥CPO is not high enough to locate
hydrogen atoms, and the uncertainty in the atonitipos of heavier atoms makes it
very speculative to differentiate between oxo awndrbdixy bond lengths for the
vanadate cofactor. Apparently, the crystallizatmnthe VBPO enzyme is as yet
unsuccessful for the peroxo-intermediate. In vidvthese current limitations in the
experimental data, computational methods were eghpti probe and assess structural
differences between these proteins, differencesmiag have important implications
for their reactivities. The results are summarizedection 4.4, where protonation
states of the intermediate peroxo-form of the VHR@es critically compared to the

previously investigated native-forms.

14
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Chapter 2

2 Theoretical background

Since NMR properties can be very sensitive to theeoular structure, accurate
geometries need to be used as input in the calongatOne choice, in order to obtain
accurate geometries, is to use structures optinazegpropriate quantum-mechanical
levels. However, such methods scale unfavourahly thie size of the system, so that
they become very CPU-intensive, if not impossiltlal& for large systems. A popular
way to overcome this limitation is to use hybrid @AM theory, a new class of
emerging method that combines the advantages o@MMM calculations, namely
accuracy and speed, respectively. In this appraashall part of the system is treated
guantum-mechanically (typically active-site of anzyme) and the remaining system
is treated classicall§?! For systems containing transition metals, derfsihctional
theory (DFT) is the QM method of choice. As thetegss get larger, additional
problems arise due to the very large number of ekegof freedom. Frequently the
systems are characterized by a conformational bfiyi that is reflected in many
local minima, which makes it difficult to find thelevant ones (including the global
minimum). The molecular dynamics technique is otmategy that allows detailed
sampling of a representative phase space. The rnprebapter briefly outlines the
formal foundations on which computational methods this thesis are based,
providing descriptions of the molecular dynamiasidations, the specific QM/MM
methodology, DFT in static and time-dependent forras well as molecular

properties.

2.1 Molecular Dynamics

Molecular dynamics (MD) uses computed forces tpagate the atomic positions in
time applying the laws of Newtonian (as opposedgt@ntum) mechanics. The

simulation is performed by numerically integratidgwton's equations of motion
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over small time steps (usually 10-15 secs or 1)fsEue Verlet algorithm is used to
compute the velocities of the atoms from the foraed atom locations. Once the
velocities are computed, new atom locations andeimerature of the assembly can
be calculated. These values then are used to a@cubjectories, or time dependent
locations, for each atom. Over a period of timesthvalues can be stored on disk and
played back after the simulation has completedréalyoce a "movie" of the dynamic

nature of the molecule.

The simplest way to compute the necessary forcbyg isay of a classical empirical
force field (see sec. 2.2). With this approach, BiBwulations have been used in a
variety of biomolecular applicatio§! The technique, when combined with data
derived from Nuclear Magnetic Resonance (NMR) stsidhas been used to derive
3D structures for peptides and small proteins isesavhere X-ray crystallography
was not practicdf”! Additionally, structural, dynamic and thermodynardata from
molecular dynamics has provided insights into ttracsure-function relationships,
binding affinities, mobility and stability of prates, nucleic acids and other
macromolecules that cannot be obtained from statidels. MD can be used to
disturb an optimized structure to generate a newtisg point for an optimization, in
order to discover multiple minima for moleculestw@& complex energy surface. The
time evolution gives us the time dependence of ocutde motion and so allows
access to transport properties, such as the s#ifsidin coefficient. Molecular
dynamics can be used to supply configurations Veraging properties (i.e. chemical

shifts) as an alternative to Monte Carlo.

To set the momenta we need to give each atom tal melocity such that the overall
kinetic energy of the system is consistent with desired temperature. From the
Boltzmann distribution we know that the expectatatue for the molecular velocity
is:

Eqn2.1.1 <Vi2 _ kT
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The temperature of the system gives the atomicdspieuse but not their direction.
The directions can be chosen at random but witlptbeiso that the system as a
whole has zero momentum. This ensures that theeesystem does not drift off

during the simulation.

Molecular dynamics is a simulation technique thegsuNewton’s Laws of motion to
integrate the trajectory of atoms in a simulatidhe forces on the atoms may be
derived from a force field or from quantum mechariicit the method of generating

the trajectory will be the same.

In a simulation we calculate the forEeon any atom from the geometric arrangement
of the atom centers, and, knowing the atom nras#his equation is used to find out

the acceleratiorg, on a given atom:

3 |Im

Egn. 2.1.2 a

The acceleration is the rate of change of velowitiz time, i.e.:

dv F

Egn. 2.1.3 — =
dt

3|l

If a particle has an initial velocity, and moves under the action of this force for a

time, 7, its velocity will be given by integrating this wation:

Eqn. 2.1.4 \% g+j%’dt=g+f£dt
m

0 0

Provided the force on the atom does not changengltline time of the integratiok,

will be constant and so:

F
Eqn. 2.1.5 V=u+=r1
m

The velocity itself is a rate of change of atomipms, s, with time,
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d
Egn. 2.1.6 V=—
Toodt

len

and so the position of the particle after a certian@ will again be an integration:

ds
Eqgn. 2.1.7 S=s,+ I —dt
T dt

0

Remembering that the velocity is always changirgnewnder uniform acceleration:

F 1F,
Egn. 2.1.8 s=s,+||u+t=t|dt=s +ur+—=r
0 m 2m

So we work out the forces on a given atom from itpaigion with respect to all
other atoms in the simulation. This allows us to wouk the acceleration on that
atom, then its velocity and finally its position aftermad interval. The forces can also
be computed quantum mechanically with the molecular dysatachniques such as
Born-Oppenheimer (BOMD) or Car-Parrinello MD (CPMPY However, such

technigues have the restriction of quite limited simulatiioes.

2.2 Molecular Mechanics

Molecular mechanics is a mathematical formalism which atterfgptseproduce

molecular geometries, energies and other features bytiadjusond lengths, bond
angles and torsion angles to equilibrium values tha dependent on the
hybridization of an atom and its bonding scheme @hasn description is referred to
as the atom type). Rather than utilizing quantum physies method relies on the
laws of classical Newtonian physics and experimentally eéériparameters to
calculate geometry as a function of steric energy. The gefoenalof the force field

equation is

Eqn 221 Epot =X Ebnd+ 2 Eang+ 2 Etor +X Eoop +X Enb+ 2 Eel

Epot is the total steric energy which is defined as theegbfiice in energy between a

real molecule and an ideal moleculgsdethe energy resulting from deforming a bond
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length from its natural value, is calculated using Hookgigation for the deformation
of a spring (E = 1/2 Kb — ky)2 where K is the force constant for the bond,ib the
equilibrium bond length and b is the current bond lendth,, the energy resulting
from deforming a bond angle from its natural value, is aliculated from Hooke's
Law. Eo is the energy which results from deforming the torsordihedral angle.
Eoop is the out-of-plane bending component of the steric endtgyis the energy
arising from non-bonded interactions ang i& the energy arising from coulombic

forces.

When the terms shown in the general form of the fordd f@e expanded, the

equation becomes

Eqn2.2.1 Epot =Z1/2 Ky(b — )? + X 1/2 Ky(6 —6p)* + = 1/2 Ky (1 + cosND)?

+ 3 1/2 Ky(x- 10)? Z ((B/N)M2 —(AINY9)+ = (qq/r)

The manner in which these terms are utilized to build demis referred to as the
functional form of the force field. The force constants iy, Ko, Ky and equilibrium
values g, 6o Ko, Ky are atomic parameters which are experimentally derived Xrom
ray, NMR, IR, microwave, Raman spectroscopy, thermochente&r{metric data)
and ab initio calculations on a given class of moleculdsufal, alcohols, etc). The
energy of the atoms in a molecule is calculated andmmzed using a variety of
directional derivative techniques.

In contrast to ab initio methods, molecular mechaniasséd to compute molecular
properties which do not depend on electronic effects. eTheslude geometry,
rotational barriers, vibrational spectra, heat of fornmaaod the relative stability of
conformers. Since the calculations are fast and efficiengaular mechanics can be
used to examine systems containing thousands of atomstoarekplore their
conformational flexibility (conformational searcfj. What is inherently difficult to
describe with this technique is the breaking and formatiochemical bonds. Also,
unlike ab initio methods, molecular mechanics relies on axeetally derived

parameters so that calculations on new molecular stascitnay be misleading.
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2.3 Quantum mechanics:

One-electron systems
Electrons display both wavelike and particle behaviout,iis necessary to describe
their motions and distributions using a probabdiheory (quantum mechanics).
At the heart of this ‘wave mechanics' is the state fumaro"wavefunction”(r,t),
associated with an electron. This function describes the ®&wolution of the
electron's spatial distributions and also its motion (maamerand/or kinetic energy).
In principle it also depends on spin of the electront bince the calculations
presented in this thesis concern solely closed-shellraminal species, we will refer

to the spin-free formulation of the background theory.

At low (non-relativistic) speeds, the wavefunctiortilad electron evolves according to
the time-dependent Schrodinger equation

oYnr t)

Eqn2.3.1 H(rt) ¢Art) = in >

where H is the Hamilton operator. If the Hamiltonian is indepmmcbf time then the

equation simplifies to aeigenvalue equation

Eqn2.3.2 H(r) ¢(r) = E, ¢y(r)

Here the different electronic states are labelled by thecsipbn; the lowest energy
state is theground state(all subsequent calculations presented are ground state
calculations). One of the most useful properties which bwyobtained from the
wavefunction is thelectron densityoften also called theharge densify and in this
one-electron case it is given pgr) = Y(r)*Y(r) = Y(r)? if the wavefunction is real.
p(r)dr represents the probability of finding the electrorine volume elementrd

The commonest method for estimating ground state propesties write a trial
wavefunction which is a linear combination of atomic orbit§lke LCAO

approximation).
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N
Eqn2.3.3 W= aq
i=1

Then we can apply the variational principle to obtainglauind-state wavefunction

with the associated energy

Eqn 2.3.4 Jo Hydr _
-[z/fzdr

0

Many-electron systems

In a molecule witiN electrons andl nuclei, the Schrodinger equation becomes

Eqn23.5 HAL{RY) ¥.(h{R}) = E W.({h{R})

WhereR is a nuclear coordinate. For almost any system of stietteis equation is
intractable and a number of approximations are introduldesl most fundamental of
these is where the Born-Oppenheimer approximation, thert#fertotal wavefunction

is written as a product @ectronicandnuclearwavefunctions:

Eqn 2.3.6 Y {R}) = &,({r R} x,.(R})

Where®, is the electronic wavefunction aggh is the nuclear wavefunction.
The electronic wavefunction is therefore only parametricilyendant on the nuclear

coordinates and is an eigenfunction of an electronic Sclgédequation

Egn237  Hu({rR}) ®,(rR}) = E({R}) ®,{rR})

Note that the eigenvalue of the electronic equation is atim of the nuclear
coordinates — this is usually called the potential energgs(PES). Focusing on the
electronic wavefunction, the electron density is now obtaimeidtegrating (in effect

averaging) over all electronic coordinates except one.
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Egn2.3.8 por) = _[ @ ({r,r,,rs .. th{R})* &, ({r,r,,15 ... L1E{R}) dr,dr, ....dr,

The forms of the electron kinetic energy, electron-nuclear attra&nergy and
electron-electron repulsion energy operators in the electidamiltonian are as

follows (in a.u.):

Eqn 2.3.9 Hy= T.+V, +

el

where

f= 3
V= XX

V=YY 1

ij>i |ri'rj|

N[~

0%,
4

|ri 'le

t is the electronic kinetic energy operat()}‘r;E is the nuclear-electron potential
operator,\7eE is the electron-electron potential operatgrjsZthe charge of the j-th

nucleus,R; is the position of the j-th nucleus, is the position vector of the i-th

electron, and

, [ 0° &
0% = 037+W+0"7

2.4  Density Functional Theory

Once the Born-Oppenheimer approximation is applied, #erehic part of the total
energy
E = Ec + Enncan be related to the electron dengify) of a system of electrons and

nuclei using density functional theory (DFTY:

Egqn2.4.1 Ee = VhetTe +Vee
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Where: Vhe IS the electron-nuclear energy
Te is the electronic kinetic energy
Veelis the electron-electron interaction energy.

The potential energy terms in DFT are given by

Eqn 2.4.2 V., J' o(r)V,, dr

En243 = p(:l)_pr(rr) drdr, + [V [o)]dr

where the electron-nuclear operaﬁﬁ,re wasdirelefined in equation 1.khd

\7XC is the exchange-correlation potential. lneotwords, the potential energy can in
principle be expressed as a function of the dengigviding we know the form of the
exchange-correlation potentigJp(r)]. Only crude approximations to the kinetic
energy functionall¢[p(r)] are known. Modern density functional theory circeemis

this problem by employing Kohn-Shéfhtheory outlined below.

Kohn-Sham Theory
In the Kohn-Sham formalisft! the total energy functional is partitioned in the

following way:
Eqn2.4.4 Ee = Tni * Ve + Vee ¥ AT + AV

whereT,; is the kinetic energy of a system of non-interagelectrons, andT is the
correction to the kinetic energy arising from imstaneous electron-electron
interactions.

Similarly AVee is the exchange energy plus that part of the releatlectron
interaction energy due to their instantaneous acté&ns (i.e. exchange plus the so-
called electron correlation energy). In DFT themerdVe., and AT are lumped
together in a single term that is known as the amgh-correlation functional.

Expressing the density as a linear combination@gnoular orbital products
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Eqn 2.4.5 o) = an @g(r) g*(r)

the Kohn-Sham orbital total energy expressed imsasf these orbitals is

Egn 2.4.6

1

0.2 z
2

_ Lk
o=

Elo0)] = ¥ <¢i

¢i> e LJAPED e ar, v ] o) v, [ote] ar

The exact form of the exchange-correlation funaida unknown and has been the
source of much research; a large number have brepoged. Minimisation of B] is
achieved in the usual way by expanding the moleautaitals in an LCAO basis and
determining the coefficients variationally. Thissudts in a pseudo one-electron
equation (the Kohn-Sham equation) for the orbitaith eigenvaluess;, which is

analogous to the Hartree Fock(HF) SCF equation:

Eqn 2.4.7 [—%D2 + V() + Iﬂ%r)dr + V) 1gn) = &q0)

These equations are solved iteratively using mettsiahilar to those applied in HF
calculations (the difference is the requirementrfomerical integration methods for

evaluating the complicated exchange-correlatioem! termsy’?

Density functional theory in its original Hohenbdfghn context is essentially a
ground state theory and not applicable a prioexuited states.
2.5 Time-Dependent Density Functional Theory

TDDFT is a quantum mechanical method used to ifgest the properties of many-
body systems beyond the electronic ground statectane. TDDFT extends the

concept of stationary DFT to time-dependent situretiby describing the interaction
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of a quantum many-particle system with a given {@ependent potential, e.g. a
periodic electromagnetic field. Using additionahpliifications in the linear response
regimel™ the main area of TDDFT applications till now haeb the calculation of
energies of electronically excited states. Thetakon energies can be computed as
the poles of the response function of the systerntiwhan be computed using a
Dyson equation. The key ingredients become the Ksteim non-interacting
response function and the Hartree plus exchangelation kernel, which is the

functional derivative of the effective potentialtivrespect to the density.

In TDDFT, excitation energies are essentially cotegudrom ground-state densities,
without recourse to the actual excited states (wilie not covered by the original
Hohenberg-Kohn theorems). In many cases TDDFTgisaphisticated MRasedab
initio methods in terms of accuracy of the exciggergies. Problems can arise with
certain types of excitations, e.g. involving higimb diffuse orbitals (Rydberg states)
and, most notably, for long-range CT states, thergd@s of which are notoriously
underestimated with present day Xc functiof4ls.

2.6 Basis Sets

In LCAO orbital methods the orbitals are expandsthg predefined basis set -a
collection of mathematical functions used to motlet spatial variation of the

orbitals. Historically Slater-type orbitals wereedsdue to their geometric similarity to
the hydrogenic orbitals. However they do havegaificant drawback in that there
are no analytical solutions for the many-centregnéls involving Slater-type orbitals.
Consequently most practitioners of quantum chemistirned to Gaussian type

orbitals.

The general form for a normalised Gaussian-typétarfGTO) within a cartesian

coordinate system is
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3 1
Eqn2.6.1 @xy,z:a,,jk)= (%){%T X'yl Z¥e )

GTO's have an atom-centered gaussian fo.lendecay exponentially with the square
of the distance from the atom). A major problemhw&TOs is the dissimilarity to
hydrogenic orbitals in the radial portion of thenétion: they have no "cusp" at the
nucleus. This issue is partly resolved by usingxedf linear combination of GTO's
(known as primitives) to better approximate thepghaf an STO closer to the nucleus
(it doesn't rectify the problem of there being s actuallyat the nucleus). A basis
function that is composed of a fixed linear comboma of primitive Gaussians is
commonly known as a contracted basis function. &heffectively combine the
computational advantage of the Gaussian functiorslewproviding a good

approximation to the shapes of Slater-type orbitals

M
Ean26.2  @x Yy z:{ahi, k) =D C.ex Y, z,a,,i,],k)

a=1

Larger basis sets give rise to more accurate rept&sons of the MOs. It is
mathematically evident that an infinite basis iguieed for exact solutions of the
Schrddinger equation. However, practical consid@nathave dictated the need for
optimisation of finite compact basis sets to besicdbed molecular properties within
sensible computational expense. This has led tdékelopment of various basis sets
each with differing characteristics reflecting thegitended applications. The use of
such optimised finite basis sets does produce nea$paccurate geometries (as basis
sets do not strongly influence structure). Howesegrgies are much more basis set

dependent.

Minimal basis sets (e.g. STO-8&) assign a single basis function to each atomic
orbital in the ground state. This provides a fainhflexible description of the
molecular orbitals, particularly with regard to exgion/contraction of the function as

a response to differing molecular environment.
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Extended basis sets have been developed with thigoadof extra functions for all
orbitals which would be occupied in the groundestat the associated atom (or in
some cases only valence orbitals are assigned #se functions). Two or more
contracted GTOs per atomic orbital, as in the dfedadouble-zeta basis séis
provide much greater flexibility. Split-valance Issets partitions the atomic orbitals
into core and valence regions. The core AO’s asggasd a minimal basis whilst the
valence orbitals are described at the double-setl.|For example the 6-31G basis
sef’ describes the core AO’s with a single contractedssian composed of primitive
Gaussian functions. The valence AO’s are descuisaty two functions: a contracted

GTO with 3 primitives and a separate single diffGSeO.

Polarisation functions are frequently added to wnpr the flexibility: this is a

function with higher angular momentum than is foumdhe occupied ground state
atomic orbitals. The basis set 6-31% adds 5 or @-type GTOs to first and second-
row atoms; the basis set 6-318% also adds three-type GTO's to hydrogen

atoms.

2.7 QM/MM methodology

The basic idea is to identify a small region, theer Region in Figure 2.7.1 to which
the higher (QM) level of theory is to be appliedls in an extended covalent system,
the excision of this region involves bonds, it ik necessary to compute the QM
wavefunction of the Inner Region in the presencatdéast a layer of atoms which

serve to provide a satisfactory termination for @i calculation.

In many methods, traditionally those used for cemtlsystems, a number of
additional atoms, which have no counterparts inréa¢ system, are added to the QM
region to terminate the broken bonds, these ariedlyp called link atoms. These are
hereafter referred to as link-atom method¢hen handling solid-state systems, the

models, often referred to as embedding models,lbdhd termination of the QM
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region by defining a boundary region in which th®nas have some quantum
character, as well as being described fully bydiassical force field. No new centres

are needed. These models are called boundary regtrods.

Boundary

Inner subsystem
QM

Outer subsystem
MM

Figure 2.7.1 Inner, outer and boundary regions

QM/MM schemes may also be classified by the nabfitbe total energy expression.
At one extreme, a QM/MM energy expression can leiobd by adding the QM and
MM contributions, together with the appropriate pling terms

Egn 2.7.1. E = E(Inner,QM) + E(Outer, MM) + E(Couple, QM)

E(Couple,QM/MM) is a QM/MM coupling term that incles all interactions between
the two regions, for example, classically handleshding and van der Waals
interactions and modifications to the QM Hamiltanito reflect the electrostatic
influence of some or all of the atoms in the ouggjion {ide infra).

This approach is referred as the additive QM/MM glod@he method can be applied

easily to systems where there are no boundary atasns studies of solvation) but as
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presented above the approach takes no accoune dfaifdling of link atoms at the

interface.
Coupling of the QM and MM regions

The QM and MM regions are coupled by bonded andbwmed interactions. The
bonded terms are generally handled by terms icltssical force field or (for
boundary region methods) by a combination of quargnd classical terms between
QM and boundary atoms. The non-bonded terms coenpais der Waals and
electrostatic interactions. The former are handidtie same way as they are in the
MM region (perhaps with modified parameters). Balesrand Thiél® defined three
ways of treating the QM/MM electrostatic interactitabelled A—C, as follows.

A. Mechanical embeddingThe QM calculation is essentially performed in the
gas phase, without electronic coupling to the emritent. The electrostatic
interaction between QM and MM regions is either tbexli or performed by the
MM code, using a classical point charge modellier@M charge distribution
(e.g. a potential derived charge model).

B. Electrostatic embeddingThe classical partition appears as an externabehar
distribution (e.g. a set of point charges) in th& Hamiltonian. The
polarisation of the QM region by the MM charge ulgition thus occurs as
part of the QM electronic structure calculation.eTpartial charges used to
describe the MM distribution are frequently takerbe those used in the force
field 8%8182 relying on the use of electrostatic propertieghi force field
charge derivation. In ab initio schemes it is clebat the electrostatic
embedding scheme should be implemented, at ledsh@trange, by adding
the contribution of the MM point charges to theléegon Hamiltonian.

C. Polarised embeddingThe polarisation of the MM region in responsette t
QM charge distribution is also included. Intuitiyehis makes most sense
when the force field incorporates polarisation agpalarised force-fields

implicitly incorporate MM polarisation in their pameterisation, and care
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must be taken to ensure such implicit contributi@as not occur in the

QM/MM potential. A variety of models for classiqablarisation are possible,

including the shell model ¥ and coupled distributed atomic
polarizabilities’®” Polarisation of MM atoms close to the QM regiong(e

those connected by link-atom terminated bonds)faasd to be unphysically
large, leading to the suggestion that these at@neehted as unpolarizabfd.

2.8 NMR chemical shifts

Nuclear magnetic resonance (NMR) is an extremepufar experimental technique.
The information that can be extracted from suclcispéas ever increasing. Structural
information such as distances and angles are nownedy extracted from elegant
experiments on systems ranging in size up to ldrigemolecules. Coordination
numbers, bond types and even some insight intoetéetronic structure can be
interpreted from NMR spectra. Evolution in the dielf quantum chemistry has made
possible calculations of useful accuracy and réiiglon fragments of biomolecules
and transition metal complexes, containing dozefisatoms® Here, a brief

explanation of the chemical shifts is given.

NMR active nuclei have a non-zero spin I, which take 2I+1 orientations. In an
external magnetic field the degeneracy of thesentations is lifted due to the

splitting of the energy levels. For 1=1/2 the enesglitting is :

Eqgn 2.8.1 AE ==——

Where g is the gyrometric ratio, an intrinsic camstof every nucleus, and h is the

Planck constant. B is the magnetic field at thdeiuc

The effective magnetic field at the nucleus is eqaial to the applied magnetic field
since the latter is shielded by the electrons ngaround the nucleus. The resulting

effective field is :
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Eqn2.8.2 B = B™(1- &)

Where & is the nuclear shielding tensor, which in ther@pic case simplifies to the
isotropic shielding constant &/3. The shielding tensor depends on the chemical
environment of the nucleus. Nuclei of the same lprated in a different chemical
context are shielded differently and can thereb@alistinguished. The chemical shift

is then defined as:

v, -V
Eqn 2.8.3 5/ ppm=10° L "L

ref

Wherev, is the Larmor frequency of the sample angd is the Larmor frequency of
a reference compound. The Larmor frequency iseeléd the shielding constant as

follows:

g Beﬁ
21T

Egn 2.8.4 vV, =@-0)

The shielding constants can be calculated froomthed second-order derivative of

the energy with respect to the nuclear magnetic eminand the external field

assuming that in lowest order the energy of theesyss linear to bothB™ andy :

0%E

Eqgn 2.8.5 O :T = o
0BZoy, Bext={=0

The calculation of the shielding constant requiags accurate description of the
wavefunction close to the nuclei. Thus, the nucleergnetic shielding (absolute
shielding) is the molecular electronic propertye isotropic chemical shifd,, is

defined asd,, =0, —o where g, is the isotropic shielding of the vanadium

nucleus anar, is the isotropic chemical shielding of the refeecompound.

ref
Almost all modern approaches to the shieldingamae method with the distributed
origin for the gauge of the magnetic field. This:ecessary to avoid the nonphysical-

dependence of calculated properties on the codsdorégin or, on more generally, on
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the gauge of the magnetic vector potential. Thigeddence vanishes, of course, if the
guantum mechanical equations have been solved lexdictcan, however, have
serious consequences if this is not the casen&iamce for finite basis sets. One of
the most popular methods for avoiding this gaugeeddence is the so-called ‘gauge
including atomic orbitals (GIAO, originally knowrsaauge invariant atomic orbitals)
method.®®1 The GIAO/DFT approad¥ is known to give satisfactory chemical
shifts for different nuclei with larger molecules.

NMR chemical shift tensors
The NMR chemical shift is a tensor quantity. Depegdn the local symmetry at the
nuclear site, the magnitude of the chemical shiit wary as a function of the
orientation of the molecule with respect to theeexal magnetic field. This
orientation dependence of the chemical shift ismrefl to as chemical shift anisotropy
(CSA). Mathematically, the chemical shift anisotyap described by a second-rank
tensor (a 3 by 3 matrix), which in the case ofdfm@mmetric part of the chemical shift
(CS) tensor consists of six independent compon&dserally, one is able to express
the chemical shift tensor in a coordinate frame rerhall off-diagonal elements
vanish. In this principal axis system, the chemstaft tensor is fully described by the
three diagonal elements - the principal componergad the three eigenvectors or
Euler angles describing the orientation of the @pal axes with respect to an
arbitrary frame. In addition, various combinatiasfsthe principal components (and

their orientations) are in use to describe the d¢b@ishift tensor.

Svy

o

iso

O 8Zz
L1 | ]|

Figure 2.8.1 Principal components and isotropic chemical skjftresentation
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In the Haeberlen-Mehring-Spiess convention, thengpel axes are defined as

follows:

10, = 3o 2[5 =~ 0| 2|0y, ~ T

whered=10 -0

The centre of gravity of the line shape is desctibg the isotropic value{,), which

is the average value of the principal componentsisinepresented by,

Eqn 286 JiSO = %(Jxx + Jyy + JZZ)

The reduced anisotropydf) describes the largest separation from the ceoftre

gravity which is shown below.

Eqn 2.8.7 o, =0,,—0

iso
The asymmetry parametey,) indicates by how much the line shape deviatesfro
that of an axially symmetric tensor.

Eqgn2.8.8 n —(Jyy_dxxj
8. b= 5

g

EFG tensors and NQC

Quadrupole nuclei with a half-integer spin largbart 1/2 possess a quadrupole
moment Q, which interacts with the electric-fieldadient (EFG) generated by their
surroundings. The coupling of Q (a property of tluieleus) with an EFG (a property

of a sample) is called the quadrupole interaction.
Consider a free nucleus in a uniform space, thdhésthree coordinate axes x, y, and

z are equivalent. The Hamiltonian representing db@drupole interaction of this

nucleus, independent of the Cartesian coordinatady is defined by:
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=an 289 H, = _Q ¥, F(I T +I1)-8, I(I+1}}

BI21 - 1) i3 s 2 ! ®
where \f are the Cartesian components of V, the EFG atotigin, which is a
second-rank symmetrical tensor, axdis the Kronecker delta. In the principal-axis

system of the EFG (4s, Yras Zpas), V is diagonal:

Vi 3] 3]
Eqn 2.8.10 W= 0 Vg O
3] 0 WV
with the convention
[Viaz] 2 [P 2 [V

Furthermore, the Laplace equatiorkx\*+ Vyy + Vzz = 0, holds for V, because the

electric field at the nucleus is produced by changbolly external to the nucleus.

Thus, only two independent quadrupole parameterseguired:

Eqn 2.8.11 eq =Vz;

Egn2.8.12 No = with1>7, 20

the largest component eq and the asymmetry paramgteespectively.

In practice, the asymmetry parameietefines the powder lineshape and eq is related
to the linewidth.

The product of eq with eQ divided by Planck's canstis called the quadrupole

coupling constanC,
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During line shape analysis of the solid-state NMiectra, values for the quadrupole

coupling constantC,(MHz) and asymmetry parametex, are refined, which are

related to the EFG tensor by the following formulas

eZQsz (\/XX _V )
CQ = T ,7Q = V—W

whereV; is the EFG tensor at nucleus in atomic unitsemed according to M >
IVyyl 2|Vl ;

NMR Chemical shift with QM/MM approach

NMR is a widely used tool for studying the struetand dynamics of chemical and
biological systems ranging from small moleculesptoteins and nucleic aciéf!

Although shielding (chemical shifts) tensors ardedwined and assigned in an
essential step of any NMR study, it has been shownly recently that they can

provide useful information for protein structureetenination’™

Quantum chemical calculations of NMR parameterserohave to be limited to
isolated (gas-phase) molecules and to some prdféagtimized) structures while
experimental NMR spectra are commonly statical ayes affected by dynamic
processes such as conformational equilibria as aglintra and/or intermolecular
interactions. Since DFT is the most useful quantnethanical technique for larger
systems to about 100 atofi, particularly where metal ions are involved,
implementation for calculating magnetic properiash as chemical shielding tensors
within the DFT framework are of considerable impode. For macromolecules,
including protein$? and nucleic acid¥!, useful empirical and semiempirical
methods for chemical shift estimates have been |ldped. They are based on
measured values for different systems, augmentexeimyempirical calculations. The
recent increase in the number of protein structdetermined by NMR has made
possible a simple, yet useful, empirical descriptior proton chemical shifts. The
model includes electric field effects, the conttibo of the magnetic susceptibility of

other atoms or groups, and closed contact intenasf"
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To complement these empirical approaches and ab iceclei other than the proton, it
is important to be able to calculate chemical shiigj with high accuracy for specific
groups in a large molecule. This can be achieveth &i method that treats the
shielding of only a part of the systems in detaifl alescribes the environment by a
simpler and fast approach. QM/MM methodologies we#l suited for this purpose
where the important part is treated quantum mechAnmethods, and the
environment part is described with molecular meatsamethod. The chemical
shielding tensor in a large molecule like a proisimsefully divided into terms that
arise from the electronic structure of the atomstha interest perturbed by the
environment and additive contribution from the otparts of the system. The former
includes primarily the electrostatic effects anjsfrom the partial charges on the MM
atoms, and the later includes the contribution m§@tropic magnetic susceptibility
tensors of aromatic and carbonyl grolips.

2.9  Molecular Properties

Population Analysis
The electron density can be arbitrarily partitionadd assigned to nuclei in a
molecule, giving rise to the concept of #lectron populatiorof an atom. The atomic
charge is therefore the sum of this electron pdjmraand the nuclear charge. A
number of schemes exist for this type of partitigniPopulation analysis is a scheme
that follows naturally from the LCAO form of mostawefunctions. One of the most
popular schemes is due to MullikEl. Mulliken analysis also employs the (fixed)
AO basis function overlap matr&to give the following expression for the electron
population of an atom:

Eqn2.9.1 P, = )P - 1 > RS
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The use of diffuse functions in quantum mecharntedtulations presents a challenge
for Mulliken analysis. This is due to the delocatisnature of the orbitals arising for
such functions, which may no longer be assignea sogle atomic centre. Mulliken
charges can thus be quite basis-set dependentmoke preferable method in that
respect is Natural Population Analysis (NPA) introdd by Weinhold and co-
workers in the mid 1980%) Certainly, NPA method seems to be excellently
positioned for the formidable task of substitutitge Mulliken method for the
assignment of electronic populations to atomic takki On the other hand, it
overcomes some of its most serious limitations, elgrthe basis set dependence and
the appearance of physically meaningless resultenwhon-covalent bonds are

considered.
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Chapter 3

3 Computational Details
3.1 Gas-phase optimisation

Stationary points of amavadin-derived species vegtanized with the Gaussian 03
progran?® at the BP86/AEL level, i.e. employing the exchange aodrelation
functionals of Becké” and PerdeW’ respectively, together with a fine integration
grid (75 radial shells with 302 angular points geell), the augmented Wachters'
basi§"®on V (8s7p4d, full contraction scheme 62111111/33113111), and 6-
31G* basi§’ on all other elements. For the amavadin-based humeplexes the
resolution of identity was used with fitting of tdensity employing suitable auxiliary
basis sets generated automatically in Gaussiand@Bofed RI-BP86). This and
comparable DFT levels have proven quite succe$sfutansition-metal compounds
and are well suited for the description of struesyrenergies, barriers, éé. The
nature of the stationary points was verified by potations of the harmonic
frequencies at that level. In selected cases, gemmevere also optimized at the RI-
BP86 level as implemented in the TURBOMOLE progfifh, using suitable

auxiliary based™ and a medium-sized grid (m3).

3.2 QM/MM optimisation

The pdb file VCPO (1IDQ.pdb) and VBPO (1QI9.pdb)swabtained from the RCSB
websitel™®®  Protonation states of the titratable residuesewassigned based on
calculated pKa values using the Propka prodfafriThe overall charge of the protein
model after protonation, e.g:19% for VCPO, was then neutralized by selectively
protonating residues on the surface of the prosdich were > 5 A from the active
centre (residues with higher pKa values were peetilly protonated). The
InsightIl'® software package was employed to add a 14 A spikell of TIP3
water iteratively (with intermediate relaxation) ttte VCPO protein X-ray structure.

A frozen crust of solvent molecules (outer 7 A) waposed to prevent solvent
38



Results

‘escaping’ during the model relaxation and equdiimn phase. The solvation of the
VBPO homodimer was achieved by placing a 30 A suhsphere of TIP3 water

centered on one of the vanadate moieties (resid)VO# solvation was performed
iteratively (with intermediate relaxation) to theogein X-ray structure of VBPO. A

boundary potential was imposed to prevent solvestaping during the model
relaxation and equilibration phase. Due to thedasige of the VBPO homodimer, the
previous setup, which immerses the enzyme totailythe solvent, would have
resulted in a very large number of solvent molexulk large majority of these

solvent molecules would be located very far frora #ttive site in the non-active
QM/MM region, and would thus affect the resultsyomarginally.

The initial geometry of the-VCPO enzyme was taken from the pdb file (1IDU.pdb)
and the initial geometry of th@ VBPO enzyme was constructed from the pdb file of
the n-VBPO (1QI9.pdb), obtained from the RCSB web&ft8 As the experimental
structure ofp-VBPO is not available till date, we produced arffwlogy-type’ model.
The VBPO file was modified by deleting the vanadiwwofactor, and then the
coordinates from the peroxo-form of the VCPO cadactere transposed into the
emptied active site of the VBPO.

The vanadate moiety was also fixed at X-ray coatdi® with an additional rigid
constraint being applied to the vanadium - hisedd®6 N bond during equilibration.
The solvated protein was relaxed via several cyofesiolecular mechanics (MM)
minimization and molecular dynamics (MD) simulasonOnce the system was
equilibrated (~200-400 picoseconds of MD simuldtisix snapshots were taken at
random intervals along the MD trajectory for QM/Mbptimizations, in order to

generate a reasonable sample size with differenéjor configuration§-?

ChemsShelt*® was utilized as the QM/MM software suite. Turbod8f with the
BP86%! functional and the AE1 basis set was applied ¢0QM regions using the
resolution of identity approximation, RI-BP86/AEThe AE1 basis comprises the
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Wachtersbasi§'® augmented with two diffusp and one diffusal sets for metal
centers (8s7p4d, full contraction scheme 62111B01/811/3111), and 6-316%
for all other atoms in the QM region, together wathitable auxiliary fitting functions
from the Turbomole librarf®® DL_POLY!™ provided the MM energy and
gradients using the CHARMM?27 force field? An electrostatic embedding scheme
was applied*™ Partial atomic charges for the vanadate moiety weeated using a
Mulliken population analysis from gas-phase moagtmized at the RI-BP86/AE1
level of theory. Partial atomic charges for the agate moiety were created using
Weinhold natural population analysis (NPA)from gas-phase models optimized at
the RI-BP86/AEL level of theory and are shown ibl€a 3.2.1. and 3.2.2.

Table 3.2.1 Partial atomic charges that are calculated by RiPfar selected vanadate moieties of native form of
VHPOs

VHPO-T VHPO-D VHPO-S

\% 1.48 1.14 1.01
O-Terminal(Q) -0.43 -0.63 -1.00
O-Hydroxyl(Qy) -0.84 -0.63 -0.81
O-Hydroxyl (Q) -0.84 -0.89 -0.81
O-Hydroxyl (Q) -0.84 -0.89 -0.80
H1 - - -
H2 0.49 - -
H3 0.49 0.45 0.41
H4 0.49 0.45

Total Charge 0 -1 -2

40



Results

Table 3.2.2 Partial atomic charges that are calculated by RiPfsr selected vanadate moieties of peroxo form of
VHPOs

pVHPO-Z pVHPO-S1 p-VHPO-D13

Vv 1.09 1.19 1.32
O-Terminal -0.58 -0.48 -
O-Hydroxyl - -0.74 -0.63
O-Peroxo (©) -0.51 -0.27 -0.11

O-Peroxo (0 -0.42 -0.18 0.17
H - 0.48 0.62

Total Charge -1 0 1

3.3  Molecular dynamics simulations

For amavadin-derived species, Born-Oppenheimer Miblations (denoted BOMD)
were performed at the RI-BP86/AE1 level, using@femShell prograit® for NVE
ensembles at ca. 300 K for 3000 ps, with a timp stel fs. In these simulations,
Turbomole was used as QM progréfif, and the C-H distances were frozen with the
SHAKE algorithm. Data and snapshot sampling wadestaafter the first picosecond,
which was taken for equilibration.

3.4 NMR chemical shifts

The magnetic shielding tensoés were computed using the Gaussiaf®package
with the B3LYP®* functional and the AE1+ basis (AE1 basis augmentiit
additional diffuse functiods® on all non-hydrogen atoms). The protein and stlve

surrounding the QM region were treated as fixedipcharges.

A single VOCk molecule was used as a reference for the convetsiorelative

chemical shifts with a calculated isotropic magnstiielding of -2294.4 ppm (which
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is bracketed by the reported B3LYP vallf8§-2317.2 and -2279.4 ppm for the TZV

and 6-311+G basis, respectively). The isotropicnibal shift o, is defined as

iso

Oiso = Tiso ~ Oyocy, Where g, is the isotropic shielding of the vanadium nuclensl

iso iso

Oyoc 5 IS the reference isotropic chemical shielding GfCis.

There are a number of conventions in the literatuth respect to the definitions of
the principal components of the CSA and EFG tensengch may lead to confusion.
The Haeberlen-Mehring-Spiés8§ convention is adopted here (see chapter 2.8) for

consistency with the previous work by Pooransingirdélis et al*®!

Magnetic shieldings were computed for equilibriutnustures and for snapshots
along the trajectories employing the B3L¥8 hybrid functional, together with
AE1+ basis, i.e. AE1 augmented with diffuse funesioon C, N, and &
Snapshots were taken every 20 fs during 1000-2@00f fihe total runs. Chemical
shifts are reported relative to VQCbptimized or simulated at the same respective
level (0 values -2294 ppm and -2320 ppm employing BP86/Adat, RI-BP86/AE1

geometries, respectively, and -2382 ppm for a BOdifBulation averaged over 1 ps).

In selected cases, magnetic shieldings were ewaluat the GIAO-B3LYP/AE1+
level in conjunction with the polarizable continuumodel (PCM) of Tomasi and
coworker§'” (employing UFF radii and the parameters of wateth for geometries

optimized in the gas phase and the continuum @BH&6/AEL level.

42



Results

Chapter 4

4 Results
4.1 A DFT directed verdict on oxidized amavadin

The oxidized amavadin complex-V"{(S,S)-hidpa}]™ (2a) and its hida analogu8)(
are known in the solid state (Pfrcounterionf?? Their structures, as well as
hypothetical 4 — 6 with the same donor atoms in the first coordowatsphere are
shown in Figure 4.1.1. These model species werstiearied fron3 by deleting the

appropriate atoms and saturating the dangling basittisH atoms.

0
0
Me
Compound 2a. hidpa (-382) Compound 3. hida (-341) dinpound 4. (-415)
HBC"»,, H’», ] 4"
- H
oo 1T ot ] o
HO:---|---- OH HO:---]--- -OH H Y
'I l,,, \\\\‘ I” ,,V\\\\‘ : H O_N/ HO ‘ H
LI\ I S~ Dy
HO-"O';---OHCH o) I H V¥O /
< N7 Z2AN o OH
s - ° O_H o—n"
HaC H 0O—N""
H H
Compound 5. (-578) Compound 6. (-633) Compound {#863) Compound 8. (-866)

Figure 4.1.10xidized amavadin (2a), its parent (3), and modeiexes (4 — 6), Oxo-vanadium(V)
hydroxylamido complex [VO(NKD),Gly] (7) and model complex [VO(NJD),(OH),]~ (8), together with
computed gas-phase equilibridfiv chemical shifts (GIAO-B3LYP/AE1+ level, in paréwises).
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Geometries:
As mentioned in the introduction, model compleResn exists in the form of several
stereoisomers, as it contains four stereogenicocacbnters and one axis of symmetry
giving rise to axial chirality. Gas-phase and PCMimized geometrical parameters
for 2a and selected stereoisomers, as well a8 fo6 are collected in Table 4.1.1 and
Table 4.1.2, respectively, together with experirakdiata for 2a and 3 in the solid-
statel?? As expected, the different diastereomers of thelipaidl amavadir2a have
quite similar gas phase optimized bond lengths. ddmputed values for the all-S
form 2a and for3 tend to be longer than the corresponding expetmh@mes, which
may in part be due to packing effects in the saitd may in part be related to the
particular density functional employ&d Typically, distances are overestimated by
a few picometers in the computations, with a maxmdeviation of 0.046 A for a V-
N bond in2a.

For the discussion of substituent effects on th¥ Shemical shifts (see below),
several model complexet - 6 were constructed that preserve the general ligand
environment of amavadin. Turning the carboxylatenate into alkoxy groups
introduces only minor changes in the geometricabip@ters (compar8 and 4 in
Table 4.1.2). Dissecting the tetradentate liganckibane in4 to afford5 effectively
leads to a dissociation of the N atoms from theain@with fully optimized V-N
distances of 2.978 A i6). Apparently, the chelate is necessary to coucté¢he steric
bulk of 8 donor atoms about the metal. In ordeevaluate substituent effects for the
same ligand environment, partial optimizations weeeformed for5, in which the
two V-N and V-O distances to the hydrozylimido mygievere fixed to their
respective values id. It is the data from these constrained optimizetithat are
included in Table 4.1.1. and Table 4.1.2. Relative the corresponding fully
optimized minimum, this partially optimized structof 5 is higher in energy by 23.7
kcal/mol (RI-BP86/AE1 levell®)
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Table 4.1.1RI-BP86/AE1 optimized bond lengths (A) of the dimebmeric oxidized amavadin complexas [

VV(hidpal]™ (2).

2a

2a 2a

2b 2c 2d 2e 2f
SS,SS SS5,SS gg g5
’ RR,RR RR,SS SR,RS RS,SR RS,RS

Expt® (PCM)
V-0, 1.993 2.025 2.038 2.035 2.037 2.029 2.031 2.029
V-0, 1.923 1.951 1.958 1.957 1.956 1.968 1.950 1.968
V-Os3 1.959 1.987 1.976 1.977 1.978 1.972 1.968 1.972
V-O4 1.977 1.987 1.976 1.977 1.976 1.972 1.968 1.967
V-Os 1.940 1.951 1.958 1.957 1.958 1.968 1.950 1.950
V-Og 1.972 2.025 2.038 2.035 2.037 2.029 2.031 2.029
V-N- 2.018 2.047 2.045 2.046 2.046 2.050 2.063 2.053
V-Ng 1.999 2.047 2.045 2.046 2.046 2.050 2.063 2.053

Solid state, PPfi counterions, from reference 22; see Figure 1tanering of atoms.

Table 4.1.2RI-BP86/AE1 optimized bond lengths (A) of the oxielil amavadin model complexesy " (hida},]

(3), and for selected models thereof.

3 3 4 5 6

Expt?
V-O; 1.991 2041 2036 2.037 2.109
V-0, 1963 1.961 1953 1.9%3 1.952
V-O; 1955 1979 2016 1950 1.952
V-0, 1920 1979 2016 1950 1.952
V-Os 1936 1.961 1963 1963 1.952
V-Os 1978 2041 2036 2.036 2.109
V-N; 2016 2038 2040 2.040 2.048
V-Ng  2.028 2038 2040 2.040 2.048

33olid state, PRf counterions, from reference 2Eixed to the corresponding valuef
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Chemical shifts
Equilibrium >V chemical shifts computed in the gas phase arfided in Figure
4.1.1. Forraand3, the static valued = -382 and -341, respectively, are considerably
more shielded than the corresponding experimeniatbers,d = -281 and -263,
respectively, a frequent observation for this patér level of theory (see below for
further results orRa - 2h). Figure 4.1.1 shows a typical oxovanadium(V) ctaxp
with two hydroxylamido ligands, [VO(N#D),Gly] (7, Gly = glycine anionf®® Even
though some geometrical parameters observed forthe solid-state are not very
well reproduced by the gas-phase optimization (3ekle 4.1.3), the computédv
chemical shift for7, d = -863, compares favorably to experiment; -830 (aqueous
solution value). Clearly, the substantial deshiedon going from7 to 2a is well

captured by the computations.

Table 4.1.3Geometrical parameters for gas phase optimize@f86/AE1) oxo-vanadium(V) hydroxylamido

complexes.

Bond length A 7 Exp? 7 8
V1-02 . 2.007
VN2 2.121(2) 2253
V1-N3 2.008(2) 2.068 2.068
Vi-N4 2.021(2) 2.065 2.068
V,=05 1.603(2)  1.626 1.662
V;-06 2.188(14) 2.064 1.992
V,-07 1.898(2) 1.898 1.960
V,;-08 1.901(2) 1.900 1.960

@From solid-state X-ray diffraction, séramidas, A.D.; Miller, S.M.; Anderson, O.P.; CsaB.C.J. Am. Chem.
Soc.,1997119,8901.

Starting from7, model complex8 was constructed by replacing the carboxylate and
amine donors with hydroxy substituents. The vama@) centers in both complexes
are seven-coordinate in a pentagonal bipyramidamgery with the oxo ligand and

an amino or hydroxy group in apical positions, #rely contain two bidentate
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hydroxyamido ligands, one oxo ligand, and two mamdte N or O donors. The two
hydroxylamido ligands are in an equatorial plangpedicular to the V=0. Despite
different overall charges and some variations ie thetal-ligand bond distances
(cf.Table 4.1.3), the computed chemical shifts Toand 8 are remarkably similar
(Figure 2). The latter is closely related to theasadin modeb in Figure 4.1.2, via

the equation
6 - 8+ HO, AE =-7.8kcal/mol (RI-BP86/AE1) (1)

On going fromB to 6, a substantial deshielding is computed forthenucleus, byAd

= +233 ppm. This large effect is difficult to anady because the mutual orientation of
the ligands differs in both complexes. For instante X-V-X angle (where X
denotes the midpoint of the side-on NO group) i8°1and 179° in8 and 6,
respectively. In any event, it appears that thesitemn from a heptacoordinate oxo

complex to an octacoordinate non-oxo species sraddrge deshielding of the metal.

Replacing the hydroxylamido moieties @& with N,N’-dimethylhydroxylamido
ligands (constraining the latter to prevent detamtinresults in a further, slight
downfield shift, A = +55 ppm (comparé and 5 in Figure 4.1.1). Closing the
tetradentate ligand backbone by going fremo 4 produces another large deshielding,
by Ad = +163 ppm. This rather large effect is mostlyisten nature, as the general
electronic structure of both complexes should bey \@milar. One factor that
arguably will contribute to this effect is the catesable elongation of the two VsO
and V-Q bonds by almost 0.07 A in the course of this tramaftion (Table 4.1.1.).

Mutating the alkoxy moieties ifh into the carboxylate donors of the hidpa ligamus i
3 produces a final, small downfield shift &6 = +74 ppm. All these transformations
just discussed have a deshielding effect on thealenetal, and add up #® = +525
ppm. Thus, the change &'V) between a typical oxovanadium comp&for 7) and

the oxidized amavadin parehtan be broken down into a series of incremengs, th
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two most important of which stem from the differenicetween oxo- and non-oxo
complexes (i.e. an electronic effect), and fromséhdetween mono-/bidentate and
tetradentate ligands (i.e. a steric effect). Thierehus no need to invoke a non-
innocent nature of the hidpa and related ligandsrater to explain the observed

unusuaPV chemical shifts of oxidized amavadin and its datives.

When the electronic structure @& is analyzed, no evidence for low-lying ligand-to-
metal charge charge transfer (LMCT) excitations fatend. For instance, a notable
HOMO-LUMO gap and singlet-triplet splitting are cpuoted (3.75 and 1.97 eV,
respectively, at the B3LYP level). These are muarigdr than those in vanadium
catecholate complexes, where very low-lying LMCThdis and, possibly, thermal
population of triplet states are indicated to b&pomsible for the unusual deshielding
of the ®V resonances in the compleX&8 This result further corroborates the

innocent nature of the ligands in amavadin.

Stereoisomers

Natural amavadid (see Figure 1.1.1) has been shown to consist ofliasiereomers
with A-V{(S,S)-hidpa}, and A-V{(S,S)-hidpa} configuration. The interconversion
between both is rapid in the native vanadium(IMirfpbut is kinetically hindered
upon oxidation to the vanadium(V) species. Depenadin the ligands employed, and
on their optical purity, synthetic amavadin dernwve$ can consist of complex
equilibria between stereoisomers, which can gise  multiple’®v NMR signals in
the oxidized forms. Depending on the source ofhidpa ligand,>*V chemical shifts
betweend = -217 andd = -280 have been reported, a quite substantigti@n for
complexes with identical composition and connetgtithat differ essentially in the
stereochemistry at C atoms three bonds away fremmigtal. Even within the same
probe, where experimental conditions are certagmiyctly the same, variations of up

to Ad = 35 ppm have been noted.

The stereoisomers considered in this study are stsmliematically inFigure 4.1.2.
They consist of the pairwise combinations of (38 (R,R) forms, as well as pairs

of the meso-(R,S) forms among themselves. @nisomers have been computed, as
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most of the correspondinrisomers are implicitly included (e.g\;V{(S,S)-hidpa}
and A-V{(R,R)-hidpa}, are enantiomeric pairs with identical energies &idR
parameters). In the study by Lenhardt ét*akthe racemic form of the hidpa ligand
has been used to synthesize the vanadium compiexstsi. This racemic form has
been shown to consist of a mixture of (S,S)-, (R,Ahd meso-(R,S)-isoméersY
Thus, not only the pairwise combinations betweerhe# these ligands are possible
in the vanadium complexes, but also mixed comlonatisuch as (S,S) with (R,S).
Such mixed forms have not been included in thidystu
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Figure 4.1.2 Amavadin diastereomers selected in this stulijofms); schematic views of the (Me£N-O
fragments along the X-V-X axis (X = midpoint of N§boups).
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The equilibriumd(°*V) values computed for a number of salient stemroirs are all
closely spaced around two values (around ca. -p80 gnd -350 ppm for complexes
with asymmetric and meso ligands, respectively,eseey 2 in Table 4.1.4. No further
differentiation is apparent between the isomersiwieach of the two groups upon
inclusion of bulk solvent effects via a simple PGMproach, neither in terms of
single-point computations on the gas-phase geoesefeintry 3), nor upon relaxation
in the continuum (entry 4). For selected isom@a-d) we have performed BOMD
simulations in the gas phase and averaged the chkstifts along the respective
trajectories. This or similar procedures to motietinal averaging of chemical shifts
has recently been applied to other transition-methplexe$'?? The BOMD
simulations were done at the same level of thesrtha Gaussian 03 optimizations
(RI-BP86/AEL), but with another program with a kliy different scheme for the
numerical integration, resulting in slightly difeent equilibrium distances and
chemical shifts (compare entries 2 and 5 in Tahle4). Dynamical (thermal)
averaging results in a noticeable general increadsiee d values, i.e. deshielding, and
in a somewhat larger spread of the individual resoas (compare entries 5 and 6).
For instance, while the equilibriud values of2a and2b are almost identical, the
corresponding thermally averagég values differ by ca. 30 ppm. For the individual
snapshots, fluctuations in the instantaneous megsieieldings are much larger than
this value, but the running average over 50 or rsah snapshots is well converged
within this range, without showing a noticeableftdaifter 1 ps (see Figure 4.1.3).
Note that the computed deshielding due to thermatian brings thed,, values

somewhat closer to experiment than the dadata.
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Figure 4.1.3Convergence of th8V isotropic magnetic shielding for 2b, from thesfito second picosecond of

BOMD simulation. Dashed line and diamonds is falividual snapshots, and the solid line with squares

represents the cumulative running average (i.eateeage over all preceding points).

Table 4.1.4 Relative energies (in kcal/mol) afty/ NMR chemical shiftsd (in ppm} for selected amavadin

diastereomers.

Entry

o N o o B~ w DN

Isomer 2a 2b 2c 2d 2e 2f
SS,SS  RR,RR RR,SS SR,RS RS,SR RS,RS
E., RI-BP86 0.00 0.17 0.10 0.4 11.37 5.96
(B3LYP) 0.00 0.47 0.19 1.79 11.77 6.91
3e(gas} -382 -381 -379 -357 -349 -354
§ (PCM//gas) -313 -311 -310 -302 -314 -308
s(PCM// PCMf  -353 -352 -349 -350
3e (gas) -394 -393 -397 -382
Say (BOMD)f -355 -327 -340 -325 ——-
Expt.d ¢ -252 -217 -234
Expts" - -280 / -270/ -250

3B3LYP/AEL+ level."RI-BP86/AEL optimized using Gaussian GBCM single point on gas-phase optimized
geometries ‘Geometries optimized with PCMRI-BP86/AE1 optimized using Turbomol&ean value over

snapshots from BOMD trajectoRacemic ligand, reference Z#neso-ligand, reference [23].
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As expected, this deshielding is related to areiase of the mean bond distances over
the trajectorids® with respect to the corresponding equilibrium esluOn average,

this elongation of the vanadium-ligand bonds ametm0D.01 A (see Table 4.1.5)

Table 4.1.5 Equilibrium (i) and averaged4)) bond-lengths (in A) at the RI-BP86/AE1 optimized

geometry (from the snapshots selected for NMR caatjon) in amavadin diastereomers (in parenthesasdard
deviation during 1000-2000 ps), all distances ard.i

2a 2b 2c 2d
(S,9)(S,S) (R,R)(R,R) (R,R)(S,S) (S,R)(R,S)
re rav re rav re rav re rav
V-0, 2037 2.048(10) 2.034 2.050(20) 2.035 2.051(7)  22.0 2.048(6)
V-0, 1956 1.986(21) 1.955 1.962(12) 1.953 1.949(7)  64.9 1.963(8)
V-O; 1975 1.980(8) 1.976 1.982(10) 1.975 1.988(8) 24.97  1.994(6)
V-0, 1975 1.972(10) 1.976 1.992(16) 1.974 1.986(4)  74.9 1.994(18)
V-Os 1956  1.964(13) 1.955 1.967(18) 1.956 1.975(17) 964. 1.966(7)
V-Os 2037 2.040(9) 2.034 2.044(10) 2.035 2.051(10) 22.0 2.041(5)
V-N; 2043  2.055(8) 2.045 2.068(6)  2.043 2.057(4) 2.050 2.056(5)
V-Ng 2043  2.056(5) 2.045 2.058(13) 2.044 2.055(9) @.05  2.066(7)

For the complexes formed from the racemic liga2atd), the computed sequence of
the signals is in qualitative agreement with theesbed pattern (assuming that the
rr,ss combination has double intensity), and themers are tentatively assigned
correspondingly. For the complexes with the megarid, MD simulations have been
performed only for one representatiel), because performing them for all possible
components of the mixture would be a formidablek,teend because confident
assignment of experimental numbers to specifiesisomers based on these results

will probably be difficult.
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Conclusions
®ly/ chemical shifts of oxidized amavadin derivativesve been computed and the
reasons for the unusually deshield®d chemical shifts in these species have been
analyzed. This deshielding can be broken down antmumber of increments from
regular substituent effects, the most importantwbich arises from the non-oxo
nature of these complexes. No evidence is founddarlying LMCT excitations.
There is thus no need to invoke a non-innocentreaifithe ligand in order to explain
the unusual chemical shifts in this case. Thesdirfgs constitute an important
contribution from theory to the interpretation oferimental findingsd(°'V) values
computed for static equilibrium geometries show yorlittle variation for
diastereomeric isomers. The observed noticeablerimimation in case of
diastereomeric mixtures is indicated to be dynamiorigin. Even though chemical
shifts averaged over MD trajectories apparently @roduce certain experimental
trends, definite assignment of individd& resonances to specific isomers is difficult
at this point.
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4.2 % NMR Chemical Shifts Calculated from QM/MM Models of

Vanadium Chloroperoxidase — Native form

Preface

The investigation on the native VCPO enzyme thairesented in this chapter was
done in collaboration with Dr. Dongi Wang and Draid P.Waller.The calculations
on the triply protonated model VOT234 and the singtotonated models VOS1,
VOS3 and VOS4 were done exclusively by me. | waslired in selecting the other
models and evaluation of all results. Thus, theuwision in this chapter is based on
all the selected models.

QM/MM setup

The vanadate moiety has four crystallographicadlgoived oxygen atoms (one axial
and three equatorial) as shown in Figure 4.2.1s Tork is based on considering
triply, doubly and singly protonated models, whatte hereafter referred to as VOT,
VOD and VOS respectively. The oxygen labels from Xaray study (11DQ.pdb) are
used throughout this work. The labeling of the é¢gual oxo ligands is not uniform

in the literature, since some of the autk87S! use different conventions.

CRYW200,333
GLY403 & His4o4

LYS353-._ v O
-0

2
“,

V ——03- - -SER402
ARG360----0¥ !

ARG290 N

/ HIS496
@

HN

Figure 4.2.1 Vanadate moiety (vanadium and four O atoms) anddieated imidazole moiety, showing the
oxygen labeling used throughout this study and niiate hydrogen bonding interactions with the protei
environment (all labels are consistent with thostaé 1IDQ.pdb file).
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Protonation at different vanadate oxygen atoms rg¢e® positional isomers. Those
that are studied presently are listed in Tablel4.&hich also introduces the chosen
notation. An exhaustive study on all possible pdaations of positional isomers for
each protonation state was not performed. Visusggdention of the immediate protein
environment surrounding ‘@oes not indicate any available residues that aths
significant hydrogen bond acceptor. Therefore pration of G appears less likely
than that of the other equatorial oxygen atoms. tiiVes do not consider the singly
protonated VOS2, the doubly protonated VOD24, dedttiply protonated VOT124
and VOT244 models as candidate structures anddactunly the VOT234 model to
check the validity of this assumption. Previou€lgrlson and co-workéfé have
noted that an axial water may represent a low eneanformation with one
additional equatorial hydroxo group, and therefare also studied a number of

models that contain water in the axial position.

Table 4.2.1Selected models labeled according to the protamatiate (VOT,VOD and VOS) and the oxygen
atoms that are protonated (1,2,3,4).

Triply protonated Doubly protonated Singly protaetht
VOT134 VOD14 VOS1

VOT234 VOD34 VOS3

VOT144 VOD44 VOS4

VOT344
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Inactive Solvent

Inactive Protein
Environment

Active
QM/MM

Figure 4.2.2 a. A cross section through the solvated proteim:dtiter region in blue is solvent (14 A layer from
the protein surface), the fixed protein environmdating the QM/MM optimization (residues > 10 A rino
vanadate ) is displayed as a green ribbon. Thelgpsphere centered on the vanadate moiety is theaegion
subjected to the QM/MM optimization (including afisidues < 10 A from vanadate ). The residuesdrettiive
region (~1000 atoms) are shown in Table 4.2.2. vEmadate moiety and the bound HIS496 are showrvasial
guide. b. Schematic system partitioning with tiled black circle (roughly in the centre) repretsem the
vanadate moiety.

Table 4.2.2 Example of the residues included in the activearefpr VOT234 (995 atoms, residue numbering
according to that in 11DQ.pdb)

GLY46 PRO4A7 PRO48 PHE193 HSP222 AY286 TRP289 ALA290 TYR291 ASP292
GLY293 THR299 PRGC300 PRC301 PHE303 TYR304 ALA345 (GLY346 SER349 TRP350
LYS353 TRP354 PHE358 ARG360 PRO361 (Y382 ALA383 PRO384 PHE393 LYS394
PRC395 PROB96 PHE397 PROB98 ALA399 TYRA00 PRO401 SER402 (Y403 HSE404
ALA405 THRA06 PHE4A07 GLY408 GLY409 (GLU4A85 ASN4A86 ALA487 | LEA88 SER489
ARGA90 | LE4A91 PHEA492 LEUA93 GLY494 VAL495 HSD496 TRP497 ARGA98 PHE499
ASP500 ALA501 ALA502 (Y551 (Y552 VAL553

Crystal water nolecules in the active region (48 atons)

Sol vent _wat er _nol ecules in the active reqion (6 atons)
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Four QM regions were investigated for each ofstilected models in

qvﬁse

QM region Residues included
(Number of atoms) CRYW20C

; HIS40<
VAN | (19 atoms ) Vanadate moiety (VAN), HIS496
VAN

11(37 atoms) I + HIS404, CRYW200, CRYW333

(71 atoms) I+ LYS353, ARG360, ARG490

V(96 I+ PRO401, SER402, GLY403 HISA49¢

+
His4ge V(%6 atoms) ' !
Il
I
CRYW33:

LYS353
VAN
ARG36(

ARGA9C ARG36(

HIS496
1

Figure 4.2.3 QM regions (I-IV), the insert lists the residueatthre included in each of the QM regions (for the
VOD34 example).
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General Considerations

QM/MM results are available for each of the 1Gestdd models (Table 4.2.1) with
four different QM regions | — IV of increasing sigeigure 4.2.3). The results for the
largest QM region IV should be the most reliablel avill therefore be discussed
preferentially, while those for the smaller QM @ | — 1l will be presented

primarily in the context of establishing their cengence (or sensitivity) with regard
to the size of the QM region. In each system, weshgenerated data for 6 individual
shapshots (see section 3.2) which will not be dised individually, but only in terms
of their mean values and standard deviations. &tterlgives an indication of how
much the result may vary due to fluctuations in th®tein environment (as

encountered along an MD trajectory).

In the following we shall focus on geometries anMIR properties. We shall not
address energetics, mainly for two reasons: Fjrstlys extremely demanding to
compute reliable relative QM/MM energies for mod@lable 4.2.1) that differ in the
protonation state of the central vanadate moietgahse of long-range electrostatic
interactions and the associated need for exterssingpling. Secondly, in our current
computational setup, the various models and snapsite generated independently,
and hence the active (optimized) regions will gaherbe different so that the
energies are no longer directly comparable. We heteattempted to remedy this
latter issue, because our primary interest is amggries and NMR properties where
one can compare the computational results with axeatal data from X-ray
crystallography and’v. NMR spectroscopy. Active-site geometries and dbam
shifts are expected to be essentially local pragethat should not depend too much

on the more distant protein environment (certaiedg so than the total energy).
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Geometries
In general there appears to be excellent geometitvergence (for individual
models) across the six snapshots after QM/MM opttion. Figure 4.2.4a displays
an overlay of the heavy atoms in QM region Ill tbe 6 snapshots of VOT144 to
illustrate this small deviation. Figure 4.2.4b siscan overlay of the heavy atoms for
QM region Il for three different models and higifits that the location of the protons

can significantly perturb the geometry around thpadate moiety.

|S404 HIS404
o, &
LYS353

. LYS353 0, V
ARG360 HIS496 ARG360 HIS496

Figure 4.2.4 a) Overlay of the six optimized snapshots (VOT14He1, QM region Ill) showing small variation
in the geometry crystallographic water is omittedclarity. b). Overlay of the heavy atoms in the active site for
X-ray®¥ (orange), VOD144(blue), VOD14(red) and VOD34(g)efem QM region Il with noticeable variation
amongst different models. Note that the comples@ltes are plotted here; see Figure 4.2.3 fortttrasincluded

in the actual QM regions.

The X-ray structure of VCPO solved by Messerschreidal!® has three almost
identical equatorial VO bond lengths (within ~0.8% see top of Table 4.2.3. The
axial VO distance is reported to be longer thanetpeatorial ones by around 0.26 A.
This would suggest a protonated axial oxygen amdettdeprotonated equatorial

oxygen atoms. However due to the current resolditioitations of X-ray
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crystallography, we consider a wider range of gmegirotonation states. The average
bond lengths and standard deviations for the atmosdinated to vanadium are given
in Table 4.2.3 for QM regions | to IV.

A first glance at the standard deviations in Tab®23 (values in parentheses) reveals
that the geometrical parameters for each model@idregion are generally very
similar within the 6 selected snapshots. For mdégshe cases included in the table,
this standard deviation is no larger than 0.02 BisTinding indicates that in each
case, there is predominant population of minima #na closely related as far as the
geometry of the active site is concerned, andttieae are only small perturbations in

the latter due to the protein environment.

Overall the results for each of the models ardyfaisensitive toward extension of the
QM regions from | to IV. Apparently, the effects tife local environment on the
vanadate geometry are reasonably well describeddyrby the smallest QM region
and the electrostatic embedding scheme. Therenaredtable exceptions, however,
namely models VOT134 and VOT234: In these caspesp®@n is transferred from“‘0
to HIS404 after the QM region is extended to inelutte two crystal water and
HIS404 moieties. This proton transfer is observed ail 6 snapshots during
optimization, effectively converting these triplyoponated models into the respective
doubly protonated ones, with H atoms remaining 80band G,0°. Concomitantly,
the V-C bond length decreases by ca. 0.13 A as the Ordigmtransformed into a
terminal oxo atom (compare QM | and IV data for VI@% and VOT234 models in
Table 4.2.3). Even in these cases, the distangetving the equatorial oxygen atoms

01 — 03 are not strongly affected by increasingQM region.

Interestingly, in those cases where a water mode®@uplaced at the axial position
(VOT144, VOT344, and VOD44), the V¥ond length also decreases noticeably
(by 0.04 — 0.13 A) upon going from QM region | ¥. IIn these cases, however, no

proton transfer is observed and the water moleai#sintact throughout, forming a
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persistent hydrogen bond to HIS404. Arguably, tld between vanadium and

water is weaker than that involving an hydroxy go tigand, and is thus more

sensitive to specific hydrogen-bonding interactiamsl the way these are treated

computationally.

Table 4.2.3Bond lengths involving atoms coordinated to vanadfar QM/MM regions | - IV. Mean bond

lengths and standard deviations are reported iXAay refined experimental valué¥ are shown for comparison.

V-NTS% V-O! V-0? V-0° V-0’

X-ray®? 2.08 1.60 1.61 1.64 1.88
VOT134 |  2.15(0.02) 1.87 (0.02) 1.63 (0.00) 1.800) 1.80 (0.01)

I 2.34(0.09) 1.87 (0.03) 1.66 (0.01)  1.89(0.01) 1.69 (0.05)

I 2.35 (0.12) 1.88 (0.04) 1.66 (0.01)  1.89(0.01) 1.69 (0.06)

IV 2.36(0.11) 1.88 (0.03) 1.66 (0.01) 1.88(0.02)  1.69 (0.06)
VOT234 | 2.14(0.01) 1.63 (0.00) 1.90 (0.00) 1.8m() 1.83 (0.00)

Il 2.38(0.23) 1.66 (0.00) 1.91 (0.00) 1.88 (0.00) 1.67 (0.00)

I 2.32(0.01) 1.66 (0.00) 1.92 (0.00) 1.90 (0.00) 1.67 (0.01)

IV 2.32(0.01) 1.66 (0.00) 1.93 (0.00) 1.89 (0.00) 1.67 (0.00)
VOT234 | 2.14(0.01) 1.63 (0.00) 1.89 (0.00) 1.81 (0.00) 1.82 (0.00)

Il 2.28(0.02) 1.67 (0.00) 1.92 (0.00) 1.90 (0.01) 1.66 (0.00)

I 2.29(0.03) 1.67 (0.00) 1.93 (0.02) 1.89 (0.01) 1.65 (0.00)

IV 2.28 (0.02) 1.67 (0.01) 1.92 (0.02) 1.90 (0.02) 1.66 (0.00)
VOT144 | 2.04(0.02) 1.87 (0.00) 1.65 (0.00) 1.690) 2.18 (0.01)

Il 2.09(0.01) 1.90 (0.00) 1.65 (0.00) 1.66 (0.00) 2.05 (0.01)

I 2.10(0.01) 1.90 (0.01) 1.66 (0.00) 1.66 (0.01) 2.06 (0.01)

IV 2.11(0.00) 1.90 (0.00) 1.66 (0.00) 1.66 (0.00)  2.05(0.01)
VOT344 | 2.07(0.00) 1.66 (0.00) 1.66 (0.00) 1.8100) 2.11 (0.00)

Il 2.10 (0.00) 1.66 (0.00) 1.66 (0.00) 1.87 (0.00) 2.06 (0.00)

I 2.10(0.00) 1.66 (0.00) 1.66 (0.00) 1.88 (0.00) 2.06 (0.00)

IV 2.11(0.00) 1.66 (0.01) 1.66 (0.00) 1.90 (0.01)  2.07 (0.00)
VOD14 | 2.21(0.02) 1.91 (0.01) 1.66 (0.01) 1.6 1.89 (0.01)

Il 2.25(0.01) 1.90 (0.01) 1.66 (0.02) 1.66 (0.02) 1.89 (0.01)

Il 2.24(0.01) 1.91 (0.01) 1.67 (0.00) 1.67 (0.00) 1.90 (0.02)

IV 2.24(0.01) 1.91 (0.01) 1.67 (0.00) 1.67 (0.00)  1.90 (0.02)
VOD34 | 2.20(0.02) 1.67 (0.00) 1.66 (0.01) 1.9D0 1.90 (0.01)
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I 2.20(0.02) 1.67 (0.01) 1.67 (0.01) 1.92 (0.01) 1.91 (0.01)
I 2.19(0.01) 1.67 (0.01) 1.67 (0.01) 1.93(0.01) 1.91 (0.02)
IV 2.19(0.01) 1.67 (0.01) 1.67 (0.00) 1.93(0.01)  1.91(0.02)
VOD44 | 2.10(0.00) 1.70 (0.00) 1.69 (0.00) 1.69Q) 2.24(0.01)
Il 2.13(0.01) 1.70 (0.00) 1.69 (0.00) 1.70 (0.00) ~ 2.16(0.04)
Il 2.13(0.01) 1.70 (0.00) 1.70 (0.00) 1.70 (0.00) 2.16 (0.05)
IV 2.14 (0.00) 1.70 (0.00) 1.71 (0.00) 1.71(0.00)  2.14(0.05)
VOS1 | 2.15(0.02) 1.97 (0.00) 1.69 (0.01) 1.70Q9. 1.72 (0.00)
Il 2.32(0.02) 1.95 (0.03) 1.68 (0.01) 1.68(0.01)  1.79(0.05)
I 2.34 (0.04) 1.98 (0.02) 1.69 (0.01) 1.68(0.02)  1.78(0.06)
IV 2.29 (0.05) 1.94 (0.02) 1.67 (0.01) 1.67 (0.01)  1.67(0.01)
VOS3 | 2.54(0.04) 1.71 (0.00) 1.69 (0.00) 1.9919. 1.70 (0.00)
I 2.41 (0.02) 1.70 (0.00) 1.68 (0.00) 1.95 (0.00) 1.75(0.00)
I 2.44 (0.02) 1.70 (0.00) 1.69 (0.00) 1.96 (0.01) 1.74(0.00)
IV 2.42(0.01) 1.70 (0.00) 1.69 (0.00) 1.98 (0.00)  1.74(0.00)
VOS4 | 2.39(0.03) 1.71 (0.00) 1.70 (0.00) 1.70Q9. 1.92 (0.00)
I 2.37 (0.01) 1.72 (0.00) 1.70 (0.00) 1.71 (0.00) 1.95 (0.00)
I 2.38 (0.01) 1.73 (0.00) 1.72(0.00)  1.71(0.00) 1.93 (0.00)
IV 2.32(0.01) 1.72 (0.00) 1.72 (0.00) 1.71(0.00)  1.93(0.00)

#V0OT234 model with no neutrality imposed. (Totast®m charge of -19e )
Optimized V-O bond distances invariably adopt ealuhat are typical for the

particular ligand involved, around ca. 1.7 A, 1.8-A, and 2.1 A for oxo, hydroxy,
and water ligands, respectively, with a slight may to increase with the amount of
negative charge on the central vanadate unit (@t the elongation of the VO
distance from 1.90 to 1.98 A on going from VOT344 VOD34 to VOS3, i.e. as the

overall charge on vanadate successively increasesZero to-2).

The V-N bond length involving HIS496 is somewhatren@ariable across models,
ranging from ca. 2.1 — 2.4 A. Closest V-N contasts observed when the other axial
ligand trans to HIS96 is a water molecule (as inTI@4, VOT344, and VOD44),
longer values are found when this is just an oxamatas in VOS1, VOS3, or in
VOT134 and VOT234 after the aforementioned protandfer).
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Table 4.2.4Root-mean-square deviations (RMSD, in A) for aliheatoms included in the QM region 1V,
relative to the X-ray-derived structure (11DQ.p&B).

\%

VOT134

VOT234

VOT144

VOT344

VOD14

VOD34

VOD44

VOS1

VOS3

VOS4

0.31+0.01

0.33+0.01

0.26 £0.01

0.32+0.03

0.30+0.03

0.35+0.02

0.22 +£0.00

0.28 £0.01

0.24+£0.01

0.28 £0.02

0.30£0.02

0.41+0.01

0.26 £0.01

0.32+0.01

0.32+£0.02

0.36 £0.04

0.22+0.01

0.32+£0.02

0.26 £0.01

0.30 £0.02

Unfortunately, a direct comparison of the optimizedl observed distances appears

difficult due to the limitations set by the resadut achievable experimentally (in this

case, 2.03 A resolution with R = 19.7%, affordingan positional errors of the atoms
of £0.24 A)B% Models VOS1 and VOS3 appear to be less likely ictatels because
the computed V-O distances to the equatorial O atane much longer than that

involving the axial @ (by up to 0.27 A for the protonated O atoms), wherthe

opposite trend is observed experiment&fly.However, assessment of individual

models based on such singular deviations may nagbgreliable. To quantify the

overall difference between optimized QM/MM modefsdahe X-ray structure the

RMSD values for non-hydrogen atoms are reporte@hese RMSD values show a
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rather modest variation and make it difficult tovadate or exclude any model as a
possible candidate for the resting state of VCP®ebasolely upon the RMSD.
Interestingly, the RMSD values obtained by CaffGhishow significantly more
variation amongst models and are also much largeragnitude than observed here.
The RMSD values do not significantly differ betwee QM | and QM IV regions

for individual models (compare columns 1 and ZTable 4.2.4).

Hydrogen Bonding
Hydrogen bonding interactions between the vanadaiety and the surrounding
protein matrix are important for active-site prdpes. They are best studied by
QM/MM calculations with QM region 1V, which by degi contains all such possible
direct hydrogen bonding interactions. The corresiimy hydrogen-bond lengths
around the vanadate moiety are presented in TaBl6.4The generally rather small
standard deviations across the six snapshots @auparentheses) indicate that the
individual models of VCPO have a dominant hydrogending network and not a
multitude of different networks. As expected, thgdrogen bonds formed with
crystallographically resolved water molecules eithibuch larger variations due to

the inherent mobility of water.

The J-ARG360 hydrogen bond is found to be around 2 A dérmodels. This
hydrogen bond is stable across the six snapshbthéclow standard deviation). The
O'-ARG490 distance shows greater variation and Iseralonger (ranging up to 2.9
A) than the @ARG360 hydrogen bond. The*QYS353 and G-GLY403 distances
generally mirror each other and range from medilir@ Q) to large values (3.0 A for
0*LYS353). The 3SER402 follows the same basic pattern with stabaicross
snapshots and variation between models. Theatdm (when present) is hydrogen
bonded to HIS404 and generally has the shortestritis of all possible hydrogen
bonds considered around the vanadate moiety. Titiallin(in QM region 1) triply
protonated models VOT134 and VOT234 lose the @Xlaltom to the HIS404
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moiety as mentioned previously, and the resultingHK5404 distances clearly

indicate N-H single bonds, see final column of €abl2.5. In summary, the hydrogen

bonding around the vanadate moiety is generallylairfor different snapshots of a

given model, but there is some variation betweemtbdels.

Table 4.2.5 Possible hydrogen bonds in QM/MM calculations uspid region IV. Mean bond lengths and

standard deviations are reported in angstroms. QWilRitom types are given in brackets and supersatipt

residue labels are consistent with the X-ray pigb fi

O'-H o™ HO - HO® - HO - HGH - N
[HH11]ARe360 [HH22]ARG4%0 [HZ]-Ys%3 [HN]C-Y40s [HG]SER4e2 [ND1]H's*4
VOT124  2.15(0.21) 2.40 (0.44) 1.81 (0.04) 1.882).  1.90 (0.05) 1.15 (0.25)
VOT234  2.00 (0.02) 2.04 (0.04) 1.79 (0.01) 1.9919).  2.09 (0.03) 1.04(0.00)
VOT144  1.84(0.02) 2.90 (0.06) 2.97 (0.81) 1.882).  2.13(0.08) 1.58 (0.02)
VOT344  1.95(0.02) 2.27 (0.07) 1.82 (0.00) 1.967).  1.88(0.01) 1.68 (0.01)
VOD14 1.92 (0.08) 2.88(0.11) 1.75 (0.01) 1.78@.0  2.20 (0.38) 1.75 (0.01)
VOD34 1.93 (0.08) 2.79 (0.23) 1.79 (0.08) 1.89%.1  1.99 (0.13) 1.93 (0.06)
VOD44 1.95 (0.08) 2.01(0.02) 1.56 (0.03) 1.74@.0 1.79 (0.02) 1.78 (0.01)
VOS1 2.07 (0.02) 1.74 (0.01) 1.72 (0.02) 2.00 (0.21 2.52(0.17) -
VOS3 1.99 (0.02) 1.84 (0.01) 1.95 (0.01) 1.99 (0.01 1.67 (0.00) -
VOS4 1.84 (0.04) 1.84 (0.04) 1.62 (0.01) 1.74 .01 1.73(0.01) 1.87 (0.00)

Isotropic >V NMR Chemical Shifts

Computed isotropic chemical shifts are obtainedhasdifference between magnetic

shieldings and can thus benefit from error cantiefia This applies e.g. for the

neglect of relativistic effects, which are espdgiahportant for core orbitals, but tend
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to be quite transferable for 3d transition metaldifferent environmentd* The

computed isotropic'V chemical shifts&so) are displayed in Table 4.2.6.

Table 4.2.6 *V isotropic chemical shifts (ppm) averaged oven&pshots, together with the corresponding

standard deviations. For each of the QM/MM modelssitlered, results are given for QM regions | — WOS4

indicates HIS404 being doubly protonated. VO $#tlicates model where 3 solvent sphere of TIP3 centered

on vanadate moiety.

VOT124

VOT234

VOT344

VOT144

VOD14

VOD34

VOD44

VOS1

VOS3

VOS4

VoS4

VOS4

-550+6

-540 + 4

-610+1

-606 + 3

-615+8

-623 +6

541 +£3

-645 * 2

651+ 1

-560 + 3

-572

-554 +3

-635+2

-587+3

-620 £ 2

-617 £ 2

-620 + 11

-628 + 11

-558 +9

-627 £18

-629 £ 2

-570£2

-573

-564 +3

-623 +8

-585+3

-610 £ 2

-609 +3

-596 +5

-618 £ 2

-547 £ 10

-621 £16

-619+1

-564 2

-553+3

-618 £ 11

-583 +3

-602 £ 2

-602 £ 2

-580 £ 13

-607 = 3

-541 +£10

-615 + 18

-610 £ 1

-553+2

558

-546 + 4

A cursory glance at Table 4.2.6 shows that dhevalues of all models are rather

stable across the QM regions Il — IV, where vawiagi typically amount to less than

20 ppm. Fluctuations across QM regions | — IV carsbmewhat larger, in particular

for the first two triply protonated models, for whideprotonation of thas occurred
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upon inclusion of HIS404 into the QM region. Condtamt with this proton transfer,
a noticeable shielding of tH&V nucleus is found, by ca70 ppm and-45 ppm for
VOT124 and VOT234, respectively.

Starting from the equilibrated VOS4 model, a neadel was generated in which an
additional proton was placed on HIS404, labeled ¥Q86 Table 4.2.6. Interestingly,

the additional proton on HIS404 did not transfecckbdo the singly protonated

vanadate moiety. There is no large difference énisbtropic chemical shift due to the
additional proton. Therefore the protonation sttéhe HIS404 has no direct effect
on the isotropic chemical shifts. However, an iadireffect is observed when the
deprotonated HIS404 accepts the axial proton ircése of VOT124 and VOT234.

The isotropic NMR shifts range from around -550 pfmn620 ppm for QM region
IV, without showing a clear dependence on the mp@ation state. This range is
dominated by values of the VOS4 and VOD44 outliafsich are considerably more
deshielded than the other models. The range éreimaining models is only around
40 ppm, which implies that all models are potertatdidates for the experimentally
observed structure. The experimentally measuredrojgc chemical shift was
reported to be -507.5 ppHl which is noticeably less shielded than all modélswn

in Table 5. This is consistent with previous comapional results at the same or
comparable QM levels for other vanaddfé$?? where the computed isotropic value
is generally too strongly shielded by roughly 100@jhus, while VOS4 and VOD44
would seem to be the most likely candidates basethe best agreement between
computed and experimental isotropic shifts, thsigasnent cannot be upheld when
the systematic errors of the QM method are takendansideration.

A test calculation was performed for one of theghinprotonated models, VOS4
(denoted VOS% in Table 4.2.6), where a 30 A solvent sphere d3Tvater was

centered on vanadates moiety, instead of solvétiadull enzyme (cf. Figure 4.2.2).
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There is no significant variation in isotropic chieat shifts (see Table 4.2.6), thus
confirming that’'V isotropic chemical shifts are independent oftiypes of solvation

scheme and the number of solvent molecules far &waythe active region.

In summary, the isotropi®V chemical shifts are found to be a poor discrironaf
likely protonation configurations for QM/MM modelsf VCPO, due to the small

variation resulting from changes in the proximaitpn environment.

Anisotropic >V NMR Chemical Shifts: The CSA and EFG Tensors
There are four parameters that characterize therimpntal®v NMR anisotropic

spectra, namely the reduced anisotr@py asymmetry7,, nuclear quadrupole

coupling constant &MHz), and asymmetry parametgp. Their experimentally
refined numerical valu€§ are given at the top of Table 4.2.7. These sanmsnpeters
(3,.n,,Cq, no) were computed from the CSA and EFG tensors abdafrom the
QM/MM optimized models and these values are callate Table 4.2.7. The mean
absolute percent deviation (MAPD) of all four pasers for an individual model
with the associated standard deviation (SD) is misluded in Table 4.2.7. A detailed
discussion of the deviations between individuabpsters computed from QM/MM

models and the experimentally reported values igjiven in the interest of brevity.

In general, the computed, values can be somewhat more sensitive to theo$ide

QM region than the isotropic chemical shifts. Agested, changes between QM
region | and Il are particularly pronounced for théially triply protonated models
VOT134 and VOT234, due to the concomitant prot@mgfer to HIS496. Further
extension of the QM region usually produces reddyismall changes id, ; the same
trend is observed for most of the other models hveibme exceptions, notably
VOD14 and VOD34), and in the following we will ontifscuss results obtained with
the largest QM region IV.
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The o, values computed for five of the models (VOT144, 834, VOD34,

VOD14, and VOS1) fall into the range of £100 ppronfr experiment, while the
remaining models show larger shifts to more positalues. Very large deviations
are found for those models that bear no protonghenequatorial oxygen atoms,

VOD44 and VOS4. For these models positide values are predicted, clearly

incompatible with experiment, where a negative @atifound for this property. It is
noteworthy that these are the very models that hfighie been anticipated based on
the raw structural data (VO distances) and fromuaoritical assessment of the
isotropic °*V chemical shifts (see above). That these modefs rawv be safely
excluded based on the anisotropic chemical shsftestimony to the usefulness of

solid-state NMR in combination with quantum-cherhaculations.

Only the absolute value ofd@an be determined experimentally, not its sign.ré&he
are two models that miss the experimental absolatee, G = 10.5 MHz, by an
uncomfortably large margin, namely VOT134 and VOD4dhich under- and
overestimate gby nearly 4 and 8 MHz, respectively (QM IV resutisTable 4.2.7).
The asymmetry parameters can only assume valuegdeizero and 1, and both
and 770 have been refined experimentally to an intermedvalue. The VOT134 and
VOT344 models (together with VOD44 and VOS4, whaech already excluded based

on their J, values) affords values that are significantly too low compared to

experiment.

A critical assessment of the models would requiecige knowledge of the inherent
errors of the applied QM method for each of the G8& EFG tensor elements. A
conservative estimate for these errors is ca. +28%hat is, computed values are
considered satisfactory when they are within taigge from experiment. The absolute
percent deviation, averaged over the four tenswarpeters, is included in Table 4.2.7
(MAPD values, last column). In a ranking based his value, three models emerge
as the most promising candidates, namely VOT144DY4) and VOD34, which all

have absolute percent errors as low as 11-12%o0Oihe singly protonated models,
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VOS1, also shows a satisfactory agreement withréaxgat (MAPD 18%). However,

this model has not been identified previously dswaenergy structure (neither from

gas-phase or QM/MM studies) and is therefore nought to represent the resting

state of VCPO.

Table 4.2.7 Reduced anisotrop§a, asymmetry/] ,, nuclear quadrupole coupling constag(/@Hz), and

asymmetry parametegg, with the associated standard deviations for sapshots. The mean absolute percent

deviation (MAPD) is also tabulated. Results areegifor QM regions | to IV.

o, N, Co no MAPD(SD)
EXP* -520 +13 0.4+0.05 10.5+1.5 0.55+0.15
VOT134 | -414 +53 0.6+0.13 -6.0+0.5 0.24 +®.0 42 +16
I 252 + 73 0.8+0.19 7507 0.15+0.06 63 +30
i -283 £ 92 0.7+0.20 75+0.8 0.13+0.10 9623
\Y% -280 +91 0.2+0.21 -6.90.9 0.16£0.11 505
VOT234 | -568 + 3 0.2+0.01 4.6+0.1 0.63+0.04  32+24
" 275410 0.5 +0.02 8.4+0.1 0.25 +0.02 31 +15
n 369+ 10 0.5+0.03 -8.520.1 0.24+0.03 32+16
WY -354+ 8 0.5+0.02 -8.6+0.1 0.36 +0.02 277+
votzsg | 563 + 14 0.2+0.05 5.83+0.7 039+011  33%19
I -371+25 0.7 +0.05 -8.6+0.5 0.43+0.11 35+26
1l 1369 + 20 0.6+0.02 9.1+05 0.45+0.15 27+16
\% 343 +15 0.6+004 9.0+05 0.47 +0.13 28 + 17
VOT144 | -605 + 15 0.3+0.03 14.0+0.4 0.44 +3.0 23+ 7
I 648 + 19 04+004  123%04 0.68 + 0.02 16 +11
i 619 + 15 0.4 0.04 12.0£0.4 0.51+0.10 10+8
WY -600 + 19 0.4+0.05 1100.4 0.45+ 0.09 11+ 8
VOT344 | 570 +3 0.4+0.01 14.140.1 0.11+0.02 3136
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VOD14

VOD34

VOD44

VOS1

VOS3

VOS4

VOS4

-597 +5
-584 +5

587 +5

-618 £ 7

-549 £ 11

-575+5
-499 + 26

-610 £ 34

-529 £13

-518 + 8
-551+16

415+ 4

435+5

417 £3
417 £ 11

-317 £ 6

-423 £ 63

-392 £ 104
-404 + 82

-236 £ 8

-309 £10

-274 +£10

-295+6

334 +£2

353+3

331+2

3302

380+4

0.4+0.01
0.4+0.01

0.5+0.01

0.4+0.01

0.4+0.02

0.4+0.02
0.5+0.03

0.3+0.03

0.4+0.03

0.3+0.03
0.3+0.03

0.4+0.01

0.3+0.03

0.3+0.02
0.2+0.03

0.3+0.01

0.4+0.08

0.4+£0.06
0.3+0.08

0.4+0.01

0.3+0.03

0.3+0.01

0.3+0.01

0.6 +£0.01

0.5+0.01

0.6 £0.01

0.6 £0.01

0.2+0.02

71

12.6 £0.0

126+0.1

1280.1

-58+04

-6.3+0.2

9.3+0.3

9.3+0.0

6.4+0.3

6.6+0.1

9.5+0.1

9.50.1

20.1+0.1

19.3+0.5

18.7+0.7
18.2+0.9

9.1+0.1

8.6 +0.5

8.6+0.2
8.1+0.3

8.6+0.1

8.6+0.1

8.5+0.0
8.5+0.0

13.6+0.1

145+0.1

13.0+0.1

129+0.1
144+0.1

0.14 +0.03

0.18 +0.02

0.22+0.03

0.67 +0.07

0.58 £0.08

0.79+0.03

0.52.03

0.78 +0.04

0.78 +0.01

0.30+£0.05

0.51+0.04

0.05+0.02

0.14 +0.09

0.30+0.13

0.18 £0.09

0.44 +0.00

0.80+0.14

0.71+0.20
0.49 +0.17

0.27 +0.03

0.32+0.05

0.24 +0.02
0.24 +0.02

0.27 +0.02

0.14 +0.01

0.26 +0.02

0.07+0.01
0.14 +0.03

27 £33

25+29

29+21

21+£19

12 +18

16 +19

11+10

31+16

20+ 22

82 +69

939+

241

21+£19

18 +13

31+12

37+18

31

76 £ 65

73 £62

762+

83 +62
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19.4+0.1 0.10 +0.01
I 439 +3 0.3+0.02 94 + 66
18.9+0.1 0.13 +0.01
I 423 +3 0.3+0.02 91+65
W 419+ 4 0.1+0.02 185201 0.07+0.01 104 + 51

2\VOT234 model with no neutrality imposed. (Total teys charge of -19e YOS4 indicates HIS404 being
doubly protonated

Figure 4.2.5 Simulated 51V MAS spectra for VCPO. The spectraawgotted using the Simpson prografi]
and the NMR and NQR tensor elements taken fromrérpat (top) and QM/MM computations for models
VOT144 (middle) and VOS1 (bottom). As the Eulerlaagvere found to have only very minor effectstun t
appearance of the spectra, they were set to zemoghout.

T T T T T
1200 &00 ] -s00 ~1z00 ppm

a. VCPO-expt

T T T T T
1z00 600 0 -600 -1200 ppm

b.Good candidate:VOT144
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bdti

T T Tt T T
1200 600 0 -800 -1200 ppm

c. Poor candidate:VOS4

The quality of the computed NMR parameters carubiadr gauged by a comparison
of the actual solid-state NMR spectrum against éhesnulated using the DFT-
computed NMR parameters. As can be seen in Fig2r,4he overall experimental
pattern (top spectrum) is reasonably well reprodumg the "good" candidates (e.qg.
for VOT144 in the middle spectrum), whereas theeptimodels can show larger

discrepancies or even no resemblance whatsoegeM®@S4 in the lower spectrum).

To summarize this section, Table 4.2.7 containsetimodels that are significantly
closer to the experimentally determined paramedtean all other candidates. These
models are the triply protonated VOT144 and twdhef doubly protonated models
namely VOD14 and VOD34. Unfortunately, further adismination between these
candidates is not possible at present. Interestithglse models have been identified
in the previous QM/MM study by Carlson and co-wag® based upon energy.
Therefore, by demonstrating that these models epmnoduce the spectroscopical
observables, we provide compelling evidence tha ofhthem (or a mixture) is

indeed a faithful representation of the actual grbstate of the enzyme.
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Electrostatic and Geometric Effects on thé*V NMR Chemical Shifts

The environment (i.e. everything outside the QMiaepis modeled as fixed point
charges for the calculation 8% NMR chemical shifts from the QM/MM optimized
geometries. An increase in the size of the QM medgal to convergence (generally a
downfield shift) in the®®V NMR isotropic chemical shifts (see Figure 4.2/&da
associate discussion). A similar behavior was nafledve for the anisotropit’Vv
NMR chemical shifts, which turned out to be somewimare sensitive. Despite
being a local property, the chemical shifts arestimluenced by the definition of the
QM region. We now address the question whetherighdsie to either electrostatic or
geometric differences between the QM/MM partitignirschemes or some
combination of both, and discuss the effect of élextrostatic embedding upon the
wave function and subsequently ff'¢ NMR chemical shifts for a few representative

cases.

Calculation$?” without surrounding point charges were performegrobe the direct
electrostatic effect of the protein environmentthe 'V chemical shifts. Model A
uses the atomic coordinates of all the QM atonthiéenQM/MM optimized VOT134
structure with QM region |. There is a large difece in the parameters that
characterize the CSA and EFG tensors as seen bijicagt deviations (Table 4.2.8)
between model A without point charges and model Y8 with these point
charges (data as shown in Table 4.2.7). Howeveznveim analogous deletion of point
charges surrounding VOT134-IV is performed, label®ddel B, a reasonable
agreement (a low MAPD) with the original model isserved. There are two obvious
conclusions; firstly, the electrostatic embeddiohesne used within this study does
significantly affect thé'v NMR chemical shifts for small QM regions. Secondf a
large enough QM region is employed then the effe€such an embedding scheme
become less influential on the chemical shift of tmetal center. Hence, when
calculating the*v NMR chemical shifts within a QM/MM framework, @gd
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electrostatic representation of the MM region seemial when using small QM

regions.

HIS404
¢
‘e ARG490
VAN

ARG360

Figure 4.2.60verlay of the QM/MM-optimized VOD34 model in thazyme (green) and the same model QM-
optimized in the gas phase (purple, QM region \pkyed in both cases, CRYW shown as unlabeled .dots)
The next step was to determine the importance @fpttotein environment on the
geometry of the QM region. Starting from the QM/Migdtimized VOD34-1V model,
the active and inactive MM regions were deletede TPM region was then re-
optimized at the RI-BP86/AEL level of theory. Tdtarting structure was not stable,
i.e. a large structural difference between theioaigQM/MM optimized geometry
and the new QM gas-phase geometry was observed DRM® A). This is to be
expected; as the protein environment is no longeluded, the geometry is free to
relax without any constraint (see Figure 4.2.5)darillustration of the geometrical
changes). Two separate calculations of CSA and teRSors were performed from
this gas-phase optimized geometry; model C incluziéd the subset of atoms which
are defined in the QM I region and model D incluadéicatoms defined in the QM IV
region Table 4.2.8 shows the deviation between the pammaalculated from
models C and D and the analogous parameters optimimm the QM/MM

optimized geometries. Immediately one can noteifsdgumt discrepancies. Therefore
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the inclusion of the MM layer can have an extrematge effect on thé'v NMR
chemical shifts, and care needs to be taken whsessisig results computed for

models in the gas phase, even if these are qaaélsi

The geometric and electrostatic effects were furtedied by taking the QM/MM
optimized geometry of VOD34-1V and computing the RMhemical shifts for the
atoms defined in the QM region I. This is labeledr@del E and the results are given
in Table 4.2.8. The low deviation for the paramet@mputed from model E and the
VOD34-1V shows that the small QM region is capableeproducing the chemical
shifts of the larger QM model if the same geometnysed.

The influence of the protein matrix on th&v chemical shifts is thus largely
geometrical in nature, by favoring a particularaiig arrangement about the metal
center. The “direct response” of the electronic functions in the QM part to the
surrounding charge distribution is, in comparisemaller with an appropriately sized
QM region. Similar findings have been reportedsolvent effects 08(*'V) of small
vanadatd$®® and on other transition metal shifts, for examp(e’Fe) **@ and

3(°°Co),**? with somewhat larger “direct solvent” effects ribfer 5(*°%Pt) 132

To conclude, a crucial advantage of QM/MM calcwlasi is the ability to effectively
optimize the whole system (QM and MM) to realisgeometries, which is a
prerequisite for computing reliable chemical shifer the actual NMR calculations,
it is best to use large QM regions, but realistiernical shifts can already be obtained
with small QM regions provided that the electrastaffects of the environment are

included at least via suitable point charges.
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Table 4.2.8 The percent deviation (PD) between the models At the original models (values from Table

4.2.7).The mean absolute percent deviation (MAPDalso provided for an overall assessment of naaleri

similarity

calculated including only atoms

from QM region | plus all point charges

Model ] o
Brief Description MAPD
ID PD7, PDG  PDmng
A VOT234-| : EFG and CSA tensors
+45 +36 -55 37
calculated without point charges
B VOT234-1V : EFG and CSA tensors
+14 -1 -3 5
calculated without point charges
c VOD34-l : Optimization (at QM 1V), EFG and
_ , +21 -4 -81 +32 35
CSA tensors calculated without point charges
D VOD34-IV : Optimization (at QM V), EFG and
_ ' +18 +45 -43 +11 30
CSA tensors calculated without point charges
E QM/MM optimized geometry of
VOT34 IV with EFG and CSA tensors
+8 -2 +4 5
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Conclusions

*ly/ NMR parameters of VCPO, for a large number of @M optimized models, are
computed, calling special attention to differentsgble protonation states and
positional isomers. In terms of non-hydrogen atowvordinates all of the many
models considered show reasonable agreement vétimital X-ray structure. This
makes exclusion of candidates based solely on geicnwiteria (RMSD) rather
difficult. The bond lengths for atoms coordinatied vanadium across individual
models, as well as the computd®¥ NMR parameters, turned out to be rather
insensitive to the conformational flexibility of \RD. The latter was sampled by
classical MD simulations with subsequent QM/MM ap#ations starting from a
number of snapshots. The isotropty chemical shifts were found to be a poor

indicator of protonation states due to small vasramongst models.

Investigation of the EFG and CSA tensors has ifledtthree models that agree with
the experimental derived values from th® NMR spectrum. These models,
VOT144, VOD14, and VOD34, all have similar calcelhtisotropic and anisotropic
chemical shifts, as well as similar geometriesy{@ll A difference in RMSD across
the three models). Therefore these three modeleguelly consistent with both the
X-ray and the NMR experimental. It is encouradingt by modeling the protein in a
rational and systematic way the computBd NMR anisotropic chemical shifts agree
with the recently reported experiment&¥ NMR spectrum of VCPO. It is reassuring
that the conclusions from the present spectros@@MéVIM work are consistent with
those from previous QM/MM studi&®;*® which identified the same models as being

good candidates solely on the basis of energetisiderations.

78



Results

4.3 °v NMR Chemical shifts calculated from QM/MM models of

Vanadium Bromoperoxidase — Native Form

QM/MM setup
The vanadate moiety has four crystallographicadlyoived oxygen atoms (one axial

and three equatorial) as shown in Figure 1.2.1s@tent with the previous study on
VCPO, triply, doubly and singly protonated modaie considered here along with a
model that is fully deprotonated, which are heexafeferred to as VBPO-T, VBPO-
D, VBPO-S and VBPO-Z respectively. The oxygen labfgbm the X-ray study
(1QI9.pdb) are used throughout this work. Protomaat different vanadate oxygen
atoms generates positional isomers. Those thattaidied presently are listed in
Table 4.3.1 which also introduces the chosen mstafThe most notable difference
between the immediate vicinities of the active sitehese proteins is the non-polar
PHE397 in VCPO being a more polar in HIS411 VBPMch may interact via
hydrogen bonding interactions with the vanadateetyoiln the previous chapter on
VCPO, the models which included protonated O2 weo¢ intensively studied
because the closely located PHE397 will act as hdbacceptor. The corresponding
HIS411 in VBPO is such a potential H-bond partar, tkat additional models
protonated at O2 were considered here.

Table 4.3.1.Selected models labeled according to the protamatate (VBPO-T, VBPO-D and VBPO-S) and the
oxygen atoms that are protonated (1,2,3,4).

Triply protonated Doubly protonated Singly protatht
VBPO-T144 VBPO-D14 VBPO-S1
VBPO-T344 VBPO-D24 VBPO-S2
VBPO-T234 VBPO-D34 VBPO-S3
Unprotonated VBPO-D12 VBPO-54
VBPO-Z VBPO-D13
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The models are selected based on results of tiopsework on VCPO, as there is
high sequence homology in the active site and semlar X-ray refined coordinates.
Preference has been given to models protonated,aasOsuggested by the rather long
V-O4 bond in the solid state (see below). Three QMamgiwere investigated for
each of the selected models in Table 4.3.1 andr&igu3.1 displays the residues,
which are included in each QM region, see Table24.Blote that QM region Il
herein (i.e. the largest one for VBPO) is analogtmusegion IV from the previous
chapter on VCP®Y HIS411 has been included as this represents th@rmaj

difference in the sequence of the active site oPZB

HIS411

HIS41€
O HIS418 o

GLY417

Ty
Figure 4.3.1.The three QM regions of the VBPO system includings@llographic water molecules, hydrogen
atoms are omitted for clarity for QM region Il1.
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Table 4.3.2.The residues, which are, included in each of ther@jibns for VBPO.

QM region (Number of atoms)

Residues included

I (19 atoms )

11(37 atoms)

11I(97 atoms)

Vanadate moiety (VAN), HIS486

I+ HIS418, CRYW772, CRYW774

I+

LYS341,

ARG349, GLY417,

HIS411,SER416,PRO415

The residues within 10 A of the vanadium cofacteravincluded in the active region

(see Figure 4.3.2). The residues in the activeore@-1000 atoms) are shown in
Table 4.3.3.

Table 4.3.3 Example of the residues included in the activeaiedr VOD24(1194 atoms, residue numbering
according to that in 1QI19.pdb)

PHES3

VAL273
THR281
TYR338
GLN401
PRA11
THR419
PHEAT77
HSD485
PHE314

LYS55

THR274
GLU282
GLN339
| LE4A03
SER412
GLN420
GLY478
TYRA86
VAL315

VAL102
PHE275
GLU330
LYS340
GLU405
TYR413
ASN4A21
ARGAT79
PHEA88
I LE319

ASN103
THR276
GLN333
TRP341
GLY406
PRO4A14
GLY422
GLN480
ASP489
SER320

PRO104
ASP277
ARG334
PHE346
SER407
SER415
PHEA24
MET481
GLY490

THR105
ASN278
SER335
ARG348
PRO408
GLY416
ASNA74
LEUAB2
GLY493

ALA106
I LE279
SER336
PRC349
THR409
HSE417
VALA475
GLY483
LEU4A96

I LE122
ASN280
TRP337
GLU350
HSE410
ALAA18
ALAAT76
| LEA84
ARG298
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Inactive Protein
Environment

a. b.

Figure 4.3.2 a. A cross section through the solvated protein: thegion in blue is
solvent (30 A sphere centered on vanadium), tkedfprotein environment during the
QM/MM optimization (residues > 10 A from vanadate)displayed as a yellow ribbon. The
green sphere centered on the vanadate moiety iacthe region subjected to the QM/MM
optimization (including all residues < 10 A fromnealate). The vanadate moiety and the
bound HIS486 are shown as a visual guide. Crgspabhically resolved waters (oxygen
position) are displayed as red spheres.

b. Schematic system partitioning with the filled Wacircle (roughly in the centre)
representing the vanadate moiety.

QM/MM results are available for each of the seldateodels (Table 4.3.1) with three
different QM regions | — Il of increasing size @dre 4.3.1 and Table 4.3.2). The
results for the largest QM region Il should be thest reliable and will therefore be
discussed preferentially, while those for the semal@M regions | —II will be

presented primarily in the context of establishihgir convergence (or sensitivity)
with regard to the size of the QM region. In thejority of cases, we have generated
data for 6 individual snapshots (see Computatidesils). As before, these will not
be discussed individually, but only in terms of ithmean values and standard

deviations.
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Geometries

The X-ray structure of the native form of VBPO smivby Weyand et &° has the
equatorial V-Q and V-G bond lengths almost identical (within ~0.01 A) wihe V-

O® being comparatively shorter (~0.08 A), see topTable 4.3.4. The axial VO
distance is reported to be longer than the eq@hiones by around 0.17-0.25 A. Both
V-02%and V-d distances are noticeably shorter in VBPO than VC&tBerwise there

is little variation in the bond lengths betweentbtitese enzyemes. This has led to
suggestions of one axial and one equatorial hydrbbggnd, in agreement with the
proposed proton arrangement of VCPO enzyme. Howeler to the current
resolution limitations of X-ray crystallography, cathe unresolved protonation state
of VCPO, a wider range of possible protonationestatere considered. The average
bond lengths and standard deviations for the atmosdinated to vanadium are given
in Table 4.3.4 for QM regions | to Ill.

In general there appears to be excellent geometitvergence (for individual
models) across the six snapshots after QM/MM optition. The standard
deviations in Table 4.3.4 (values in parenthesesjeals that the geometrical
parameters for each model and QM region are gdyeraty similar within the 6
selected snapshots. This finding indicates thataoh case, there is a predominant
population of minima that are closely related asafathe geometry of the active site
is concerned, and that there are only small peatigis in the latter due to the protein

environment.

The mean absolute deviation (MAD) against the aj@is models for the QM/MM
optimized models of VCPO and against the X-rayadetibond lengths are given in
columns 8 and 9 of Table 4.3.4, respectively, alaty identifying the bond which
represents the maximum absolute deviatiAg.{ where A=rycporvero) between

VBPO and VCPO. The MAD values are extremely low Hrere appears to be no
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particular model presenting a strong differencevieen VBPO and VCPO. Thyax
are also consistently low and show a small deviasicross the different models, and
no particular bond appears to persistently domitizee\y.x values. The agreement
between the QM/MM models of VBPO and VCPO appeatsteven better than that
between the VBPO and VCPO X-ray structures.

Overall the results for each of the models are atntompletely insensitive toward
extension of the QM regions from | to Ill. Appargntthe effects of the local

environment on the vanadate geometry are reasomablydescribed already by the
smallest QM region and the electrostatic embeddicigeme. The only notable
exception is the case where a water molecule eglat the axial position (VBPO-
T144) the V- bond length contracts by 0.13 A and there is @uoent elongation

(albeit less dramatic) of the V-N H1% of 0.06 A, is observed upon going from QM
region | to Ill. In the VBPO case, no proton traisis observed from axial water
molecule (as seen in VCPO for the VOT134 model ipresty), forming a persistent
hydrogen bond to HIS418. The axial water ligandthe VBPO-T144 model

undergoes a notable change in geometry when innetise size of the QM region,
this was also observed in the analogous VCPO motkés axial water ligand is less
tightly bound to the vanadium metal centre, thukin@it more susceptible to the

specific hydrogen-bonding interactions and the thege are treated computationally.

Optimized V-O bond distances invariably adopt valubat are typical for the
particular ligand involved, around ca. 1.7 A, 1.8-A, and 2.1 A for oxo, hydroxy,
and water ligands, respectively. The V-N bond larigtrolving HIS486 is somewhat
more variable across models, ranging from ca. 213-A. Closest V-N contacts are
observed when the other axial ligand trans to HES#¥8a water molecule (VBPO-
T144) longer values are found when this is just&a atom (as in VBPO-S1 and
VBPO-S3). To summarize, essentially the same obiens were noted for VCPO
and VBPO, and there is no significant geometrifedénces between the vanadate

moiety in corresponding QM/MM models for both enagnsee Figure 4.3.3.
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Table 4.3.4Bond lengths involving atoms coordinated to vanadiar QM/MM regions | and 11l. Mean bond lengthsdestandard deviations are reported in A. X-rainesf experimental

value$®*°! are shown for comparison.

V_NHIS486 V_Ol V_OZ V-OS V_O4 MAD (AMaX) MAD (AMaX)
VBPO-VCPO  QM/MM-Expt
VCPO®) X-ray ~ 2.08 1.60 1.61 1.62 1.88 - -
VBPO*! X-ray  2.11 1.59 1.60 1.52 177 0.06(0.12) -
VBPO-T344 | 2.09(0.00) 1.65(0.00) 1.65(0.00) 1.85(0.00) 2.13(0.02) 0.02(0.02f  0.16(0.36)
I 2.16(0.02) 1.65(0.00) 1.65(0.00) 1.85(0.01) 2.00(0.03) 0.03(0.63)  0.14(0.33)
I 2.15(0.00) 1.66(0.00) 1.65(0.00) 1.85(0.00) 0G{0.04) 0.03(0.0%) 0.14(0.23)
VBPO-T144 | 2.11(0.01) 1.85(0.00) 1.65(0.00) 1.65(0.01) 2.13 (0.02) 0.03(0.02) 0.16(0.36)
I 2.16(0.01)  1.88(0.02) 1.65(0.00) 1.66(0.01) 2.00(0.08) 0.03(0.67)  0.15(0.29)
I 2.20(0.01) 1.90(0.00) 1.67(0.00) 1.64(0.01) 1.92(0.08) 0.07(0.23) 0.15(0.31j
VBPO-T234 | 2.19(0.03) 1.63(0.00) 1.86(0.01) 1.81(0.01) 1.81 (0.01) 0.02(0.08) 0.14(0.29)
I 2.32(0.07) 1.66(0.02) 1.88(0.01) 1.86(0.03) 1.68(0.05) 0.02(0.06)  0.20(0.34)
I 2.31(0.39) 1.66(0.02) 1.90(0.04) 1.84(0.04) 1.69(0.06) 0.02(0.08) 0.19(0.32)
VBPO-T234 | 2.19(0.02) 1.62(0.00) 1.82(0.00) 1.85(0.01) 1.84(0.00) 0.04(0.08) 0.15(0.33)
I 2.38(0.04) 1.67(0.00) 1.86(0.00) 1.89(0.00) 1.67(0.00) 0.04(0.06)  0.22(0.37
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VBPO-D14

VBPO-D34

VBPO-D34

VBPO-D34"*

VBPO-D12

VBPO-D24

2.39(0.03)
2.21(0.03)
2.23(0.02)
2.21(0.01)
2.22(0.01)
2.24(0.01)
2.23(0.01)
2.20(0.02)
2.22(0.03)
2.21(0.03)
2.2(0.00)
2.24(0.05)
2.25(0.07)
2.31(0.02)
2.33(0.02)
2.29(0.03)
2.25(0.05)
2.29(0.00)
2.27(0.03)

1.66(0.00)
1.91(0.01)
1.91(0.01)
1.92(0.01)
1.67(0.01)
1.68(0.01)
1.67(0.01)
1.67(0.00)
1.67(0.00)
1.67(0.00)
1.67(0.00)
1.68(0.01)
1.67(0.01)
1.90(0.00)
1.89(0.00)
1.92(0.00)
1.67(0.01)
1.68(0.00)
1.68(0.00)

1.87(0.00)
1.68(0.02)
1.67(0.00)
1.67(0.00)
1.66(0.00)
1.66(0.00)
1.68(0.00)
1.67(0.00)
1.67(0.00)
1.68(0.01)
1.69(0.00)
1.67(0.02)
1.72(0.01)
1.66(0.00)
1.65(0.00)
1.89(0.00)
1.91(0.00)
1.91(0.01)
1.93(0.00)
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1.87(0.03)
1.65(0.00)
1.65(0.00)
1.66(0.00)
1.89(0.01)
1.90(0.00)
1.89(0.01)
1.90(0.01)
1.91(0.01)
1.90(0.01)
1.88(0.00)
1.89(0.01)
1.88(0.01)
1.91(0.00)
1.91(0.00)
1.66(0.00)

1.6610).
1.66(0.00)
1.66(0.00)

1.52(0.28)
1.89(0.00)
1.88(0.01
1.87(0.01)
1.87(0.01)
1.86(0.02)
1.86(0.02)
1.88(0.00)
1.87(0.00)
1.87(0.04)
1.87(0.00)
1.83(0.02)
1.83(0.04)
1.64(0.00)
1.64(0.00)
1.64 (0.00)
1.87(0.03)
1.82(0.01)
1.82(0.00)

0.06(0.15)
0.01(0.62)
0.01(0.62)

0.02(0.03}
0.01(0.63)
0.03(0.65)
0.03(0.65)
0.01(0.62)
0.01(0.64)
0.02(0.64)
0.02(0.63)
0.03(0.68)
0.05(0.68)

0.24(0.35)
0.15(0.32)
0.15(0.32)
0.15(0.33)
0.14(0.379
0.15(0.38)
0.15(0.38)
0.15(0.38)
0.15(0.39)
0.15(0.38)
0.14(0.36)
0.14(0.37
0.15(0.36)
0.22(0.39)
0.22(0.39)
0.21(0.33)
0.15(0.31)
0.15(0.31)
0.15(0.33)
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VBPO-S4 | 2.38(0.01) 1.72(0.00) 1.70(0.00) 1.7009.0 1.93(0.01) 0.01(0.01) 0.17(0.27)

[ 2.36(0.02) 1.72(0.00) 1.69(0.00) 1.70(0.00) 1.96(0.01) 0.01(0.01) 0.17(0.25)

I 2.37(0.01) 1.72(0.00) 1.72(0.00) 1.70(0.00) 1.93(0.00) 0.01(0.08) 0.17(0.26)
VBPO-S4 | 2.4(0.04) 1.72(0.00) 1.73(0.04) 1.70(0.00) 1.92(0.01) 0.01(0.03)  0.18(0.29)

I 2.36(0.01) 1.72(0.00) 1.70(0.00) 1.76(0.12) 1.96(0.01) 0.01(0.65)  0.18(0.25)

I 2.37(0.02) 1.71(0.00) 1.74(0.00) 1.70(0.03) 1.93(0.01) 0.02(0.65)  0.17(0.26)
VBPO-S4" | 2.32(0.02) 1.72(0.01) 1.73(0.00) 1.69(0.00) 1.91(0.02) 0.03(0.07) 0.16(0.21)

[ 2.32(0.03) 1.71(0.01) 1.72(0.00) 1.69(0.00) 1.94(0.02) 0.02(0.08) 0.16(0.21)

I 2.32(0.02) 1.68(0.04) 1.81(0.07) 1.68(0.01) 1.89(0.04) 0.04(0.08) 0.16(0.21)"
VBPO-S3 | 2.69(0.08) 1.72(0.00) 1.69(0.00) 1.9149.0 1.68(0.00) 0.04(0.15) 0.26(0.58)

[ 2.65(0.07) 1.72(0.00) 1.69(0.00) 1.91(0.00) 1.69(0.00) 0.07(0.22) 0.25(0.54)

I 2.64(0.08) 1.72(0.00) 1.71(0.00) 1.90(0.00) 1.68(0.00) 0.08(0.22) 0.25(0.53)
VBPO-S3 | 2.72(0.05) 1.71(0.00) 1.69(0.00) 1.91(0.01) 1.69(0.01) 0.05(0.18) 0.26(0.61)

[ 2.72(0.05) 1.71(0.01) 1.69(0.01) 1.91(0.01) 1.69(0.01) 0.09(0.31) 0.26(0.61)

I 2.66(0.04) 1.71(0.01) 1.71(0.00) 1.90(0.02) 1.69(0.01) 0.08(0.22) 0.22(0.55)
VBPO-S2 | 2.44(0,07) 1.71(0.01 1.96(0.01) 1.9(0.00) 1.69(0.01) - 0.25(0.38)

[ 2.53(0.05) 1.69(0.00) 1.93(0.00) 1.69(0.00) 1.72(0.00) - 0.21(0.42)

I 2.42(0.04) 1.71(0.01) 1.99(0.01) 1.69(0.00) 1.71(0.01) - 0.21(0.39)
VBPO-S1 | 2.48(0.04) 1.94(0.01) 1.70(0.00) 1.7000.0 1.70(0.00) 0.08(0.33) 0.21(0.37)
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[ 2.52(0.09) 1.93(0.01) 1.69(0.00) 1.70(0.00) 1.71(0.01) 0.07(0.08) 0.22(0.41)
I 2.31 1.98 1.72 1.70 1.69 0.03(0.05) 0.19(0.39)
VBPO-Z n 2.87 1.75 1.75 1.71 1.72 - 0.26(0.75)

* denotes a flipped HIS411 conformatichdenotes a doubly protonated HIS4 Ay, observed for V-N'°. PAy., observed for V-& “Aya.x observed for V-@ “Ayax
observed for V-&°A,, observed for V-&

HIS411
VBPO

van —C_ARG360

VCPO

/

HIS -proximal

Figure 4.3.3 An overlay of the QM parts of VBPO(green) and VCBIO¥), for model D34, omitting hydrogen for clarity
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Considering the main geometric difference betwden YBPO and VCPO X-ray
structures in the active site, Zameplla et al. sstgd that the HIS vs. PHE
differences between VBPO and VCPO might be duel®4Hl tuning the hydrogen
bond strength of LYS344 A set of new calculations containing the HIS411the
‘flip’ conformation, that is rotating the aromatijroup of the HIS residue so that the
N® is facing away from the LYS 341, was performede(deigure 4.3.4). This
procedure was motivated by the fact that the ctirresolution of protein X-ray
crystallography makes a clear distinction betweeramd C atoms in the five-
membered rings of HIS residues difficult, and tha¢nce, two orientations are
possible a priori. The geometric difference betwdenflip conformation of a given

protonation state is not particularly pronounced.

Figure 4.3.4Vanadate moiety with the HIS411 a. ‘normal’, bpffied and c. doubly protonated.

As the observed high shielding of t% resonance in VBPO (see below) could be
indicative of a very high negative charge, exploratwas done on a fully
unprotonated, triply charged model (VBPO-Z). Dur@yl/MM optimization of the

first snapshot for this model, the HIS486 residwseatially detached from the

vanadate moiety (attaining a--W distance of nearly 2.9 A, see Table 4.3.4). This
model is therefore in severe discord with the stmecin the solid and was no longer
considered.
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Hydrogen Bonding

The analysis of the H-bond patterns is analogouthése in the VCPO variants

discussed in the preceding chapters. The modetraignshow rather small standard
deviations (see Table 4.3.5) across the six snapgkalues in parentheses), which
indicates that the individual models of VBPO, agsth of VCPO, have a dominant
hydrogen-bonding network and not a multitude ofedént networks. As expected,

the hydrogen bonds formed with crystallographicalgsolved water molecules

exhibit much larger variations than those involvthg amino acid residues due to the
inherent mobility of water.

The 0-ARG349 hydrogen bond is found to be around 1.9rall models, except
for the shorter VBPO-S1 due to the protonatédadd the VBPO-Z model which is
also significantly shorter than the other model3 able 4.3.5. This hydrogen bond is
stable across the six snapshots (cf. the low stdndieviation). The ©LYS341 is
generally shorter than the®@LY417 distances, in the VCPO models these two
hydrogen bonds tended to be in greater agreemémtome another. The *€SER415
follows the same basic pattern with stability asresapshots and variation between
models. The Matom (when present) is hydrogen bonded to HIS4tBgenerally
has the shortest distance of all possible hydrolgends considered around the
vanadate moiety. In summary, the hydrogen bondingrad the vanadate moiety is
generally similar for different snapshots of a giveodel, but there is some variation
between the models. A rather similar hydrogen-bogdietwork was noted for the
VCPO system as shown by the low MAD in Table 4.3be only hydrogen bond,
which shows an appreciable difference, is the H&I8418 that tends to be longer
for the VBPO than the VCPO models. Whether this lbanpartly responsible for
experimentally observed differences in the propsrof both enzymes is unclear at
present.
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Table 4.3.5 Possible hydrogen bonds in QM/MM calculations usgid region Ill. Mean bond lengths and
standard deviations are reported in angstroms. QHMRitom types are given in brackets and supersatipt
residue labels are consistent with the X-ray 1QI9 file.

O'-H ® - HO® - HO - HH - N

(HHLg s [HZ] Y% [HN]CLY7 [HG]SER“18 [ND1]HS%18 MAD (Apiax)
VBPO-T344 1.99 (0.05) 1.78 (0.04) 1.87 (0.01) 1@93) 1.50 (0.10) 0.08 (0.18)
VBPO-T144 2.08(0.21) 1.82 (0.06) 1.78 (0.03) 1T24) 1.08 (0.00) 0.48 (1.75)
VBPO-D234 2.02(0.20) 1.73(0.08) 2.01(0.18) 1@05) 1.56 (0.93) 0.17 (0.52)
VBPO-D234 2.09 (0.04) 4.51 (0.28) 1.85(0.02) 2.08(0.02) 21¥0.27) 0.61 (2.72)
VBPO-D14 1.86 (0.05) 1.79 (0.03) 1.76 (0.04) 1048) 1.80(0.12) 0.13 (0.46)
VBPO-D34 1.95 (0.08) 1.70 (0.08) 1.82(0.02) 1.988) 1.86 (0.10) 0.06 (0.09)
VBPO-D34 1.87 (0.04) 1.69(0.02) 1.84(0.04) 1.96 (0.06) 1®a4) 0.07(0.09)
VBPO-D34* 1.93(0.05) 1.69 (0.02) 1.97 (0.04) 1.86 (0.17)  64%0.15) 0.09 (0.28)
VBPO-D24 1.88(0.02) 1.71 (0.02) 1.87(0.00) 1.834). 1.63(0.05) -
VBPO-D12 1.89 (0.03) 2.99 (0.02) 1.82(0.01) 1.8809 - -
VBPO-S4 1.88(0.02) 1.62 (0.01) 1.62 (0.01) 1.681p  1.93(0.05) 0.05(0.12)
VBPO-S4 1.87 (0.02) 1.61 (0.01) 1.83(0.01) 1.75(0.01) 1.84(0.03) 0.04 (0.09)
VBPO-S4 1.95 (0.14) 1.63 (0.04) 1.86 (0.04) 1.76 (0.06) 1.83(0.05) 0.06 (0.12)
VBPO-S3 1.81(0.00) 1.58 (0.02) 1.76 (0.01) 2.081p - 0.29 (0.38)
VBPO-S3 1.83(0.05) 1.60 (0.03) 1.87 (0.08) 1.99 (0.16) - 0.24 (1.67%
VBPO-S2 1.72(0.04) 1.73(0.07) 1.87(0.02) 17610 - -
VBPO-S1 1.74 1.57 1.64 1.75 - 0.40 (0.77)

* denotes a flipped HIS411 conformatidalenotes a doubly protonated HIS411
Dwiax Observed for &- [Hz]- 75341

Dyax Observed for &- [HG]SER416

Dyax Observed for & NYS48

4 Ayax Observed for & [HH11]ARC4

C.
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Isotropic Chemical Shifts

The computed isotropi’v chemical shifts §s.) are displayed in Table 4.3.6. A

cursory glance at Table 4.3.6 shows that&hevalues of all models are rather stable
across the QM regions I-1ll, where variations tydlig amount to less than 25 ppm.
Fluctuations across QM regions I-lll tend to be swtmat smaller than observed for
VCPO. This is primarily because no proton transéeHIS 418 occurred, which had

been observed for VCPO to the corresponding, prakitiS404 residué>"

The isotropic NMR shifts in VBPO range from arow®®b0 to -690 pmm (VCPO
range from -550 ppm to -620 ppm), without showingle@ar dependence on the
protonation state. This range is bracketed by VEF®-being the most de-shielded
and VBPOSL1 is the most shielded of the models densd. Although the latter
seemingly is in best agreement with the experimesoiéd-state value, the substantial
shielding of the®*V resonance with respect to that in solid VCPO ds very well
reproduced. Furthermore, all the models in Tab&64are less shielded than the
experimental value. This is completely oppositgitior experience, where previous
results at the same or comparable QM levels foerotanadate complexes displayed
isotropic values that were generally too strongfielsled by roughly 100pp#i’*2°!
Thus, no QM/MM optimized model can be proposed sslid candidate based on the

agreement between computed and experimental isosbiits.
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Table 4.3.6 *V isotropic chemical shifts (ppm) averaged oven&pshots, together with the corresponding

standard deviations. For each of the QM/MM modefssitiered, results are given for QM regions | — The

MAD and Ay relative to the VCPO are also reported.

A3 VBPO(II)
l I I MAD (D) rel. to VCPO(IV)
-11
VBPO-T344 616 +7 645 +9 6137 14 (20)
10
VBPO-T144 5939 623+9 592 +13 14 (20)
-39
VBPO-D234 573+ 24 640 + 12 622 £ 10 26 (39)
-20
VBPO-D234 549 +7 -603 £ 4 -603 £ 6 24 (36)
-44
VBPO-D14 633 +21 641 + 15 624 + 14 23 (b8)
VBPO-D24 624 +7 642 + 12 622 +7 8 (12)
VBPO-D34 630 £ 2 635 + 3 -605 + 4 12 (18)
| 0
VBPO-D34 6335 636 + 6 -607 £ 8 12 (18)
. | 16
VBPO-D34 617 +2 6232 591 +2 13 (19)
| 34
VBPO-34 -567 + 4 568 + 3 -573 +10 2 (4
. | 20
VBPO-34 567 £5 569 + 5 -587 £+ 14 8 (18)
-8
VBPO-S4 562 + 11 576 +7 561 +7 6 {10
| 7
VBPO-S4 -566 + 5 578 +5 -546 + 4 12 (1%)
-1
VBPO-S4* 576 +7 587 +1 -554 + 10 11 (17)
-45
VBPO-S3 -686 + 10 683+ 10 -655 + 10 12(18)
-45
VBPO-S3 -687 +2 682 £ 2 -655 + 4 13 (20)
VBPO-S2 -645 + 4 -628 +3 625 + 6 8(12)
-55
VBPO-S1 -681 -687 -670 6 (%)
. -179
Experiment -687

®From references [46,51]. * denotes a flipped HISébhformation.” denotes a doubly protonated

HIS41% CSA tensors calculated without point charges.
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The role of the HIS411 residue, as compared to PHAES VCPO, was studied in a
number of ways. Firstly the difference between hguilS411 in the QM region or
the MM active region has little effect on the cheatishifts (compare entries | and Ill
in Table 4.3.6). Secondly, flipping the HIS intettwo rotamers also has little effect
on the chemical shifts (compare starred and umstaresults in Table 4.3.6).
Therefore the electrostatic forces either using ¢harge distribution of the QM
region or modeled as point charges is not sigmfiesough to alter the chemical shift
of vanadium by more than 26ppm. Thirdly, site dieel mutagenesis experiments on
VCPO converted PHE to a HIS, this did change thaviac of the enzyme.
Computational we trialed the reverse, that is wedated the HIS411 into a PHE in
VBPO, resulting in ad\dis,=20ppm downfield shift. This deviation in chemichlifts
was very small and therefore this cannot be usedtionalize the unusually high
chemical shielding of V chemical shift in VBPO ugisteric arguments. In short, the
inclusion of the HIS411 has little direct effect arhemical shifts in either
conformation or either region and therefore carb®iproposed as the basis for the
unusually high chemical shielding 9% in VBPO.

The QM/MM regions are centered on one of the adties (VO4, notation as in the
pdb file), the other active site (VO5) is too faeybnd the radial cuttoff to be
considered in the active QM/MM regions, and themefemains fixed. To ensure the
choice of which active site to study had no bearing the results, a series of
calculations were performed where QM/MM active sitas centered on VO5, and
subjected to QM/MM minimization. The results da s@nificantly differ between
the VO4 and VOS5 models and the values are thereiotrécluded in Table 4.3.5 and
Table 4.3.6.

In summary, and in keeping with our results for @;Rhe isotropic chemical shifts
are found to be a poor discriminator of protonattete of VBPO, due to the small
variation resulting from changes in the proximaitpn environment. Furthermore, all

of the models are noticeably deshielded when coeapiar experiment.
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Anisotropic >V NMR Chemical Shifts: The CSA and EFG Tensors
The computed parameters characterizing the CSAE#@ tensors are collated in
Table 4.3.7. The mean absolute percent deviatiohRD) to those computed for the
corresponding VCPO with the associated standardati@v (SD) is also included.
These deviations provide a numerical feel for timelarity to the VCPO QM/MM
models.

In general, the computed CSA and EFG values areesstiat more sensitive to the

size of the QM region than the isotropic chemidults above. As expected, changes
between QM region | and Ill are not particularlyppounced, in agreement with the
previous VCPO conclusions, which were taken tocatt good convergence.

The difference between the flipped conformatiom @iven protonation state is larger
than the difference between model | and modeloilithe same protonation state. The
flip conformation is simply a computational tool itovestigate the effect of such a

residue.

A critical assessment of the models would requirecise knowledge of the
experimental CSA and EFG tensor elements. Howexdy, a preliminary spectrum
is published so far (as noted above), with onlyisléropic chemical shift reportét!
Therefore confident assignment of the protonatiatesis not possible at present, but
may become possible as better experimental spanttareliable refinements of the
tensorial quantities become available. The computddes were presented in Table
4.3.7 to illustrate the differences amongst thesenbers of the VHPO family and as

predictions for future reference.

The previous section showed that the brominatioB8ER402 had no notable effect on
the 'V isotropic chemical shift of VBPO. Table 4.3.7 sfothat the parameters that
characterize the solid-stafdv NMR are severely effected by SER402 becoming
brominated in VBPO. This finding does suggest tita experimental method of

solid-state’V NMR could be beneficial in addressing this qumsti
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Inspection of the MAPD values in Table 4.3.7 resaaiticeable differences between
the parameters that characterize the EFG and C&bdridetween individual models
of VBPO and VCPO. The asymmetry parameter of th& Efenerally shows the
greatest deviation. Therefore the solid-state NMR spectrum of VBPO should be
rather different from the previously published afeVCPO, which is in qualitative
agreement with the preliminary experimental restdtsVBPOPY This is in spite
rather similar geometries, hydrogen bonding netwarkd isotropic chemical shifts of
QM/MM optimized models. It appears that experinaéigt observed differences
between VBPO and VCPO is at least partially reldatethe PHE vs. HIS difference
between VBPO and VCPO, and the longer-range eldetiio effects of more distant

structural differences may also contribute to solegree.

Table 4.3.7 Reduced anisotropg,, asymmetry),, nuclear quadrupole coupling const@g{MHz), and
asymmetry parametgg, with the associated standard deviations for sipshots. The mean absolute percent
deviation (MAPD) compared to the respective QM/MMRO modeld®! is also tabulated. Results are given for
QM regions | to Ill.

O No Co 1Q MAPD(Awax)
VBPO-T344 | 536 + 6 0.5+0.02 15 +0.0 0.14 +D.0 16 (279
[ -549+12 0.5+0.02 11+1.0 0.31+0.13 42(121)
Il 550 + 5 0.5 +0.02 1214 0.28+ 0.06 10 (27§
VBPO-T144 | -646+20 0.4%0.02 1627.0 0.57+0.27 23430
[ -620+47 0.5+0.03 8+9.9 0.77+0.37 19(35)
Il -511+26 0.5+0.03 10 #3.90 0.67 +0.33 26)4
VBPO-T234 | -460+76 0.310.18 5+0.2 0.60+0.38 21{50)
[ -379+78 0.4%0.20 7£1.4 0.54+0.40 38(116)
M -323+117 0.6 +0.29 7+1.10 0.57 +0.30 26)5
VBPO-T234 | -464+13 0.4%0.03 -6.5+0.19 0.34+0.05 35(F00)
[ -317+28 0.5+0.08 -5.9+0.34 0.58+0.07 44(1%32)
Il -303+26 0.5+0.04 5.6 +3.2 0.39 +0.10 BS5Y
VBPO-D14 | 568 + 7 0.4+0.01 9+0.1 0.58 +0.11 13 (26)
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VBPO-D34

VBPO-D34

VBPO-D34*

VBPO-D34

VBPO-D34%

VBPO-D12

VBPO-D24

VBPO-54

VBPO-S4

VBPO-S4/¢2

-550+24

-598 £ 51

-531+34

-552+12

-532£16

-515+16

-508+22

-519 +£41

-480+8

-426+25

-449 £ 41

-653+11

-631+9

-652 + 11

-642+7

-661+20

-409 + 34

320 £ 27

-31145

-305+2

-425+9

362+ 7

37948

359+ 11

358+19

37945

3535

366

390

363

0.4+0.03

0.7+0.16

0.4+0.32

0.4+0.02

0.4+0.02

0.4+0.03

0.4+0.01

0.4+0.01

0.5+0.03

0.5+0.00

0.6 £0.03

0.3+0.00

0.3+0.00

0.3+0.00

0.3+0.01

0.3+0.01

0.5+0.06

0.2+0.03

0.6+ 0.01

0.6+0.01

0.3+0.02

0.2 +0.08

0.2+0.24

0.1 +0.05

0.3+0.09

0.4+0.03

0.3+0.022

0.26

0.25

0.1

9+0.21
9+0.32
9+0.35
8+0.08
9+0.25
7+0.21
11+0.48
11+0.59
11 +0.5
11+0.17
11+0.34

10 +0.3

15+0.0
14 +0.7
15+0.23
15+0.38
14 +0.28
14
15

14
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0.67+0.20

0.580.24

0.18 +0.09

0.16+0.11

0.27+0.14

0.3+0.04

0.3+0.04

0.4 +£0.07

0.5+0.04

0.4+0.07

0.7 £0.05

0.3+0.06

0.3+0.08

0.28 +0.06

0.3+0.03

0.3+0.02

0.33+0.06

0.24 96.

0.3+0.03

0.3+0.03

0.56 +£0.05

0.20 £ 0.06

0.22+0.06

0.27 +£0.05

0.32+0.04

0.26+0.01

0.3+0.02

0.32

0.19

0.18

15(43)
20 (40§
26 (51§

14(36)
22 (47§

38(61)

25(81)

16)3

37(66)

32(29)

49QF

¢::9)
32(57)
88%p
43(128)
39(128)
o2¢p
23(5%)
25(3%)

57 (157)
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VBPO-S3 | -121+18 0.620.07 6+0.3 0.51+0.12 54¢88)
[ -133+15 0.7+0.04 6+0.3 0.55+0.12 73(113)
- -143+17 0.9+0.03 5.0 +0.30 0.49 +0.13 71@00J
VBPO-S3 | -515+16 0.4%0.03 9+0.21 0.3+0.04 33(118)
[ -508+22 0.4+0.01 9+0.32 0.3+0.04 27(64)
M -151+23 1.0+0.21 5.4+0.61 0.70 +0.26 41(P33f
VBPO-S2 | -180+9 0.8+0.03 740.18 0.4+0.00 -
[ -207+8 0.9+0.01 7+0.21 0.6+0.05 -
I 242+ 27 0.2+0.02 7.8+0.35 0.37 +0.16 -
VBPO-S1 | -258 0.32 9 0.40 25 (75)
[ 241 0.4 7 0.7 19(4%)
I -270 0.43 7 0.32 39 (47)

* denotes a flipped HIS411 conformatiofdenotes a doubly protonated HIS4PCSA tensors
calculated without point charge¥:? indicates the active site of the other half of timenodimer was
investigated.

Ayax Observed fory,,
" Dyax Observed foCo
" DAwax Observed forq

Simulated MAS NMR spectra of selected models aowided in Figure 4.3.5. The
different protonation states are clearly produaingssly different spectral features,
e.g. VOD34 vs. VOS4. Qualitatively, the triply addubly protonated models with
their large absolute values @} seem to fit somewhat better to the preliminary
spectrum of VBPO than the singly protonated modeklsre definite conclusions,
however, would have to await more precise experiaiatata. Eventually, this may
provide an indication as to the assignment of pration state, without explicit

recourse to energetic arguments from theoretidalitzdions.
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Figure 4.3.5Theoretical spectra simulated using SIMP$Ewith parameters taken from Table 4.3.7 for QM
region Il of selected models (star: isotropic §hif denotes a flipped HIS411 conformationenotes a
doubly protonated HIS421CSA tensors calculated without point charges.

L 400 o —4bo —s00 ~1z00 -1500 Ppm

a. VBPO-T344

400 0 -400 -800 -1z00 -1600 fay

b. VBPO-D34

800 400 0 -400 -800 -1200 -1600 ppm
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*
d. VBPO-T144
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Results

Conclusions
®y/ NMR parameters of VBPO were computed for a langgenber of QM/MM
optimized models, calling special attention to etiént possible protonation states and
positional isomers. VBPO shows a small degree afamational flexibility in terms
of bond lengths for atoms coordinated to vanadignoss individual models, as well
as the computed’v NMR parameters, evidenced by the low standardatiewn
amongst models sampled along a classical MD siiualatith subsequent QM/MM
optimizations. In terms of non-hydrogen atomic caates all of the many models
considered show good agreement with those of VCPO.

As had been the case with VCPO, the computed jsiotrdV chemical shifts of
VBPO show rather little variation between the medelaking structural assignments
based on this quantity difficult. The notable ufsfishift of the isotropic*V NMR
resonance that is observed on going from solid V@®®olid VBPO is only partly
recovered in the computations, and only for somehef models. No structural
candidate could be identified that could accounttifie exceptional shielding of the
VBPO *V NMR signal on going from the solid state intotgin.

As there is a notable difference between the EF6G @GBA tensors computed from
models of VBPO and VCPO, and furthermore, thedat®wed good agreement with
the experimental derived values from ¢ NMR spectrum, it is likely that the

anisotropic chemical shifts reported here wouldbbase to future studies of VBPO
using solid-state MAS NMR spectroscopy.
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4.4 °V NMR chemical shifts calculated from QM/MM models of

Vanadium haloperoxidase - peroxo forms

QM/MM setup

Starting from the X-ray structuf®$, a number of possible protonation states of the
peroxovanadate cofactor were modeled using the s@kEMM optimization
protocol as for the native forms discussed in thec@ding chapters. Our previous
QM/MM studie$™? showed that two vanadium active sites of nativeP@B are
similar, and therefore only one such ‘homology typwdel was studied, focusing
only on one of the metal centers. The large degfde@mology, particularly within
the active site, provides validity to this approacn order to provide a convenient
comparison to the pure DFT work by Pecoraro ét>al. a range of models was

considered, see Table 4.4.1.

Table 4.4.1Selected models labeled according to the protomatite.

Unprotonated Singly protonated Doubly protedat

p-VHPO-Z p-VHPO-S1 p-VHPO-D13
p-VHPO-S2 p-VHPO-D1Z
p-VHPO-S3 p-VHPO-D14
p-VHPO-S4

"Only investigated forp-VCPO.

Results for QM regions | (small) to 1ll (large) anerein presented for each of the
selected models in Table 4.4.1 and Figure 4.4.Wwshbe segments of the residues
and the crystallographic water molecules that aduded in the QM | and lli
regions. Note that QM region Il corresponds to @gion IV from our first study on
native VCPQO?°)
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CRYW 165

. 20 b

-?Y_\W:‘ZU HIS404

CRYW165
«,
" CRYW420 /AN, HIS404
LYS353  _\/AN GLY4
+ J
HIS496 ARG360
ARG490
ER402
PRO401

HIS496

Figure 4.4.1 QM regions | to Ill for peroxo-form of haloperalgses, deprotonated vanadate moiety shown as an
example.

a. b.

Figure 4.4.2a. Vanadate co-factor surrounded by residues ifisteshell of the active regions that are incldde
in the larger QM Il region. b. SolvatgeVCPO protein,. The region in blue is solvent (3Gghere centered on
vanadium), and the fixed protein environment duthggQM/MM optimization (residues > 10 A from vanie) is
displayed as a green ribbon. The orange spherereentn the vanadate moiety is the active regibjested to
the QM/MM optimization (including all residues <£0from the vanadate). Crystallographically resolveaters
(oxygen positions) are displayed as purple spheres.
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Results and discussion

Geometrical Details
Because the constituent VY@, unit bears one overall negative charge and because
neutral vanadates or peroxovanadates are usudlpcting as strong Brgnsted bases,
an unprotonatedp{VHPO-Z) or a singly protonated state would seenthesmost
probable. Consistent with this expectation, moghefdoubly protonated models that
were considered turned out to be unstable withedsfm maintaining the peroxo-
coordinated geometry. For instance, QM/MM optimmatof p-VCPO-D12 andp-
VCPO-D14 resulted in partial detachment of the bperoxy ligand, which
rearranged from the side-off coordination to an essentially end-of mode.
Because of this clear disagreement with experintbagse models were not explored
further. The only stable doubly protonated speadiss p-VHPO-D13. Salient
distances of all finalp-VCPO models and those of the correspondirgBPO
homologues are summarized in Table 4.4.2 and ¥all8.

The bond lengths of the peroxovanadate cofactbmiigthin the expected range, ca.
1.6-1.7 A for vanadium oxo bonds, 1.8-1.9 A for adium hydroxy and peroxo
bonds, and 2.0- 2.1 A for the V-N bond to HIS404.the standard deviations across
the six snapshots for the bond lengths of the prraxadate cofactor are rather small,
all the models are generally very similar withiretkix selected snapshots .The
geometric convergence for the individual modelsamparable to our prior QM/MM
optimizations of the native VHPO forft&Y indicating that the active site is rather
rigid, and that the use of a small number of snaysskeems valid. Furthermore, a
good degree of similarity is observed between thendb lengths of the
peroxovanadate, across many of the different petemhmodels op-VCPO andp-
VBPO, see Table 4.4.2 and Table 4.4.3, respectively
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Table 4.4.2Bond lengths involving vanadium cofactor for QM/Migions | to Ill ofp-VCPO?

V-NP1S 40 V-O* V-O° V-O° V-0* o-o* V-Q"erP MAD(Awmax)  MAD(Awax) ©
C
X-ray p- 2.19 1.93 1.89 1.60 1.86 1.47 4.39 l(idiag (without
VCPO V-0 V-0
p-VCPO-Z | 2.06(0.01) 1.68(0.00) 1.89(0.00) 1.65(0.00) 1.87(0.01) 1.47(0.00)  4.02(0.57) 0.12(0.37)  0.07(0.25)
Il 2.07(0.01) 1.66(0.01) 1.89(0.01) 1.67(0.01) 1.87(0.01) 1.47(0.00) 3 gg(0.26)
Il 2.06(0.01) 1.67(0.00) 1.93(0.01) 1.66(0.00) 1.87(0.00) 1.47(0.00)  3g90(0.22) 0.14(0.49) 0.08(0.26]
p-VCPO-S1 2.03(0.01) 1.83(0.00) 1.87(0.00) 1.61(0.00)  1.84(0.00) 1.45(0.00) 264(0.01f  0.30(1.75)  0.06(0.16f
Il 2.14(0.00) 1.88(0.01) 1.86(0.00) 1.62(0.00)  1.85(0.01) 1.45(0.01) 3 12(0.01)
ll 2.13(0.00) 1.88(0.00) 1.88(0.00) 1.62(0.00) 1.86(0.00) 1.45(0.00) 2 13(0.01) 0.35(2.26) 0.03(0.06f
p-VCPO-S2 2.06(0.02) 1.65(0.01) 2.10(0.03) 1.63(0.00)  1.90(0.01) 1.47(0.01) 311(0.60f  0.21(1.28)  0.12(0.28]
Il 2.18(0.01) 1.67(0.01) 2.15(0.05) 1.64(0.01)  1.91(0.01) 1.47(0.01) 2 22(0.03) 0.11(0.27
Il 2.13(0.04) 1.66(0.00) 2.11(0.06) 1.65(0.01) 1.89(0.02) 1.47(0.01)  51(0.31) 0.36(1.88)
p-VCPO-S3 2.04(0.02) 1.63(0.00) 1.85(0.00) 1.81(0.02) 1.85(0.01) 1.45(0.00) 2gg(0.73f  0.32(1.50)  0.12(0.21f
Il 2.13(0.03) 1.65(0.01) 1.86(0.00) 1.86(0.02)  1.85(0.01) 1.45(0.00) 2 14(0.07)
Il 2.13(0.04) 1.64(0.00) 1.87(0.01) 1.86(0.02) 1.87(0.01) 1.45(0.00) 7 15(0.10) 0.41(2.24)  0.11(0.26}
p-VCPO-S4 | 2.04(0.01) 1.64(0.00) 1.94(0.00) 1.63(0.01) 2.05(0.00) 1.47(0.00) 3.15(0.36f  0.28(1.24)  (0.12(0.29f
Il 2.07(0.01) 1.66(0.00) 1.9(0.01) 1.89(0.01) 189(0.01y 1.47(0.00) 351(0.13)
Il 2.06(0.01) 1.66(0.00) 1.94(0.00) 1.66(0.00) 1.88(0.00) 1.47(0.00)  368(0.01) 0.18(0.71) 0.09(0.27
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pVCPO-D12 | 2.01(0.01) 1.75(0.09) 2.37(0.04) 1.59(0.00)  108@2) 1.46(0.00)  2.65(0.97)

pVCPO-D13 | 2.05(0.01) 1.78(0.00) 1.82(0.02) 1.77(0.00) 1.84(0.02) 1.42(0.01) 230(0.01f 0.38(2.09)  0.10(0.17f
Il 2.09(0.01) 1.81(0.01) 1.82(0.02) 1.80(0.02) 1.84(0.00) 1.43(0.00) 7 09(0.01)
Il 2.080.01) 1.83(0.00) 1.82(0.00) 1.77(0.01) 1.83(0.00) 143(0.00) 217001y 040(2.28)  0.09(0.17f

pVCPO-D14 | 2.04(0.01) 1.79(0.00) 1.88(0.00) 1.59(0.00)  2(P@%) 1.46(0.01)  2.21(0.02)

@ Mean bond lengths and standard deviations aretezbm A, X-ray refined experimental valuespg¥ CPO are shown for comparisor0*?'is in the MM region for the small QM | modefs.

MAD is the mean absolute deviatiohéq , WhereA=r,c,qTexp) andAyax is the maximum deviation relative to the X-raytaies of 1IDU.pdb (with and without V'8 see text)®Water in
MM region.®Ayax observed for V-N°. TAyax observed for V-6 9Ayax observed for V-@ “Proton transfers to HIS40%Awax observed for V-0
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Table 4.4.3Bond lengths involving vanadium cofactor for QM/MM region &nd Il for p-VBPO S

V-NFTS 496 v-O! V-0? V-O° V-0* 0-0° V-0 MAD(Awax)
X-ray p- 2.19 1.93 1.89 1.60 1.86 1.47 4.39
VCPO
p-VBPO-Z I 2.07(0.01) 1.68(0.00) 1.90(0.01) 1.65(0.01) 1.86(0.00) 1.47(0.01) 4.30(0.53) 0.07(0.25)
Il 2.08(0.01) 1.68(0.00) 1.89(0.01) 1.65(0.01) 1.87(0.01) 1.47(0.00) 4.09(0.55) 0.07(0.25)
- 2.07(0.01) 1.67(0.00) 1.93(0.01) 1.65(0.00) 1.87(0.00) 1.47(0.00) 4.10(0.50) 0.08(0.26}
p-VBPO-Z' n  2.09 1.68 1.94 1.64 1.88 1.48 3.32 0.08(C25)
p-VBPO-S1 | 2.04(0.01) 1.83(0.01) 1.88(0.01) 1.60(0.00) 1.83(0.01) 1.45(0.00) 3.05(0.25f  0.05(0.15)
Il 2.14(0.09) 1.91(0.03) 1.88(0.01) 1.61(0.01) 1.86(0.02) 1.45(0.00) 2.23(0.31) 0.02(0.05}
N 2.20(0.04) 1.94(0.02) 1.90(0.00) 1.61(0.00) 1.88(0.01) 1.45(0.00) 2.03(0.10) 0.01(0.02§
p-VBPO-ST Il 217 1.94 1.90 1.63 1.88 1.45 1.96 0.02(0"03)
p-VBPO-S2 | 2.03(0.01) 1.65(0.00) 2.24(0.08) 1.62(0.00) 1.88(0.02) 1.47(0.00) 3.03(0.13f  0.14(0.35)
- 2.05(0.02) 1.65(0.01) 2.12(0.03) 1.63(0.01) 1.88(0.00) 1.48(0.01) 3.05(0.11) 0.12(0.28)
p-VBPO-S3 I 2.05(0.02) 1.62(0.01) 1.87(0.01) 1.79(0.01) 1.82(0.01) 1.45(0.00) 3.13(0.29f  0.12(0.31)
Il 2.11(0.05) 1.67(0.01) 1.90(0.01) 1.70(0.06) 1.85(0.01) 1.46(0.01) 3.37(0.53) 0.08(0.26}
- 2.06(0.06) 1.64(0.01) 1.89(0.03) 1.76(0.04) 1.84(0.01) 1.46(0.00) 3.49(0.17) 0.10(0.29)
p-VBPO-S4 I 2.07(0.01) 1.65(0.00) 1.95(0.01) 1.62(0.00) 2.05(0.01) 1.47(0.00) 3.10(0.20f  0.11(0.28)
Il 2.08(0.01) 1.69(0.01) 1.91(0.01) 1.64(0.02) 1.87(0.01y 1.47(0.00) 3.66(0.08) 0.07(0.24)
- 2.08(0.01) 1.68(0.02) 1.95(0.01) 1.65(0.02) 1.87(0.02) 1.47(0.00) 2.31(0.51) 0.08(0.25)
p-VBPO- I 2.03(0.01) 1.77(0.01) 1.83(0.01) 1.76(0.01) 1.82(0.01) 1.42(0.00) 2.52(0.39§ 0.11(0.16%
D13 Il 2.17(0.03) 1.86(0.01) 1.83(0.00) 1.80(0.00) 1.84(0.01) 1.43(0.00) 1.89(0.02) 0.07(0.07)
n 2.19(0.01) 1.88(0.02) 1.84(0.00) 1.77(0.01) 1.86(0.00) 1.43(0.00) 1.89(0.01) 0.05(0.179

S Mean bond lengths and standard deviations are reported in A;réfimed experimental values pfVCPO are shown for
comparison’ denotes a flipped HIS411IMAD is the mean absolute deviation alighx is the maximum deviation relative to
the X-ray distances of 1IDU.pdbAyax observed for V-N. PAyax observed for V-8 Ayax observed for V-@ ¢ Ayax
observed for V-& ®Ayax observed for V-& 'Water in MM region.” denotes models with a flipped HIS411 conformation.

*0"is in the MM region for the small QM | model®roton transfers to HIS404.

The X-ray structure af-VCPO with a resolution of 2.24A determined by Messhmidt et af® shows

the terminal oxo ligands and J at distances of 1.60 A and 1.93A , respectively, suggethat these

atoms are unprotonated and protonated, respectiVdly QM/MM-optimized bond distances from

vanadium to the ®and J ligands for thep-VCPO-S1 model fit best to the experimentally refined

values, however the experimental uncertainty is togeldo provide definitive conclusions. All other

models that are not protonated dti@ve the V-@bond length elongated by up to 0.27A relative to the

X-ray structure.
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The rather long refined V-Odistance might also nurture the speculation that @hiatom could be
doubly protonated, i.e. be present as a water liganthct, the resulting ligand environment about the
metal would be reminiscent of VOf{H,0),", the formulation of peroxovanadate at low pH. Rsea
the nearby Arg360 residue is probably protonatedaagdod H-bond donor, this situation is unlikely so
that we did not set up and prepare gnyHPO-D11 models from the onset. In order to test this
expectation, we constructed such a model from onthep-VCPO-S1 minima (optimized with QM
region Il1) by manually moving the proton from Arg3&0@". During optimization of thip-VHPO-D11
structure with a neutral Arg, the proton jumped bexkhe arginine, affording the regulp?VCPO-S1
model.

In general, most of the vanadium-ligand bond distaricerease between ~0.01 to ~0.05 A when going
from the smaller QM region | to the larger QM lligien. In contrast, the V-Obond in the singly
protonated modg)-VCPO-S4 shortens by about 0.17 A when going from thallsr to the larger QM

Il region. This is attributed to a proton transfeorfr the J ligand to a crystal water, and a subsequent
proton transfer to the neighboring HIS404, which ocaurspontaneously during optimization. This
creates an active site which is structurally similarthe originally unprotonated moded;VCPO-Z,
except for an additionally charged histidine groupS#04). This occurs for both theVCPO andp-
VBPO active sites, see Table 4.4.2 and Table 4.4sBentively. Likewise, fop-VBPO-S3 the proton is
transferred from the Qigand to HIS404 during QM/MM optimisation with QM regidl, but the same
proton hops back to ®during optimization with QM region Ill (no such eveotcurred with the
corresponding-VCPO models).

The distance between the vanadium aitf®f is typically shorter in the QM/MM optimized models
than in the X-ray structure, by up to 0.13A f@vVCPO-Z andp-VCPO-S4; smaller deviations are
typically seen when a crystal water molecule is bawnthe peroxovanadate center, as in the other singl
protonated models. The computed VX% distances vary between 2.06A up to 2.19A forghéCPO
models, while they range from 2.3A to 2.6A in the nad@PO forms, suggesting that peroxovanadate
binds more strongly than vanadate to HIS496. Thigitters already been observed by Renirie ét°hl.,
and aqueous peroxovanadate has been found to bindzotédanore strongly than vanad&t&
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Typically the QM/MM-optimized bond distances pfVCPO andp-VBPO, with the same
protonation state of the peroxovanadate cofactoowslittle variation between these two
proteins, which adds support to the validity of homologydeling in the case pfVBPO.

The p-VCPO-Z and the relatep-VCPO-S4 models (essentiallyVCPO-Z with protonated
HIS) contain an empty cavity above the peroxovatgdwiety, in agreement with the X-ray
structure. The remaining models contain a water nitdein this position, with a computed
distance short enough to be considered bound to thd (We@ distances between 2.1 and

2.5 A), in apparent disagreement with experiment revhigis site remains empty.

It is difficult at this point to judge the significanoéthe seemingly empty coordination site in
the solid-state structure. If this site is truly aat p-VCPO-Z andp-VCPO-S4 would fit
much better to the refined coordinates than all othedels. For these two models, the mean
absolute deviation (MAD) between all optimized angbexknental bond lengths in Table
4.4.2 amounts to 0.14 and 0.18 A, respectively (QM refipnwhereas those of the other
candidates approach or exceed 0.4 A (see last butodmen in Table 4.4.2). If, on the other
hand, this site was occupied by a very mobile orldaater ligand, the latter might well
escape detection in the X-ray analysis, given theriesolution presently achievable. In that
case, i.e. when the VY@ distance is disregarded in the analysis, the resultia® \4 lowest
for the p-VCPO-S1 model (0.03A, see last column in Table 4.4r®) shows little variation
across the remaining models, typically around 0.1A. Mfeain from making structural
assignments based on these data and note thati@bgatitmodels presented in Table 4.4.2
could be viable candidates, with a slight prefereraeptVCPO-Z andp-VCPO-S1 (or,

perhaps, an equilibrium mixture between both).

In this context the intrinsic water binding energy tbé pristine V(Q)O(OH)(HO)(Im)
fragment (Im = methyl-imidazole) common to glVCPO-S models is of interest. Starting
from the corresponding coordinates of fR¢g CPO-S1 minimum obtained with QM region Il,
this complex was optimized in the gas phase. Ineébelting minimum, the V-&'distance is
2.35 A. At the RI-BP86/AE1 level, water dissociati@ffording V(Q)O(OH)(Im) is
computed to be endothermic by 11.5 kcal/mol (6.0 kcdlavizen corrected for basis-set
superposition error). The water is thus indicatebeéaveakly bound. An attempt to optimize

a non-protonated hydrated complex, i.e. [W@(H20)(Im)], resulted in detachment of the
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water ligand from the metal, in agreement with tleesults from the full QM/MM

computations.

Hydrogen bonding
In all of the above-considered modelspe¥/CPO the HIS404 residue (which is included in
QM region 111) is no longer hydrogen bonded to theopevanadate cofactor, see Figure 1.2.2
This residue acts as a hydrogen bond acceptor fremdéarest solvent water molecule, which
in turn donates a hydrogen bond to the peroxovaeadafactor. The ©ligand of the
peroxovandate is hydrogen bonded to ARG360 and ARG490.sigty protonatedp-
VCPO-S1 model no longer forms a hydrogen bond wittGABO , as compared to its native
counterpart, and this is also observed forghe¢CPO-D13 doubly protonated models. This
causes a gross structural deviation relative toother models, as seen in overlay of all the
models in Figure 4.4.3, and the RMSD is much largepfyCPO-D13 when compared to
other protonated and unprotonated models.

Figure 4.4.3 Overlay of the heavy atoms in the active
site of p-VCPO for X-ray (Yellow),vOD13 (Red),
VOS4 (Green), VOS3 (Orange), VO4 (Blue), VOS1
(Magenta) for the QM region III.
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Table 4.4.4Selected hydrogen bonds in QM/MM calculations using the IQkégion for p-VCPO. Mean bond distances

and standard deviations are reported in A. CHARMM atom tgpesgjiven in brackets and superscripted residue latels ar
consistent with the X-ray pdb file.

OH, O'H, O'H, O™H, O™H, O™H, O™H, O4H=

[HHll]ARGSGO [HH21]ARGSGO [HH22]ARG490 [HZ].] LYS353 [H N] GLY403 [H E]ARG490 [H N] SER402
pVCPO-Z Il 1.91(0.06) 2.21(0.10) 2.15(0.12) 1.69(0.03)  1.80(0.02) 1.87(0.02)  2.07(0.10)  1.94(0.04)
pVCPO-S1 Il 1.94(0.00) 2.26(0.03) - 1.79(001)  1.82(0.01)  2.07j0 - --
pVCPO-S3 Il 2.39(0.33) 2.04(0.13) 2.00(0.08) 1.76(0.03)  1.90(0.05)2.00(0.10) ~ -
pVCPO-S4 Il 1.96(0.04) 2.00(0.01) 1.91(0.01) 1.74(0.01)  1.76(0.01) 1.96(0.02) - 1.84(0.01)
p-VCPO- If - - - - 2.13(0.05) - 1.72(0.02) -
D13

Table 4.4.5Selected hydrogen bonds in QM/MM calculations using thellDkgion for p-VBPO. Mean bond distances
and standard deviations are reported in A. CHARMM atom tgpesgjiven in brackets and superscripted residue latels ar
consistent with the X-ray pdb file. ARG 417 is not includedhie QM region Il ofp-VBPO, but it is included in the-
VCPO QM region IIl." Model with flipped HIS411

O™-H, O*-H, O*H, O™H, O™H, O4-H™

[HHll]ARG380 [H H21]ARG380 [HZ].] LYS343 [HN] GLY417 [HN] SER416
p-VBPO-Z Il 2.0200.02)  215(0.11)  1.75(0.03) 1.84(0.01) 1.98(0.02)  1.96(0.14)
pVBPO-Z 191 2.08 1.69 1.81 - -
p-VBPO-S1 N >25 >3 1.88(0.01)  1.85(0.01) - -
p-VBPO-S2 Il 1.85(0.08)  2.28(0.51)  1.83(0.03) - - -
p-VBPO-S3 Il 2.06(0.06)  2350.52)  1.86(0.15) 2.07(0.14) 1.80(0.11) -
p-VBPO-S4 Il 1.88(0.04)  2.03(0.06)  1.75(0.03) 1.81(0.01) - -
p-VBPO-D13 I[ - - 2.11(0.07)  1.58(0.02)  1.72(0.02) -

Table 4.4.6Root-mean-square deviations (RMSD, in A) for all heawyrs included in the QM region | and I, relative to
the X-ray structure.

p-VCPO-Z 0.0+0.01 0.2+0.03
p-VCPO-S1 0.0 £0.00 0.3+£0.01
p-VCPO-S3 0.1+0.01 0.3+0.02
p-VCPO-S4 0.1+0.01 0.3+0.00

p-VCPO-D13 0.1+0.01 0.5+0.06

" p-VCPO-S4 deprotonates to resembleghéCPO-Z model, with a charged histidine.
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The LYS353 residue ip-VCPO, like the corresponding LYS341prvVBPO, forms a strong
hydrogen bond to the “Operoxo oxygen ligand see Table 4.4.4 and Table 4.4.56 Th
hydrogen bond is generally believed to induce thedbpalarization necessary for the
heterolytic cleavage of the side-on-bound peroXti@he major difference in the active sites
of p-VCPO and the homology-modelpeVBPO is a HIS411 in the position corresponding to
a PHE397 in th@-VCPO. Since the HIS411 is within hydrogen bondingadise of LYS353,

it has been suggestéd that this residue in VBPO may form significant hydengoonds,
thereby indirectly altering the reactivity of the gnm®e. Previous site-directed mutagenesis
studies have confirmed that these residues are traciactivity **°? This HIS411 may
affect the reactivity, by either protonating or depratting the LYS353, thereby indirectly
affecting the oxidative strength of these enzymes #mair affinity for the halide. To
understand the possible roles of the HIS411, a setalzulations were performed with
HIS411 in a flipped conformation, that is, rotatitg taromatic group of HIS residue so that
the N atom is facing away from the LYS341. Keeping in mihdttthe resolution of the X-
ray structure makes it difficult to distinguish clgabetween N and C atoms in the five-
membered rings of histidine residues, special atienis called to the two possible
orientations. Such a rotated HIS411 residue is stafliefor two modelsp-VBPO-Z andp-
VBPO-S1, see Table 4.4.5, and for the rest of theleisoit flipped back to the original
position during the QM/MM optimization. The geometricfelience between the flipped

conformations of a given protonation state is notigaarly pronounced.

To summarize this part, the non- and singly protonatedeisp-VCPO-Z andp-VCPO-S1
appear to be the best candidates for the protonst#zte ofp-VCPO. It is difficult to exclude
all the other models, however, and many of these bmyurther regarded as possible
candidates. A comparable degree of similarity was abserved in our earlier studies on the
native-forms of VCPO and VBPO. The lackm¥VBPO X-ray data prevents a similar type of

analysis for this enzyme at present.
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Solvation
As the apical oxygen (@ in the native-form of VCPO is released and theogiele binds
side-on in the equatorial plane to the vanadium napty coordination site is generated and is
able to accept the chloride ion during the catalyticeeyiel the crystallographic structure of
p-VCPO, the nearest water molecules are about 4.4 Sahd away from the metal center,
leaving a visibly large empty space at the latter. DutivegMD equilibration op-VCPO-Z,
these two water molecules diffuse closer to the diama, occupying this void that exists in
the experimentally determined structure. The sdlvenlecules, Cryw420 and Cryw165,
oscillate betweenB and(B.5 A from the vanadium, due to an interchange of {hesitions,
which is shown in Figure 4.4.4a. Whether this void aacommodate any additional water
molecules that are as yet unidentified crystallpbi@ally, is an important question that may
have mechanistic consequent¥s.

To probe if such an unidentified water molecule codde been missed by our standard
solvation/equilibration protocol, three additionadter molecules were placed manually into
this cavity of p-VCPO-Z and a series of classical molecular dynansitnulations were
performed. The additional solvent molecules were dotminterchange with one of the two
crystal water molecules within the active site, goently undergoing the same oscillation
of [B or [5.5A from the vanadium throughout the MD simulatiseg Figure 4.4.4b. Such
frequent exchange processes are an indication ofblamsiers, presumably due to weak
interactions. In general, there appears to be eafficient room for two water molecules
close to the metal, either one of the two crystg#iphically observed, or one of the added
waters. The overall affect of the additional waseonly marginal on the isotopic chemical
shifts, typically less than 10ppm, as discussed iméurdetail below.
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Figure 4.4.4Plot of the distances between vanadium and the oxygen afdhesnearest solvent molecules during MD
initial equilibration. a. The crystal water molecule/@420 (black) and Cryw165 (pink) b. The crystal water md&c
Cryw420 (black)and the additional water molecules Sgied) and SOL\(green), that were manually added during the
solvation phase.

Figure 4.4.5Plot of the distances between vanadium and the O atiiins pearest solvent molecules during initial MD
equilibration for 300ps. The crystal water molecules Cryw@edrk) and Cryw165 (pink).
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Isotropic chemical shifts
An investigation is made whethélV chemical shifts may act as a useful probe for the
assignment of protonation states of the peroxovanad#ie site in vanadium haloperoxidase
enzymes. Thé'Vv chemical shifts §so) of the vanadium nuclei in the different QM regions a
given in Table 4.4.7 (computed with inclusion of the Ndbint charges).

Table 4.4.7 5V Isotropic chemical shifts (ppm) averaged over six snapshwtshé two regions, together with the

corresponding standard deviatioE% and | A| sare the mean signed and mean absolute deviatiomsérethe VCPO and

VBPO models.

Model QM region | QM region Il

D p-VCPO p-VBPO p-VCPO p-VBPO
Z -704 + 7 708 + 6 -696 +8 -693 15
S1 -611+3 668 + 13 -683+20 -757 +21
S2 -741 £13 694 + 64 -700£30 735%30
S3 -599 + 23 612 + 17 -658 +35 -617+34
S4 -751+7 -755+9 -739+6 -703+16
D13 -227 +10 3275 -379+£28 -428+9
D; (1A19  sg(s8) 9 (41)

The isotropic chemical shifts across the QM regions$ &ie fairly stable, where variations
typically amount to less than 30ppm for most of thedat® p-VHPO-Z, p-VCPO-S2,S4 and

p-VBPO-S2,S3). The other models show larger fluctuatiavith more significant shielding
occurring on going from QM region | to 1, up to c&0ppm. This shielding may be partially
attributed to the binding of the apical water molecas it gets included in the larger QM
region (see discussion above). In the following, foisuset on the QM Ill results. For the
isotropic chemical shifts there are some notable réiffees betweep-VCPO andp-VBPO

models, cf. thqﬂavalue of ca. 40 ppm in Table 4.4.7. The isotropic chahshifts may be

loosely collected together into two groups, basecheir tocations. Firstly, a downfield region
from around ca. -400ppm has the doubly protonated modeisetbaevithin it. Secondly, an
upfield region from -620 to -760ppm contains all singly and-matonated models, with the

axially protonated models representing the more updiettese shifts.
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Table 4.4.8°V Isotropic chemical shifts (ppm) averaged over six snapsiagisther with the corresponding standard
deviations fop-VCPO, whereAd; is the difference betwegnVCPO(Ill) and n-VOT144(IV), A3, is difference between
VCPO(IIN) relative ton-VOD14(IV) andAdzis the difference betwegnVCPO(lIl) andn-VOD34(IV).

[ I 1 Ay A8, ABs A5
p-VCPO-Z 704 £ 7 699 + 9 -696 + 8 -94 -116 -89 -100
p-VCPO-Z 650 + 5 646 + 9 669+ 9

p-VCPO-Z -- -704 -706 -104 -126 -99 -110
p-VCPO-S1 611 +3 713 £ 4 -683 + 20 -81 -103 -76 -87
p-VCPO-S1 -490 + 3 612 +3 647 £3

p-VCPO-S2 -741 13 -697 + 29 -700 + 30 -98 -120 -93 -104
p-VCPO-S3 -599 + 23 -675 + 35 -658 + 35 -56 -78 51 -62
p-VCPO-S4 7517 729 £12 739 +6 -137 -159 -132 -143
p-VCPO-S2 -681 + 10 671 +15 720+ 7

p-VCPO-D13 -227 £10 -314 + 68 -379 + 28 223 201 228 217

"Denotes calculation of isotropic chemical shifts withouhpoharges.
Denotes model with three additional solvent water mole@it®yy with two crystal water molecules near the
vanadium cofactor.

Table 4.4.9%V Isotropic chemical shifts (ppm) averaged over six snapsiagisther with the corresponding standard
deviation$ for p-VBPO, A§; is the difference betwegnVBPO(IIl) andn-VBPO-D34(lll), AS, is the difference betwegn
VBPO(IIl) and n-VBPO-T344(lll).

| [ I AS; AS, AJ
p-VBPO-Z 708+ 6 701 £ 11 -693 + 15 -88 -80 -84
p-VBPO-Z* -649 £ 5 -650 + 17 -666 + 13
p-VBPO-Z' - - -695
p-VBPO-S1 -668 + 13 717 + 49 757 £21 -152 -144 -148
pVBPO-S1*  -583 +11 -662 + 50 742 +14
p-VBPO-ST - - -733
p-VBPO-S2 -694 + 64 - -735 + 30 -130 -122 -126
p-VBPO-S3 612 £17 -669+20 -617 + 34 -12 -4 -8
p-VBPO-S4 -755 £ 9 -695 + 15 -703 £ 16 -98 -90 -94
pVBPO-S4*  -676+8 -649 + 15 -685 +9
pVBPO-D13  -327+5 -408 + 21 -428+ 9 177 185 181

*Denotes calculation of isotropic chemical shifts without polmdrges.
"Model with flipped HIS411.
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Comparison of these isotropic shifts with experimenhampered by the fact that only a
single value is known, namely that pBPO in solution at = -1135 ppm?*! None of the
computed values comes even close to this exceptiosiaiyded region. The same had been
noted for the native VBPO, where the solutsgtfV) value of -931 ppm reported in the same
study was reproduced neither computatiofdfynor in a preliminary solid-state NMR study
of the same enzynf®! What is clear, however, is that transformatiorthef native into the
peroxo form entails a substantial shielding ofthéresonance, by ca. -200 ppm according to
the VBPO solution study. Assessment of the corredipgntrend for the QM/MM data
depends noticeably on the particular model(s) dsedhe native forms. For instance, the
three VCPO models that have reproduced the solid-stAte NMR-tensor elements
reasonably well, VCPO-D14, -D34, and -T144, showedapit 5(°*V) values of -580, -607,
and -602 ppm, respectively (largest QM regidit).Except for the diprotonateptVCPO-
D13, all otherp-VCPO models show clear upfield shifts from these Iners. For thep-
VCPO-Z andp-VCPO-S1 variants, which emerged as particularlynpsong from the
structural parameters discussed above, this comppfezld shift is between ca. -80 ppm and
-120 ppm. Comparing the same VBPO gm¢BPO models models with each oth&r
affords computed upfield shifts around ca. -70 to -160 pphnese (and the other singly
protonated) models thus reproduce the observed trendagiwely reasonably well. The
guantitative underestimation of this effect may beted in shortcomings of the particular
exchange-correlation functionals employed as these lsown problems to accurately
reproduce similar trends between simple aqueous vanadatk peroxovanadate
complexes®*! In any event the qualitative agreement with expertaigrend for most of the
QM/MM models is encouraging. One model for each enzfaiis to reproduce this trend,
namely the doubly protonategtVHPO-D13, for which substantial downfield shifts are
computed (Table 4.4.7). This candidate can thus bé/ safeluded.
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Anisotropic chemical shifts

The four parameters that characterize a solid-Ststespectrum are are collected in Table

4.4.10.

Table 4.4.10Reduced anisotropy, asymmetryn, nuclear quadrupole coupling const@gt (MHz) and asymmetry

parametenq with the associated standard deviations for six snapsWéBD is the mean absolute percent deviation across

the four parameters relative to the average valuatddbl model (QM region lll) of the respective haloperoxislase

*Denotes calculation of isotropic chemical shifts without pofrdrges.
**Denotes model with three additional solvent water molecalesg with two crystal water molecules near the vanadium

cofactor. +Model with flipped HIS411.
Model p-VCPO & Mo Co o MAPD
ID p-VBPO
4 I -685+9 0.4+0.01 9+0.35 0.30+0.14
I -729 +7 0.3+0.01 8+0.12 0.25+0.05
Il -738 6 0.3+0.05 9+0.23 0.32+0.13
I -733+8 0.3+0.03 9+0.42 0.22+0.09
I -699 £ 6 0.3+0.03 8+0.36 0.28+0.22 44
i -695+11 0.3+0.06 8+0.24 0.18+0.06 52
Z* I -684 £ 9 0.4+0.01 11+0.27 0.32+0.13
I -686 + 4 0.4+0.01 11+£0.15 0.11+£0.04
Il -698 £ 6 0.3+0.05 11+£0.24 0.34+£0.17
Il -728£10 0.3+£0.02 11 +£0.41 0.09+0.03
1l -677 £7 0.3+0.03 9+0.37 0.27+0.15 --
1 -780+£12 0.1+0.04 9+0.23 0.2+£0.12 --
p-VCPO- I -730 0.3 10 0.29
Z** I -668 0.3 9 0.52
p-VBPO- 1 -684 0.3 8 0.18
7+
S1 I -809 +4 0.6 £0.01 -8+0.06 0.84+0.03
I -750+12 0.6+0.04 -8+0.02 0.34+0.04
I -951 +4 0.8+0.01 6+0.23 0.77+0.07
I -965+80 0.7+0.17 -6+1.36 0.67 +0.08
1l -923 +6 0.8+0.04 6+0.30 0.65+0.06 --
1 -1014+5 0.5+0.03 5+045 0.86+0.10 --
S1* I -727 £ 2 0.9+0.01 9+0.11 0.95+0.03
I -644 £ 4 0.9+0.01 -9+0.03 0.3 +£0.08
I 904 £ 4 0.9+0.00 8+0.20 0.49+0.04
I -923+18 0.9+0.05 -7+0.33 0.20+0.15
1l -913 +5 0.9+0.00 7+0.17 066+0.05 --
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Il -1032+10 05+0.04  -5+0.76 0.72+0.09 -
p-VBPO-
st I -1052 0.4 7 0.6 -
S2 | 668 +40 0.23+0.03 9+0.26 0.82+0.10

| -501+108 0.60+0.26 9+1.29 0.93+0.02

[ -837+8 0.2+0.02 14+0.7  0.510.07

I -466+114  0.520.32 9+0.12  0.10£0.03

I -739+93 0.19+0.08 12+2.34 0.44+0.13 57

I 618 +59 0.20+0.10 8+0.20 0.80+0.13 42
S3 | -800+£38 0.7+0.02 4+0.11 0.47+0.35

| -708+29 0.7+0.03 7+0.59 0.74+0.17

[ 918 +34 0.9+0.03 6+152 0.57+0.25

I -711+89 0.6+0.19 9+1.40 0.58+0.28

1l -901+35 0.8+0.18 7+157 052+0.34 10

I -716+74 0.7+019 8+163 0.67+0.19 37
sS4 | -800+23 0.9+0.01 13+0.42 0.64+0.05

| -772+8  0.1+0.02 13+0.41 0.32+0.03

I -725+12 0.3+0.01 8+0.82 0.27+0.03

[ 692+5 0.4+0.07 8+0.14 0.48+0.02

Il -672+6  0.21+0.00 7+0.04 0.18+0.03 47

I -674+17 0.3+0.06 7+058 0.24+0.08 46
S | -834+19 0.1+0.00 15+0.42 0.61+0.04

| -815¢3  0.1+0.01 15+0.42 0.35+0.03

[ 695 +14 0.3+0.02 10+0.71 0.35+0.02

[ -688+10 0.4+0.07 10+0.12 0.44+0.10

I 636 +7 0.3+0.01 7+0.05 0.21+0.00 --

I 756 +17 0.1+0.03 9+0.48 0.15+0.13 --
D13 | 1070 +10 0.7+0.03 10+0.57 0.62+0.11

| 981+19 0.9+0.04 9+0.29 0.45+0.06

[ 1157 +60 0.7+0.06 5 +0.64 0.47 +0.06

[ -1040+18 0.9+0.03  10+0.90 0.17 +0.01

Il 1107 +34 0.7+0.02 5+0.24 0.79+0.27 68

1] -1028 +18 0.9+ 0.04 10+0.93 0.04+0.02 69

In general, small variations are observed in thewtaled CSA and EFG values across the six
snapshots. There are variations in the reduced eops,) when increasing the size of the

QM region for all models, and these variations a&avily dependent upon the distance of the
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crystal water to the vanadium metal center. Theyparticularly pronounced for both tpe
VCPO-S4 andp-VBPO-S4 models, which can be traced back to the pratansfer
concomitant with the increase of the QM region. therp-VBPO-S3 model, where a similar
intermittent proton transfer was observed (seei@ean Geometric Details above), the
variation in the reduced anisotropy is less pronounced.

nnnnnnnnnnnnnnnn

a. pVCPO-Z b. pVBPO-Z

il

c. pVCPO-S1 d. pVBPO-S1

nnnnn

i e 0 : ey a0 o ok oo
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e. pVCPO-S3 f. pVBPO-S3

Figure 4.4.6 Simulated spectra of p:VCPO-Z, b.p-VBPO-Z, c.p-VCPO-S1, dp-VBPO-S1 ep-VCPO-S3, fp-VBPO-
S3, to visualize the difference between the unprotonattdiagly protonated candidates in bpt' CPO andp-VBPO.
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Considering the MAPD in Table 4.4.10, which are giveatre? to thep-VHPO-S1 models,

it is apparent that there are substantial diffeesnisetween the various candidates. phe
VHPO-S1 models are simply chosen as a reference #iegeare strong candidates. These
differences can be even better appreciated in théragbat are simulated using the QM/MM
data (Figure 4.4.6). These results thus provide a gioghavenue of discriminating between
the likely candidates, once the corresponding expaitmheata becomes available.

In particular, the breadth of the experimental spee should be a good indicator for the
protonation state, i.e. non- vs. singly protonatexinfeare, e.g. Figure 4.4.6a with 4.4.6c/e). It
remains unclear at present whether the differemgdsn the singly protonated models will
be sufficient for specific assignments of the pratam site. According to the calculations,
the differences should be more prominent gefPBO, which therefore appears to a better
experimental target thgmVCPO for solid-statMAS °*V NMR spectroscopy.

When the samp-VCPO andp-VBPO models are compared with each other, the ti@ang&in
the tensorial properties are much less pronounced iheen going from one protonation
model to another. To appreciate the difference betweéHPO protein in the native or in the
peroxo-form, illustrative examples of simulat&® NMR spectra for VCPO are given in
Figure 4.4.7a and 4.4.7D.

nnnnnnnnnnnnnnn

a. nVCPO-D14 b. pVCPO-S1

Figure 4.4.7 Simulated spectra for one of the best candidates oftherform of VCPO, aVCPO-D14, compared to one
of the best candidates for the peroxo-fobop-VCPO-S1.
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As in our previous studies on the native enzymes, sgessed the direct effect of the
surrounding peptide regions on tH¥ NMR and EFG tensors by simply deleting the point
charges from the MM part in the property computatibime corresponding results, denoted
by an asterisk, show similar trends as the tenshesafor the full models given in Table
4.4.7. It was also checked for selected models tleantiusion of additional water molecules
in the apical cavity discussed above (data denoteddnuble asterisk ), or the possible ring-
flip of the extra HIS411 ip-VBPO (denoted by a dagger) , have only minor éffen the
computed NMR and EFG tensors of the metal center.

TD-DFT
TD-DFT was employed to calculate electronic exmtatienergies from the QM/MM
optimized models of both the native and peroxo-form&GPO and VBPO. Despite the
known deficiencies of TD-DFT for long-range chargensfer state¥’ this method has
proven to be very promising for many transition-msiatem&® and has recently been used
to assess the protonation state of native VEPEResults for the two strongest, low-lying
excitations for thep-VCPO andp-VBPO models are presented in Table 4.4.11. The last
column of Table 4.4.11 shows the difference betwibercalculated excitation energy for the
most intense of these two bands (QM | region) andettpeerimentally observed absorption
band at 384nm reported by Renirie et®alVe list only results for the smaller QM region |
because those for the larger QM region Ill were ypéayby spurious long-range charge
transfer states (e.g. from a lone pair on a digtaptide N atom to an empty metal-centered
MO). In a series of test calculations on the p-VE2@®odel, only small differences between
the snapshots were observed, and therefore onlitsder a single snapshot are presented in
Table 4.4.11.

In most cases there are two close-lying absorptioitis s¥milar intensities, which would
probably not be resolved, as the UV-vis absorptiondbaeported fop-VCPG® or p-
VBPO' are very broad. According to visual inspection of ¥M@s involved (QM | region)
the excitations occur predominantly from the occupiartbitals on the imidazole ring of
HIS496, or an occupied* orbital on the peroxo moiety, into anti-bonding als with a
large d-character on vanadium.
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Results

Table 4.4.11The transition energy in nm, the oscillator strengthf(), and the coefficient<; ) of the Cl expansion from

TD-DFT calculations of the peroxo-form pfVCPO andp-VBPO (QM region I)A denotes the difference between the
calculated absorption maximum and the experimental absorpigimum at 384nm.

Modef Ao T) Dominant Contribution C; A(N-384)
p-VCPO-Z 336(0.01) H N L 0.532 -48
292(0.01) H-1 . L 0.608
pVBPO-Z  335(0.009) H o L+l 0.457 -49
297(0.007) H L L 0.615
p-VCPO-S1 320(0.03) H-2 N L 0.567 -8
376(0.03) H L L+ 0.693
p-VBPO-S1  469(0.006) H -~ L 0.490 43
427(0.006) H L L 0.495
pVCPO-S2  331(0.01) H L L2 0.661 -53
336(0.01) H-1 . L+l 0.461
P-VBPO-S2  329(0.008) H o L+l 0.697 -55
292(0.004) H-2 . L 0.573
p-VCPO-S3 453(0.01) H o L 0.669 69
407(0.01) H-1 . L 0.601
p-VBPO-S3 457(0.006) H - L 0.653 73
342(0.005) H-1 o L+1 0.587
p-VCPO-D13  773(0.01) H L 0.687 389
396(0.01) H-1 N L 0.671
p-VBPO-D13 739(0.01) H - L 0.678 355

437(0.06) H-1 . L+l 0.582

*No results are given fop-VHPO-S4 models, because they are not stable as suchtivhesize of the QM region is

increased.
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Results

Table 4.4.12The transition energly in nm, the oscillator strengthf(), and the coefficient<;) of the Cl expansion from

TD-DFT calculations.

An( ) Dominant contribution  G;

V (=0), (OH), 268(0.008) H-1 - L 0.598
I

An( ) Dominant contribution  G;
p-VCPO-S1*  337(0.02) H-2 . L 0.558

310(0001) H1 _ L 0.627
n-VCPO-S1 269(0.02) H-1 . L+1 0.557
n-VBPO-S1 279(0.02) H-1 o L+2 0.439
n-VCPO-S3 281(0.02) H-1 ., L+1 0.402
n-VBPO-S3 274(0.02) H-2 ., L 0.392
n-VCPO-S4 273(0.02) H-3 . L 0.368
n-VBPO-S4 278(0.01) H - L 0.381
n-VCPO-T234  431(0.009) H o L+l 0.699
n-VBPO-T234 340(0.01) H2 L L 0.552

*Denotes point-charges are not present.

Most models agree with experiment within ca. 50 nmcgr0.4 eV - 0.5 eV in excitation
energies), a rather modest accuracy for TD-DFT, amgldifficult to assign or exclude one
particular model based on these data. Because loalgmall QM region could be employed
in the TDDFT computations, the effect of the surrangdM charges is noticeable. For the
p-VCPO-S1 model, for instance, thgax value decreases from 376 nm (Table 4.4.11) to 337

nm (see first row in the above Table 4.4.12) upon deleif these point charges.

In the resting state of the native VCPO enzyme, tWevid band appears at 305 nm - 315nm,
depending on the pH vallf8 TD-DFT computations for selected native VCPO andPB
models furnished strong absorptions in the observgidreagain without clear distinctions
for specific protonation states (See Table 4.4.1R¢ domputed changes between the native
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and peroxo forms are more significant than differenocesveen the two proteins at a
particular stage of the catalytic cycle, as seeovabfor anisotropic chemical shifts.
Interestingly the difference between VCPO and VBPOeapp more pronounced in the
peroxo-form. For the parent vanadateVB, , a band at ca. 268 nm is comput&die.
distinctly blue-shifted relative to the vanadate ctdes in the enzymes and in good accord

with experimentX = 270 nm)*!

Conclusions

We have used a QM/MM scheme to compute structdf®sNMR tensors, and UV-Vis
excitation energies of two vanadium-dependent hatdgses in their peroxo forms,
namely p-VCPO andp-VBPO. The latter has been modeled for the firstetirmssuming
homology of the active site with that pfVCPO, for which the structure is known in the
solid. Special attention was called to the depecel@f the properties on the protonation state
of the peroxovanadate moiety and the ensuing hydrbged network. The ligand
environment about the metal as observed in spidCPO is best preserved in the
unprotonated models, whereas most of the singly prtadneariants bind a nearby water
molecule, which is present as free crystal wateghesolid. Judging from the agreement of
optimized bond lengths and the isotropie’ chemical shifts with experiment, the non- or
singly protonated models are the most likely struttcmadidates for these enzymes. Models
that are doubly protonated (whether at the termiralar the peroxo atoms) can be excluded,
as they are either unstable during optimization, fmrdfisotropic chemical shifts that fail to
reproduce the experimentally observed increase indsingebn going from native to peroxo

forms.

For a further discrimination between non- and singbtgnated models (and the specific site
of protonation in the latter), isotropic chemical shdnd TDDFT-derived excitation energies
are not sufficient. Theoretical chemical-shift anBGtensors, on the other hand, predict
substantial intrinsic differences between the varmnagonation models, in particular between
non- and singly protonated ones. When an experimanfal-state®V MAS NMR of p-
VCPO orp-VBPO will be reported eventually, a comparison ® $imulated spectra reported
herein should enable the discrimination between tsiple candidates and furnish detailed
insights into the structure of the active site.

12€



Results

The VCPO and VBPO proteins have been experimergalbyvn to have a different oxidation
profile. Whether this is a result of a single stepthia catalytic cycle or whether this is a
fundamental difference throughout the cycle is a stjoe that may be addressed
systematically with QM/MM calculations. This study ¢askthe first steps toward answering
this question, as it was shown that the secondaryamaent of the proteins, i.e. outside the
first hydrogen bonding sphere, effectively tunespgheperties of the active site via indirect
hydrogen bonds and electrostatic interactions. Stliele differences between the active sites
of both native and peroxo forms of VCPO and VBPOlast probed by the anisotropity
NMR properties, i.e. CSA and EFG tensors.

In summary, we have successfully analyzed a challengactive intermediate by using a
combination of theoretical methods for a comprehenstomparison to a number of
previously published experimental reports. The misitigplinary nature of this comparison
serves to gauge the strengths of the various thedrefig@oaches and to increase the
confidence in the results. New interpretations\@ilable experimental data, and predictions

where such data is currently lacking, open the wayfdirther studies on these intriguing
systems.
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5 Summary

This thesis has contributed to understanding of diana containing complexes via a study of
the chemical shifts computed using Density Functiofia¢ory. A series of biologically

important Vanadium containing complexes in gaseous eoddensed phases were
investigated using static and dynamic calculations] #e results have been critically

compared with the experimental data.

DFT has been used to determine the innocence ofzexidamavadin, a derivative of an
intriguing natural product with an unusual structu¥® NMR chemical shifts have been
computed for non-oxo vanadium(V) complexes relatedxidized amavadin,A-VY{(S,S)-
hidpa},]~, (Hshidpa = 2,2 -hydroxyiminodipropionic acid). According to modacalations,
the unusual deshielding of tH&V resonance is due to a combination of conventional
substituent effects (e.g. oxo- vs. dihydroxo-, ooalk vs. carboxylato-ligands), rather than
to a non-innocent nature of the hidpa ligand. Forcsete diastereomeric vanadium hidpa
complexes, Born-Oppenheimer molecular dynamics simuakthave been carried out in
order to rationalize the observed differentiatior®®NMR chemical shifts.

N/ a —N/_‘_
T ™~

/ @)
0)
OH HO
HO\V / - AS 1233 \V\
Hog |\ OH o/ OH
N o

/™ \

Figure 5.1 Going from an oxovanadium complex to a nonoxo species modelling thaaltigand environment in oxidized
amanadin is responsible for a large part of the low shigl the®V nucleus in the latter.
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Summary

In the main part of this thesis, a protocol for cotation of >V NMR chemical shifts of
large molecules has been developed, validated, @ietd to elucidate structural details of
vanadium-containing enzymes. This protocol is basea popular hybrid QM/MM model
and has been extensively tested for computatiortheot'V NMR tensor parameters of an
entire enzyme, vanadium-dependent chloroperoxidas®QyCSpecial attention is called to
the protonation state and protonation sites ofvidngadates cofactor, important information
that has not yet been obtained experimentally. Aarsive number of protonation states for
the vanadium cofactor (active site of the protemj a number of probable positional isomers
for each of the protonation states have been corsidotropic chemical shifts are found to
be a poor indicator of the protonation state, howeaarsotropic chemical shifts and the
nuclear quadrupole tensors appear to be sensitiviegatayes in the proton environment of the
vanadium nuclei. It turns out that only a small lm@mout of many possible candidates with
different protonation states and H-bond networks lcarreconciled with the experimental
solid-state MAS®'V NMR data. The computations show that the effectthef peptide
environment on the metal shift in the active site wiract: the peptide backbone acts as
scaffold dictating the precise location of the ligambout the metal, which is more important
for the tensor elements than the direct responsigeoiave function to the charge distribution
of the environment.
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CRYW200, 333
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\ ! (@)
LYS353-__ O4 LYS353~._ % 4
02 //I/l, | 2 ////' | — H ~
V=——Q,- - =SER402 V—O0 Sa
ARG360 -~ _ /: 3 ARG360- . __ /; 3 SER402
HO; . 01 -
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Figure 5.2 Schematic sketches of VCPO candidle@t can reproduce the experimental NMR data)
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Summary

The observed unusuaPv chemical shift in the related vanadium-containing
bromoperoxidase (VBPQ$ only partly reproduced using that QM/MM based computationa
approach. The primary difference between these tetactures, the presence of a histidine
in VBPO whereas a phenylalanine is located at thatiposn VCPO, is studied via analysis
of the respective theoreticalV NMR parameters. Theoretic&lV chemical shift and EFG
tensors for VBPO and VCPO show only minor differenicethe isotropiad(>'V) value, but
somewhat more pronounced changes in the tensor vdlbeshoenzymes. Once these tensor
values can be accurately refined experimentallyMBPO, selection of the best model(s)
should be possible, which would furnish insights istiactural details (protonation state, H-
bond network) of this enzyme.

HIS 486

Figure 5.3 Structure predicted for peroxo-VBPO via homology modeling. drieelicted V NMR and EFG tensors should
allow to assign protonation state (and site) once expetageta become available.



Summary

Finally, theoretical CSA and EFG tensors have besmputed from QM/MM models of
VCPO and VBPO in their peroxo-forms. As the struetaf the peroxo form of VBPO has
not been determined experimentally or studied comunaity so far, the homology model
presented in this thesis constitutes the first eipstructural proposal for this important
intermediate. Based on the trends in isotropic shiftgaing from the native to the peroxo-
forms and on the requirement for a stable side-anxpeunit, the possibility for doubly
protonated models can be excluded. The computed NMREXG tensors combined with
TD-DFT results for UV/Vis bands highlight intrinsicfidirences that may provide means to
elucidate structural differences between the remgimion- and singly protonated models.
When an experimental solid-stat®/ MAS NMR of VBPO in the peroxo form will be
reported eventually, a comparison to the simulatedtspeeported herein should enable the
discrimination between the possible candidates.

In summary, this thesis has helped to expand thesliafiNMR computations significantly.
Using an appropriate hybrid QM/MM methodology, it is np@ssible to compute transition-
metal NMR properties for entire metalloenzymes. Feamadium containing haloperoxidase,
this approach turned out to be a valuable complenweakperimentaf'V solid state NMR
spectroscopy and X-ray crystallography, becausendution of all three methods can now
be used to obtain refined structural informationcawning the H-bond network in the active
site. The multidisciplinary nature of this approachy serves to increases the confidence in
the results, and holds great promise for furtheliegpons in the bioinorganic chemistry of
transition metals. The calculations were not onlgdufor interpretation and assignment of
available experimental data, but also to make priedietwhere the experimental data is
currently lacking, thus leading the way for further exmental studies.
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6 Outlook

One area where the present approach can be immigdipigied is that of VCPO mutants,
which are being prepared and studied experimentallprder to assess the effects of
individual residues on structure and catalytic activiM/MM computations of the type
presented in this thesis can be expected to furresdileld insights into the way how specific
residues can fine-tune the H-bond pattern in theveasite. Eventually it would be desirable
to perform not just geometry optimizations, but &i4D simulations at a suitable QM/MM
level, in order to improve the sampling for the NMRperties.
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Publications

Articles resulting form this thesis:

1. The Presumption of Innocence? A DFT-Directed \&rdn Oxidized Amavadin and
Vanadium Catecholate Complexes. K. R. Geethalaksiark P. Waller, and
Michael Buhl,Inorg. Chem2007,46,11297-11307

2. Y NMR Chemical Shifts Calculated from QM/MM Models ofanadium
Chloroperoxidase. Mark P. Waller, Michael Buhl, K. Beethalakshmi, Dongqi
Wang, and Walter ThieChem. Eur. J2007, 13, 4723 — 4732

3.  °V NMR chemical shifts from QM/MM models of Vanadium Broperoxidase.
Waller, M. P.; Geethalakshmi K. R.; Buhl, Nl.Phys.Chem.R008 112 5813-5823.

4. >/ NMR chemical shifts calculated from QM/MM models Peroxo-forms of
Vanadium Haloperoxidases. K. R. Geethalakshmi, NPar®aller, Walter Thiel and
Michael Biihl.J. Phys. Chem..BPublication date(web) Marci'42009
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