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Abstract

This work presents the measurements of the charge asymmetry and top quark spin observables

in tt̄ events based on 20.3 fb−1 of
√
s = 8 TeV proton–proton collisions recorded with the ATLAS

detector at the LHC. These analyses are performed in the dilepton final state, characterized by the

presence of two isolated leptons (electrons or muons). Two different reconstruction algorithms

are studied and applied to reconstruct the tt̄ system. For the measurements of the charge asym-

metry, inclusive and differential measurements are performed using top-quark and lepton based

observables. The differential measurements are performed as a function of the transverse mo-

mentum, mass, and boost of the tt̄ system. For the top quark spin measurements, 15 observables,

each sensitive to a different coefficient of the spin density matrix of tt̄ production, are measured

independently. Ten of these observables are measured for the first time. These measurements

represent a full characterization of the spin density matrix. The measurements are corrected

to particle and parton level by using the Fully Bayesian Unfolding method. At particle level,

all measurements are performed in a fiducial region, while at parton level they are performed in

the full phase space. No significant deviation from the Standard Model is observed for any of the

measurements performed.

Die vorliegende Arbeit präsentiert Messungen der Ladungsasymmetrie und der Spin Observable

des Top Quarks in tt̄ Ereignissen auf der Basis von 20.3 fb−1 proton–proton Kollisionen, die bei
√
s = 8 TeV mit dem ATLAS Detektor am LHC aufgezeichnet wurden. Die präsentierten Anal-

ysen wurden mit Ereignissen mit zwei isolierten Leptonen im Endzustand durchgeführt (Elek-

tronen oder Muonen). Zwei verschiedene Algorithmen wurden untersucht, um das tt̄ System

zu rekonstruieren. Die Messung der Ladungsasymmetrie beinhaltet inklusive und differentielle
Messungen unter Verwendung von Top Quark und Lepton basierenden Observablen. Die dif-

ferentiellen Messungen wurden als Funktion des transversalen Momentums, der Masse und des

Boosts des tt̄ Systems durchgeführt. Für die Messung des Top Quark Spins wurden 15 Observ-

able, die sensitiv auf verschiedene Koeffizienten der Spin-Dichtematrix der tt̄ Erzeugung sind,

einzeln analysiert. Zehn dieser Observablen wurden das erste Mal gemessen und die Messun-

gen repräsentieren eine vollständige Charakterisierung der Spin-Dichtematrix. Die Messungen

wurden auf Teilchen-, und Partonebene durch eine Fully Bayesian Unfloding Methode korrigiert.

Auf Teilchenebene wurden alle Messungen im Referenzbereich durchgeführt, während die Mes-

sungen auf Partonebene im kompletten Phasenraum durchgeführt wurden. Es wurden keine sig-

nifikanten Abweichungen von den Vorhersagen des Standardmodels beobachtet.
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Introduction

Particle physics is a branch of science that tries to answer a question which has been captivating

mankind since its existence: "what is the universe made of?". It has been developed by brilliant

physicists for many years, converging to one of the most powerful models to-date: the Standard

Model (SM). The SM describes the elementary particles and their interactions. The properties of

the particles can be used as tools to test its veracity. In particular, the heaviest particle of the

SM, known as the top quark, offers a versatile way of testing the SM due to its short lifetime. The

properties of the top quark can be studied experimentally through its decay products. Properties,

such as spin, polarization, and charge asymmetry are excellent tools to test the SM, as well as to

probe its possible extensions since new physics could affect their expected behavior. The Large

Hadron Collider at CERN is considered as a top quark factory, providing large amount of top

quark events at rates incredibility high with respect to previous experiments in particle physics.

The amount of data allows for precision measurements and the exploration of properties that

were not possible to characterize before.

The measurements of the charge asymmetry offer a precision test of the SM. Measurements

performed at the Tevatron Collider at Fermilab showed large discrepancies with respect to the ex-

pected values, which led to the development of possible extensions of the SM. These discrepancies

are not as large as before, due to more accurate SM predictions recently produced, however, the

uncertainties on the measurements are still large. These large uncertainties on the measurements

make the results compatible with both SM and its possible extensions. Precise measurements of

the charge asymmetry are needed in order to constrain those extensions of the SM as well as to

detect any deviation from the expected value.

The measurement of the polarization of the top quark and the spin correlation between pair-

produced top and antitop quarks probes the full production and decay chain of the process,

since together they characterize the spin density matrix of the process. Measurements of the

polarization and spin correlation have been performed at the Tevatron and the LHC. However,

these measurements only partially characterized the spin density matrix, since the observables

that were used were proportional to linear combinations of the different elements of the matrix.

This work presents measurements of the charge asymmetry, as well as the first full character-

ization of the spin density matrix. Inclusive and differential measurements of the charge asym-

metry are performed, while for the characterization for the spin density matrix the measurement

of 15 different observables is performed. The measurements are performed in top and antitop

quark pair events using the full 2012 dataset collected by the ATLAS detector. Both sets of mea-

surements are performed in a fiducial region close to the detector acceptance and the full phase

space. The dileptonic decay channel of the top pair system is used to perform the measurements.

It offers a good balance between purity and the amount of statistics. However, reconstruction of

the final state using this channel requires special consideration due to the presence of the two

neutrinos. The quality of the results strongly depends on the reconstruction method used. In this

work, two different reconstruction methods are studied and optimized for each of the two sets of

measurements performed.
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CONTENTS

This work is divided in the following chapters. In Chapter 1 a brief theoretical overview of

the SM, top-pair production, and the measured properties are presented. Chapter 2 describes

the experimental apparatus: the LHC machine and the ATLAS detector, including the data used

to performed the measurements. In Chapter 3, the main aspect of the simulation of hadron col-

lisions is described. Chapter 4 describes the object definition and event selection performed in

order to enrich the data sample with dileptonic events. In Chapter 5, the quality of two different
reconstruction procedures are studied. Chapter 6 presents the method used to correct for the ef-

fects introduced by the ATLAS detector: Fully Bayesian Unfolding (FBU). Chapter 7 describes the

systematic uncertainties affecting all the measurements. This is followed by the measurements of

the charge asymmetry in Chapter 8 and the spin observables in Chapter 9, where the optimization

of FBU, estimation of systematic uncertainties, and results are presented. Finally, conclusions are

presented.
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1
Theoretical Framework

In this chapter, the theoretical framework used to define the observables measured in this work

is presented. First, the basis of the Standard Model is described, followed by the description of

the particle of interest for the measurements presented: the top quark. Finally, the observables

used to perform the measurements are presented.

1.1 The Standard Model

The Standard Model (SM) is a quantum field theory that describes the elementary particles and

their interactions. It is one of the most successful scientific theories developed so far, with excel-

lent precision and predictive power. The fundamental forces described by the SM are the strong,

weak, and electromagnetic interactions. The particles in the SM are categorized in two different
types: fermions and bosons. Fermion particles have half-integer spin, whereas bosons are parti-

cles with integer spin. The fermions are divided into three families and describe the observable

matter in our universe. The fermions consist of three charged leptons, three neutrinos, and six

quarks. For each of these particles, there exists an antiparticle with the same mass and opposite

quantum numbers. This gives a total of 24 fermionic particles. The bosons, on the other hand,

mediate the different fundamental interactions between fermions. The strong force is mediated

by the gluon (g), the weak force by three weak bosons (W ± , Z), and the electromagnetic force by

the photon (γ). The SM is structured according to the gauge group SU (3)C ×SU (2)L×U (1)Y . The

three groups represent the fundamental symmetries that correspond to the forces describing the

interaction of particles: the color symmetry (C), described by the non-Abelian group SU (3)C , and

the symmetry with respect to the weak isospin (L) and hypercharge (Y ) gauge groups, described by

SU (2)L×U (1)Y . All fermions carry a weak charge and interact with the weak force carriers W ±

and Z. All matter particles, except for the neutrinos, are electrically charged and interact with

the electromagnetic force, mediated by the photon. Only the quarks have a color charge and un-

dergo strong-force interactions mediated by gluons.

The SM may be considered as the combination of two theories: Quantum Chromodynamics

(QCD) [1], which describes the strong interactions from the SU (3) color symmetry and the elec-

troweak (EW) theory [2–4], which describes the electroweak interactions corresponding to the

11



CHAPTER 1. THEORETICAL FRAMEWORK

isospin and hypercharge symmetries. These theories are described in the following.

1.1.1 Quantum Chromodynamics

The SU (3)C symmetry group corresponds to the strong interaction, governed by the theory of

QCD. The color charge occurs in three flavors: red, green and blue, and the corresponding

anti-colors: anti-red, anti-green and anti-blue. QCD interactions are described by the QCD La-

grangian, defined as:

LQCD = −1
4
F
µν
a Faµν +

∑
i

ψ̄j (i∇− gA
j
µ −mj )ψj with Faµν = ∂µA

a
ν −∂νAaµ − ig[Aaµ,Aaν], (1.1)

where Aµ is the gauge field (corresponding to gluons), ψ are the quarks, and g is the gauge cou-

pling parameter, which is related to the strong coupling constant αS as g2 = 4παS . The commuta-

tor [Aaµ,A
a
ν] is defined under the SU (3)C transformations and is responsible for the self-interaction

of the gluons. The index a and j run over the color charges and the quark flavors, respectively.

The parameter αS in the one-loop approximation depends on the energy scale, Q2, as:

αS (Q
2)∼ 1

β0 ln(Q2/Λ2)
, (1.2)

where β0 = 1
12π (33 − 2Nf ) for Nf quark flavors and Λ is the QCD scale at which αS diverges

(Λ∼200 MeV). This results in a characteristic property of QCD: at high energies the coupling

is small and perturbation theory may be used as a good approximation, but at low energies the

coupling is so strong that colored objects are only found in color-neutral composite objects and

perturbation theory is no longer a good approximation. This behavior (called confinement) implies

that all quarks are always found in bound states of colorless hadrons (except the top quark), i.e,

color-singlets. Two kinds of color-singlets are observed: baryons (composed of three quarks) and

mesons (composed of a quark and an antiquark pair).

1.1.2 Electroweak interaction

The SU (2)L×U (1)Y symmetry group represents the electroweak theory (EW), which combines the

U (1) electromagnetic interactions with the SU (2) weak interactions. Here Y refers to the weak

hypercharge (Y /2 = Q + I3 with Q the electric charge and I3 the third component of the weak

isospin) and L to the chirality (handedness) of the weak interaction. The electroweak Lagrangian

is defined as:

LQED = −1
4
FµνFµν + ψ̄(iDµ −m)ψ with Fµν = ∂µAν −∂νAµ − ig[Aµ,Aν], (1.3)

whereDµψ = ∂µψ+ieAµψ is the covariant derivative applied to the fermion ψ and Aµ corresponds

the gauge fields of the theory. The commutator [Aµ,Aν] is defined under the SU (2)L×U (1)Y
transformations and it is related to the self-interaction of the gauge fields. There are four gauge

bosons associated with the SU (2)L×U (1)Y group: W a
µ ( a = 1,2,3) and Bµ. The non-Abelian nature

of SU (2) implies that the gauge bosonsW a
µ interact with each other. Linear combinations of these

four gauge bosons leads to the observed γ(A), Z,W ± bosons:

A = sinθWW
3 + cosθWB, (1.4)

12



1.1. THE STANDARD MODEL

Z = cosθWW
3 − sinθWB, (1.5)

where θW is the weak mixing angle related to the coupling constants gW of the SU (2)L and g ′W of

the U (1)Y groups through:

sinθW =
g ′W√
g2W g

′2
W

. (1.6)

The bosonsW ± are defined by the linear combination

W ± =
1
√
2
(W 1∓ iW 2). (1.7)

The weak interaction is experimentally observed to violate parity [5] and the theory is constructed

such that the weak interaction only acts on left-handed fermions. Left-handed fermions are

formed into weak isospin doublets (SU (2)) whereas right-handed fermions form singlets (U (1)).

The eigenstates that interact through the weak interaction, known as weak eigenstates, are dif-

ferent from the physically observed mass eigenstates. These states are related by the Cabbibo-

Kobayashi-Maskawa (CKM) matrix. The CKM matrix is parametrized in terms of three mixing

angles and a complex phase that causes CP-violation in the SM. The element |Vab |2 of the CKM

matrix is proportional to the probability of a transition from a quark a to a quark b. One possible

parametrization of the CKM matrix is shown in Eq. 1.8, as well as the elements that are propor-

tional to the quark transitions. In the expression, cij and sij are the cosines and sines of the Euler

angles (θ12, θ23, θ13) used in the parametrization, and δ13 is the complex phase.

VCKM =


c12c13 s12c13 s13e

−iδ13

−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13

s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13

 (1.8)

1.1.3 Spontaneous symmetry breaking

In order to keep the EW theory invariant under transformation of the gauge group (gauge invari-

ance), the gauge bosons must be massless. However, observations show that the Z andW bosons

are massive. A spontaneous symmetry breaking, known as the Higgs mechanism, was introduced

in order to solve this problem [6–8]. The Higgs mechanism introduces a complex scalar field φ

that follows the SU (2) symmetry. The Lagrangian describing its kinematics is defined as:

LHiggs = (Dµφ)
†(Dµφ)−V (φ), (1.9)

where V (φ) = λ(φ†φ)2 − µ2φ†φ is called the Higgs potential and is invariant under SU (2) gauge

transformation. If µ2 < 0, the state of minimum energy will be that with < φ >= 0 and the

potential will preserve the symmetries of the Lagrangian. In this case, the theory is simply a scalar

theory with a massless photon and a scalar field φwith mass µ. However, if µ2 > 0, the field φwill

acquire the value of minimum energy of the potential, known as the vacuum expectation value

(called vev), of < φ >= v/
√
2 =

√
µ2

2λ . When the field is situated at a minimum, the SU (2)×U (1)

symmetry is broken to form the U (1) symmetry, providing masses to the W and Z bosons and

giving a non-complex field h which corresponds to the Higgs boson. This boson was discovered

in 2012 by the ATLAS and CMS Collaborations at the Large Hadron Collider (LHC) [9,10].

13



CHAPTER 1. THEORETICAL FRAMEWORK

The mass of the fermions is given by the interactions between the fermions of different chiral-
ities and the Higgs field. This term is known as the Yukawa coupling and is given by:

LYukawa = gf (Ψ̄LφΨR + Ψ̄RφΨL). (1.10)

Each fermion has a different coupling constant (gf ) which is related with the mass of the fermions

as m = gf v
√
2.

1.1.4 Limitations of the SM

The SM is a powerful theory that describes an enormous variety of physics processes. However,

some limitations of the SM indicates that it needs to be extended or embedded into broader

theories. These theories could unify the strong interaction, weak interaction and gravity (which

is not described by the SM). Also, astronomical observations show gravitational effects of non-

observable matter (called DarkMatter) that cannot be described by the matter particles contained

within the SM [11].

Another problem occurs when the fundamental value of some physical parameter, such as a

coupling constant or a mass, is very different from the value that is measured in an experiment

(effective value). This occurs because the effective value is related to the fundamental value by its

renormalization, which applies corrections to it. The renormalized values of most parameters are

close to their fundamental values. In some parameters, it appears that there are large cancella-

tion between the fundamental quantity and the quantum corrections, for example the quantum

corrections that the mass of the Higgs boson receives due to the presence of quantum correction

from the top quark. The corrections depend on the interplay between the positive contributions

of the Higgs boson and negative contribution from the top quark (which is larger than the Higgs

mass) leading to the need to “fine tune” the scale Λ at which the SM is valid, which is an intrinsic

part of the renormalization procedure. This problem i s commonly referred to as the hierarchy

problem.

Beyond the SM theories (BSM) have been proposed to address these limitations. For instance,

in one of the models, all the particles from the SM get a super partner particle that would share

the same mass and internal quantum numbers besides spin with the SM particles. This assump-

tion provides a solution to the hierarchy problem, since it gives extra contributions to the renor-

malized values, as well as a candidate for dark matter. This model is known as SUSY (Super

Symmetry) [12]. Grand unification theories (GUT) have been also proposed, where the three

gauge interactions of the SM which define the electromagnetic, weak, and strong interactions, are

merged into one single force at very high energies. These theories predict new gauge mediators

(such as Z ′ andW ′) and also predict the masses of the neutrinos1 due to the generalization of the

group theory in which it is realized [13, 14]. Other more specific models, are focused on provid-

ing explanations for deviations observed in SM measurements. Some of these models are studied

in this work.

1In the SM the neutrinos are assumed to be massless.
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1.2. THE TOP QUARK

Figure 1.1 – Leading Feyman diagrams for the tt̄ production.

1.2 The Top Quark

In 1973, Kobayashi and Maskawa proposed a new family of quarks in the SM in order to explain

the experimentally measured CP violation in electroweak decays. Before this, only two families

were considered. The new family of quarks introduced the bottom and the top quark. After the

discovery of the b-quark in 1977 in dimuon resonances [15], intense searches of the top quark

started to take place in the colliders available at the time. After many years of setting limits on

the top mass in several experiments, it was finally discovered in 1995 at the Tevatron by the CDF

and D0 Collaborations [16, 17]. With a mass of ∼170 GeV, it is the heaviest elementary particle

observed so far.

1.2.1 Production at hadron colliders

At hadron colliders, top quarks are mainly produced in pairs (tt̄) via the strong interaction. They

can also be produced singly (single top) via the electroweak interaction at about half of the tt̄

production rate. The leading order (LO) Feyman diagrams of the tt̄ production are shown in

Fig. 1.1.

The strong interaction between colliding hadrons (protons or antiprotons) is described by

perturbative QCD. A hard scattering process between some constituents of the hadrons, called

partons (quarks or gluons), occurs in the collision. Each of the partons carries a fraction x of the

mometum of their parent hadrons. The hadron collision can be described by separating the short

distance (hard scattering) and long distance interaction. The separation makes use of theorem

known as the factorization theorem, which allows to write the cross-section of σpp→X as:

σpp→X =
∑
a,b

∫
dxadxbfa(xa,µ

2
F)fb(xb,µ

2
F)× σ̂ab→X(xapa,xbpb,µ

2
Fµ

2
R), (1.11)

where fi(xi ,µ
2
F) (i = a,b), corresponds to the probability of finding a parton i within the proton

carrying a fraction xi of the momentum of the proton. It is known as the parton distribution
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Figure 1.2 – MSTW parton distribution functions for gluons and quarks at Q2 = 10 GeV2 (left) and

Q2 = 104 GeV2 (right) [18,19].

function (PDF). The PDFs do not depend on a particular process, they are estimated by com-

bining information from deep-inelastic scattering experiments and hadron colliders. The term

σ̂ab→X(xapa,xbpb,µ
2
F ,µ

2
R) is the cross section for the partonic process ab → X. The factorization

scale µ2F describes the scale of the interaction. An additional renormalization scale µ2R accounts

for higher-order corrections. For calculations and simulations, both scales are set to the typi-

cal transferred momentum Q2 of the process studied. In the case of tt̄ production the scale is

often chosen to be equal to the top quark mass, µ2F = µ2R = m2
t . In tt̄ production, the fraction of

momentum x carried by each of the colliding partons follows the relationship:

√
x1x2s ≥ 2mt , (1.12)

and by assuming that both partons carry a similar fraction of the energy x1 ≈ x2 = x, the relation
becomes:

x ≥ 2mt√
s
. (1.13)

At the LHC for a center-of-mass energy
√
s = 8 TeV, this value is x ≥ 0.04. Figure 1.2 shows

the MSTW parton distribution functions for gluons and quarks within the proton [18, 19]. The

probability of gluon collisions is significantly larger than for any other parton in this region. This

leads to the fact that the production of top quark pairs at the LHC is dominated by the gluon

fusion processes by approximately 85%. This is not the case at pp̄ collisions such as the Tevatron,

where the same calculation yields x ≈ 0.18. In this region, quark-antiquark annihilation is the

dominant production process and both quarks are expected to be valence quarks.

The total tt̄ production cross section at the LHC is calculated at next-to-next-to leading or-

der in QCD to be σtt̄ = 177.3+10.1−10.8 pb
−1 at

√
s = 7 TeV, σtt̄ = 252.89+13.30−14.52 pb

−1 at
√
s = 8 TeV,

and σtt̄ = 832+40−46 pb
−1 at

√
s = 13 TeV, for a top quark mass of 172.5 GeV [20]. Measurements

have been performed by both ATLAS and CMS collaborations, yielding a combined value of

σtt̄ = 173.3±10.1pb−1 at
√
s = 7 TeV [21]. Measurements at

√
s = 8 TeV yield σtt̄ = 242.9±8.8 pb−1
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Figure 1.3 – Summary of LHC and Tevatron measurements of the top-pair production cross-section as a function

of the center-of-mass energy compared to the NNLO QCD calculation. The measurements and the theory

calculations are quoted considering a mass of the top 172.5 GeV. Measurements made at the same center-of-mass

energy are slightly offset for clarity [26].

(ATLAS) [22] and σtt̄ = 239±13 pb−1 (CMS) [23], while at 13 TeV the measurement yield σtt̄ =

818±36 pb−1 (ATLAS) [24] and σtt̄ = 792±42 pb−1 (CMS) [25]. All measurements are in agree-

ment with the SM predictions. Measurements and predictions for Tevatron and LHC are summa-

rized in Fig. 1.3 as a function of the center-of-mass energy
√
s.

1.2.2 Decay

Since the lifetime of the top quark is 5×10−25 s, which is shorter than the hadronization scale,

it decays before the hadronization can occur. The top quark decays in almost all cases via elec-

troweak interaction into a b quark and aW boson and the CKMmatrix element |Vtb | is 0.99914±0.00005 [27].
The W boson decays either leptonically (to one lepton and one neutrino) or hadronically (to one

quark and one antiquark). Therefore, the pair decays are categorized based on the decay of the

W boson as follows:

- Fully hadronic. BothW decay hadronically, leading to a final state with six quarks.

- Semileptonic. One W decays hadronically and one leptonically, leading to a final state of

three quarks, one charged lepton and one neutrino.

- Dileptonic. BothW decay leptonically, leading to a final state with two quarks, two charged

leptons, and two neutrinos.

The probability of having a fully hadronic decay is approximately 45%, while is it 44% for a

semileptonic decay, and 10% for dileptonic decay. The fully hadronic and semileptonic channels

offer large amount of events, at expenses of large background contributions. The purity2 is higher

2The purity of the sample is quantified by the signal over background ratio
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for the semileptonic channel than for the fully hadronic channel, due the charged lepton present

in the process that helps to have a clear signature of the event. The dileptonic channel offers
a pure sample since the background contribution is smaller than in the other channels. The

leptonic τ decay in this channel is usually considered as part of the electron or muon channel. In

the analyses presented in this work, the dileptonic decay channel is used.

SM backgrounds for dileptonic decays

Other SM processes can have two charged leptons, two jets and two neutrinos in the final states

or can imitate the signatures of dileptonic events in the detector. For instance, the quarks or glu-

ons can be identified as the b-quarks coming from the tt̄ decay. Another example is the case of

the neutrinos which are not detected but they are inferred using the transverse energy of other

particles. In dileptons decays, the major background contributions arise from the Drell–Yan pro-

cess, diboson production and single top production in theWt channel. This will be discussed in

detail in Chapter 4.

1.2.3 Properties

The most important characteristic of the top quark is that, due to its large mass, the lifetime is

a order of magnitude shorter than the time scale of the strong interaction. This implies that the

top quark decays before hadronization occurs. Thus, the quantum numbers of the top quark are

transferred to its decay products and not diluted by hadronization effects. This is the only quark

that posses such characteristic and allows for a deep study of its properties.

Since its discovery, the top quark’s properties have been thoroughly studied. For example, the

top mass has been measured with a precision well below 1 GeV by combining the measurements

of the Tevatron and the LHC [28].

The top quark allows for the study of the Wtb vertex through the measurement of the W he-

licity [29–31].3 This measurement represents a good test of the SM sinceW bosons with positive

helicity are forbidden in top-quark decays. The measurements performed to-date are consistent

with the SM expectations. The coupling of the top quark with the Higgs boson, i.e the Yukawa

coupling, is of particular interest in BSMmodels since it is the highest quantum contribution that

the self-coupling constant of the Higgs boson receives. The Yukawa coupling has been studied

very recently at the LHC using top pair production in association with the Higgs boson. Cur-

rently, there are limits and the first measurement is expected soon with data collected during the

period between 2015 and 2018 (called Run 2) [32,33].

The charge asymmetry in top quark pair production has been also studied for several years at

different experiments at the Tevatron and at the LHC, such as D0, CDF, ATLAS, and CMS [34–40].

Precise measurements of this quantity are needed in order to clarify discrepancies between the

different results. The measurement of this quantity is the first objective of this work and it will

be more thoroughly described in Sec. 1.3.

The spin correlation in top quark pairs and the top quark polarization have been measured

by different experiments at the LHC and at the Tevatron [41–45]. The measurements were found

3The helicity of a particle is the projection of its spin into an axis defined by its momentum direction.
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to be consistent with the SM model predictions. However, the spin correlations and polarization

have been measured with a small set of observables that only partially describes the spin density

matrix (described in Sec. 1.4). The full characterization of the spin density matrix is the second

objective of this work and it will be thoroughly described in Sec. 1.4.

1.3 Charge asymmetry in top pair production

Most of the measurements in the top quark sector have yielded results compatible with SM pre-

dictions. The only exception to this was the measurement of the forward-backward (FB) asymme-

try in tt̄ production at the Tevatron in 2011, where a significant discrepancy with respect with

the SM prediction was found [46] at that time. The equivalent of the forward-backward asymme-

try in symmetric collision such as pp collision at the LHC, is called the charge asymmetry.

1.3.1 Generalities

The charge asymmetry describes an excess of top quarks over antitop quarks in certain kinematic

regions. In the SM, it occurs from higher-order corrections in QCD calculations of tt̄ production

through quark-antiquark annihilation. Specifically, it originates from the interference between

the Born amplitude for qq̄ → tt̄ and its one-loop box correction, and from the interference be-

tween initial- and final-state radiation (ISR, FSR) in qq̄→ tt̄g (see Fig. 1.4). The total asymmetry

depends on the contributions that these two interference provides individually. The Born-box

interference provides a positive contribution to the asymmetry while the ISR/FSR interference

provides a negative contribution. The sum of these effects results in top quarks being emitted

preferentially in the direction of the incoming quark and top antiquarks being emitted preferen-

tially in the direction of the incoming antiquark. The amount of the ISR and FSR is correlated

with the transverse momentum of the tt̄ system, since the amount of radiation increases with the

transverse momentum. At low transverse momentum (pT,tt̄ < 25 GeV), the asymmetry is positive

since the Born-box contribution dominates, while it is negative at high transverse momentum

(pT,tt̄ > 25 GeV) since the ISR/FSR interference dominates. The overall asymmetry is expected

to be positive in the SM. The asymmetry also gets contributions from QED, when the diagrams

analogous to Fig. 1.4 (by changing the gluons by photons) interfere with the QCD diagrams. This

contribution is approximately 20% for the forward-backward asymmetry at the Tevatron and ap-

proximately 10% for the charge asymmetry at the LHC. These contributions depend on the rela-

tive amount of the uū and dd̄ initial-states in tt̄ production. Electroweak contributions can also

be estimated using the same diagrams as in Fig. 1.4 but changing gluons to Z bosons. This con-

tribution is found to be of the order of 1% at the Tevatron and negligible at the LHC due to the

small weak coupling.

The forward-backward charge asymmetry can be defined in top pair production as the asym-

metry in the distribution of the angle θt between the outgoing top quark and the incoming quark

in the tt̄ rest-frame:

AFB =
N (cosθt > 0)−N (cosθt < 0)
N (cosθt > 0) +N (cosθt < 0)

, (1.14)
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Figure 1.4 – Main sources of the QCD charge asymmetry in tt̄ productions: interference of Born and box

diagrams (top- left and right, respectively) and interference of initial state and final state radiation diagrams

(bottom- left and right, respectively).

where N corresponds to the number of the events with cosθt > 0 or cosθt < 0. The charge asym-

metry only appears in qq̄ processes. However, it can be measured in both pp̄ and pp collisions.

The measurement can be naturally performed in pp̄ collision, as is the case for the Tevatron, due

to the asymmetric initial state and the fact the qq̄ annihilation is the dominant process for tt̄ pro-

duction. In pp collisions, which is the case for the LHC, the measurement is slightly more com-

plicated to perform due to the symmetric nature of the collision and the fact that qq̄ annihilation

is not the dominant process to generate tt̄ events.

1.3.2 Observables at the Tevatron

The cosθt angle is used in the definition of asymmetry, but in some cases it is not possible to

know a priori the direction of the incoming quark. At the Tevatron, with its colliding protons and

antiprotons, both quarks and antiquarks appear as valence quarks. As these particles are coming

from different directions, it is possible to redefine the asymmetry in terms of the rapidity y4 of

the top and antitop quarks with respect to the interacting beams as:

Att̄FB =
N (∆y > 0)−N (∆y > 0)
N (∆y > 0) +N (∆y < 0)

with ∆y = ytop − yantitop. (1.15)

In the dileptonic channel, it is also possible to use the two leptons to define a lepton-based asym-

metry (called leptonic asymmetry). Since the momentum of the top quark is transferred to its de-

cay product, the leptons are likely to have a similar momentum direction. This is not always the

case and leads to a dilution of the asymmetry compared to the tt̄ asymmetry. The leptonic asym-

metry, instead of using the rapidity, uses an approximation of the rapidity for massless particles,

known as pseudorapidity5 η. This quantity transforms in an additive way under boosts along the

4The rapidity is defined as y = 1
2 ln

E+pz
E−pz , where E is the energy of the particle and pz the momentum along the z-axis,

defined along the collision axis.
5The pseudorapidity is defined as η = −ln

(
tan θ2

)
, where θ is the angle between the momentum of the particle and the

z-axis.
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Figure 1.5 – Measured Att̄FB as a function of the mass of the tt̄ system. The asymmetry value is expected to

increase with respect to the energy of the system. Small deviations from the SM predictions are observed [34,35].

z axis and its difference is thus Lorentz invariant since the leptons are assumed to be massless.

The leptonic asymmetry is constructed using the difference of the pseudorapidities of the leptons
as:

A``FB =
N (∆η > 0)−N (∆η < 0)
N (∆η > 0) +N (∆η > 0)

with ∆η = η` − η ¯̀. (1.16)

The measurements of Att̄FB, using half of the Tevatron Run 2 dataset, showed discrepancies be-

tween results and expectations. The measurement performed by CDF showed a deviation of

more than 3σ with respect to the SM predictions [46]. However, the measurement performed by

D0 was compatible with the SM prediction and the measurements performed by CDF. [47]. The

same behavior was observed in the leptonic asymmetry, however it was of the order of 2σ . Dif-

ferent BSM models were proposed to explain the discrepancy. At the present, the tensions have

been reduced in the final results using the full Tevatron dataset. CDF reports Att̄FB = 0.164±0.047,
corresponding to a 1.7σ excess over the SM prediction of Att̄FB = 0.088±0.006 at NLO+EW [48],

whereas D0 finds agreement within 1σ with Att̄FB = 0.106±0.030 [49]. In the case of the lep-

tonic asymmetry, CDF is reporting a value of A``FB = 0.072±0.060 [50], while D0 is reporting

A``FB = 0.123±0.056 [35], both compatible with the SM prediction of A``FB = 0.040±0.004. The

asymmetry as a function of the mass of the tt̄ system in the measurements performed by CDF

also showed a discrepancy with respect to the theoretical predictions, as shown in Fig. 1.5. These

deviations are not fully covered by the experimental and theoretical uncertainties. CDF reports a

deviation with respect to the SM, which is not observed by D0. However, both measurements are

compatible between each other. This deviation puzzled the physics community for several years.

Recently, the theoretical predictions estimated at next-to-next-to-leading order (NNLO) [51] have

lowered the tension, making the predictions compatible with the differential results reported by

D0 and about ∼2σ below that of the values reported by CDF.

1.3.3 Observables at the LHC

At the LHC it is not possible to define a forward-backward asymmetry due to the symmetric

collision (pp collision). However, due to the fact that the valence quarks carries a larger fraction

of the proton’s energy than the sea quarks, and no valence antiquark are present in the collision,
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the direction of the tt̄ system is expected to be the same as the valence quark in the laboratory

frame. In this scenario, a forward top quark in the tt̄ rest frame has on average a larger absolute

rapidity |y|, in the laboratory frame, than the backward antiquark. This makes it possible to define

a forward-central asymmetry, called charge asymmetry, using the difference of the rapidities of

the top and antitop in absolute value as:

Att̄C =
N (∆|y| > 0)−N (∆|y| < 0)
N (∆|y| > 0) +N (∆|y| < 0)

with ∆|y| = |ytop| − |yantitop|. (1.17)

As in the case of the Tevatron, the asymmetry can also be measured in dileptonic events by using

the leptons coming from the top quarks. The leptonic asymmetry at the LHC is constructed using

the difference in the pseudorapidities of the leptons in absolute value as:

A``C =
N (∆η > 0)−N (∆η < 0)
N (∆η > 0) +N (∆η > 0)

with ∆|η| = |η` | − |η ¯̀|. (1.18)

The charge asymmetry has been measured by ATLAS and CMS at 7 and 8 TeV, with no significant

deviation from the SM predictions [36–40]. At 7 and 8 TeV, the tt̄ asymmetry has been measured

by ATLAS and CMS in the semileptonic and dileptonic channel [36, 37, 39]. Using dileptonic

events the leptonic asymmetry have been also measured. The measurements performed by AT-

LAS at 8 TeV using dileptonic events, correspond to the work presented in this work. Differen-
tial measurements at the LHC are intended to enhance the asymmetry value by discrimanting tt̄

events produced via qq̄ annihilation over those produced by gg fusion and have been performed

by ATLAS and CMS [36,37].

1.3.4 Charge asymmetry in BSM models

Possible explanations of the discrepancies that were observed between the experimental results

and the SM predictions, is that new physics were affecting the asymmetry value. Various exten-

sions of the SM were proposed to explain the excess of the measured asymmetry at the Tevatron.

In these models, the interference of the LO new physics diagram with the SM diagrams is the

mechanism that contributes to the charge asymmetry value. The parameters of the models are,

in most of the cases, chosen to be compatible with the tt̄ cross section measurements and con-

straints from flavor physics and other electroweak precision tests. However, a relatively wide

range of asymmetries can be predicted. Despite the fact that the measurement performed at

D0 and CDF are compatible with the recent NNLO calculations, the uncertainty on the measure-

ment is very large, which makes them compatible with both SM and BSM predictions. Figure 1.6

shows the prediction of the AFB and AC for different BSM models, as well as the measurements

performed at the LHC and at the Tevatron. Some of the models are compatible with the current

measurements while other models are disfavored. A particular model studied in this work is the

color-octet vector G model (showed in cyan). In this model, a new particle G is exchanged in the

s channel via flavor-diagonal couplings. It gives an amplitude that interferes with the SM qq̄→ tt̄

Born diagram. The corresponding contribution to the charge asymmetry is proportional to the

product of axial couplings with light and top quarks gu,dA gtA. Depending on the relative sign of

the couplings and on the massMG, the contribution to the asymmetry can be positive or negative.
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Figure 1.6 – Comparison of predictions for the inclusive asymmetries AFB and AC for several simple models,

together with the experimental measurements obtained at the Tevatron and LHC [52].

1.4 Polarization and spin correlation

The degree of polarization of a particle, P , is the expectation value of the helicity of the particle,

given by:

P =< ~S · p̂ >, (1.19)

where ~S is the spin of the particle and p̂ is a unit vector in the direction of the momentum of the

particle. This polarization is commonly referred to as the longitudinal polarization. A fermion

which is maximally polarized has a projection of its spin onto its momentum direction of ±~/2;
the positive (negative) projection is called parallel (antiparallel). Under parity transformation

P , the degree of longitudinal polarization transform as P (P ) = −P , therefore, the longitudinal

polarization is parity-odd and any mechanism that generates a longitudinally polarized particle

must violate parity symmetry. Due to parity conservation in the strong production of tt̄, the SM

predicts a very small longitudinal polarization of the top quark.

Top quarks produced via QCD are expected to be almost unpolarized but their spins are ex-

pected to be correlated. The degree to which the spin of the top quark is aligned with the spin of

the antitop quark, in tt̄ production, is known as the spin correlation. The spin correlation (C) can

be expressed as the ratio of the difference of spin-aligned pairs and spin anti-aligned pairs in a

given frame of reference:

C =
N (↑↑) +N (↑↑)−N (↑↓)−N (↓↑)
N (↑↑) +N (↑↑) +N (↑↓) +N (↓↑)

. (1.20)

This parameter depends on which reference is used to quantify the top and the antitop quark

spin direction, commonly referred to as the spin-quantization axis.

During decay, the spin information of the top quark is transferred to the W boson (and to its

decay product) and the b quark. The degree to which these particles retain the spin information

of top quarks is known as spin-analyzing power (α) and is defined between the values of −1 and
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1. The α parameter relates the measured values of the polarizations and spin correlation with

its true values. The spin-analyzing power is known at NLO [53]. For charge leptons, α = 0.998,

which is the value closest to 1 across the different particles involved in the tt̄ decay. This means

that by using charge leptons a precise estimation of the spin of their parents top quarks can be

obtained.

Some BSM models used to explain the anomalous forward-backward asymmetry include a

parity violating chiral coupling to the top quarks that predict a larger longitudinal polarization

of the top quark in tt̄ production than expected in the SM. They can also alter the spin correlation

of the top and antitop quark by modifying the production mechanism of the tt̄ pair, as well as

the tt̄ decay by which the spin information is accessed. The spin correlation measurement has for

example been used to exclude masses of the SUSY partner of the top quark in a minimal SUSY

model [54].

A precise measurement of the polarization and spin correlation offers a way to validate the

SM predictions. It also offers a way to distinguish between the various BSMmodels if for instance

a non-negligible polarization is measured or a spin correlation significantly larger than the SM is

observed.

1.4.1 Generalities

The squared spin density matrix of tt̄ production can be decomposed in the following way [55]:

|M |2 ∝ Ã+B+ · s1 +B− · s2 +Cijs1is2j . (1.21)

The coefficient Ã is completely spin independent and fixes the cross section of tt̄ production.

B± corresponds to the polarization vectors for the top and antitop quark and Cij is the spin

correlation matrix. The vectors s1/2 denote the spin vectors of the top/antitop quark. Since the

leptons are an excellent tool to access the spin information, the Eq. 1.21 can be rewritten in term

of their angular distributions with respect to the production angles of the leptons that come from

the top and antitop quark as:

1
σ

d2σ
d cosθad cosθb

=
1
4
(1+Ba+ cosθ

a
+ +B

b
− cosθ

b
− −C(a,b)cosθa+ cosθb−), (1.22)

where Ba, Bb and C(a,b) are the polarization and spin correlation along the spin quantization axes

a and b. The angles θa and θb are defined as the angles between the momentum direction of a top

quark decay particle in its parent top quark’s rest frame and the axis a or b. The subscript +(−)
refers to the top (antitop) quark. From Eq. 1.22 it is possible to retrieve the following relation for

the spin correlation between the axes a and b:

C(a,b) = α+α−C0 = −9 < cosθa+ cosθ
b
− >, (1.23)

where α+ (α−) are the spin-analyzing power for the positive (negative) lepton and C0 is the spin

correlation of the top quarks. By integrating out one of the angles in Eq. 1.22, the differential
cross section, which only depends linearly on the polarization of the top quark, is obtained:

1
σ

dσ
d cosθa±

=
1
2
(1+αBa0 cosθ

a
± ) =

1
2
(1+Ba cosθa± ). (1.24)
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where B0 represents the true value of the polarization of the top quark. This means the differential
cross section has a linear dependence on the polarization Ba, from which also follows:

Ba = 3 < cosθa > . (1.25)

1.4.2 Choice of basis

By choosing a specific basis {k̂, n̂, r̂}, the coefficients from Eq. 1.22 can be further decomposed into:

B±i = b±k k̂i + b
±
n n̂i + b

±
r r̂i , (1.26)

Cij = cnnn̂i n̂j + crr r̂i r̂j + ckk k̂i k̂j

+ crk(r̂i k̂j + k̂i r̂j ) + ckn(k̂i n̂j + n̂i k̂j ) + crn(r̂i n̂j + n̂i r̂j )

+ εijl(c
CP
r r̂l + c

CP
k k̂l + c

CP
n n̂l), (1.27)

where bl(l = 1,2,3) are the polarization coefficients with respect to their corresponding axis and

clm are the spin correlation coefficients. The superscripts +(−) indicate the top (antitop) quark.

In order to perform a measurement of all the coefficients of the spin density matrix, a set of

spin-quantization axes must be defined. They can be defined6 as follows [55]: a helicity axis (k̂),

which is the momentum direction of the top quark in the tt̄ rest frame, an axis transverse to the

production plane (n̂), which is spanned by the direction of the top quark and the beam axis in the

laboratory frame, and an orthonormal quantization axis (r̂), chosen to be orthogonal to the other

two. They are mathematically defined as:

n̂ =
1
r

(
p̂× k̂

)
, r̂ =

1
r

(
p̂− yk̂

)
, (1.28)

y = k̂ · p̂, r =
√
1− y2, (1.29)

where the axis p̂ defines the direction of one of the proton beams.

A set of observables, proposed in Ref. [55], can be used to measure the different coefficients of

the spin density matrix directly. Each of the observables is sensitive to one coefficient of the spin

density matrix. These observables are obtained from angular distributions defined by the double-

differential cross section for tt̄ production (see Eq. 1.22). The observables consist of single and

double cosθ distributions and are summarized in Tab. 1.1. The table describes the names used

for the different observables, their definition, as well as a shorter notation to which coefficient of

the spin density matrix they are connected. The observables consisting of sums and differences of
two cosθa cosθb terms will be referred to as cross-correlations. The expectation values and their

SM predictions at NLO are shown in Tab. 1.2.

All cosθ observables are calculated by taking the dot product of the positive/negative lepton

momentum direction, indicated by a subscript +/−, and one of the spin quantization axes, indi-

cated by a superscript for the angle θ. For instance, k̂ ·`+ = cosθk+ describes the cosθ observable of

the positive lepton and the helicity axis. For the calculation of cosθ with negative leptons, each

of the axes is multiplied by a minus sign. The necessity for this additional factor is intuitive in the

helicity axis, as −k̂ is the direction of the antitop quark in the tt̄ rest frame. The multiplication

6This is an arbitrary choice, different spin-quantization axes lead to different observables.
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Name Expectation value Observable Proportional to

Helicity polarization Bk cosθk± b±1
Transverse polarization Bn cosθn± b±2
R polarization Br cosθr± b±3
Helicity correlation C(k,k) cosθk+ cosθ

k
− ckk

Transverse correlation C(n,n) cosθn+ cosθ
n
− cnn

R correlation C(r, r) cosθr+ cosθ
r
− crr

R-Hel Sum C(r,k) +C(k, r) cosθr+ cosθ
k
− + cosθk+ cosθ

r
− cnn

R-Hel Diff C(r,k)−C(k, r) cosθr+ cosθ
k
− − cosθk+ cosθr− cCPn

Trans-Hel Sum C(n,k) +C(k,n) cosθn+ cosθ
k
− + cosθk+ cosθ

n
− crk

Trans-Hel Diff C(n,k)−C(k,n) cosθn+ cosθ
k
− − cosθk+ cosθn− −cCPr

Trans-R Sum C(n,r) +C(r,n) cosθn+ cosθ
r
− + cosθr+ cosθ

n
− crk

Trans-R Diff C(n,r)−C(r,n) cosθn+ cosθ
r
− − cosθk+ cosθr− cCPk

Table 1.1 – The top spin observables, their definitions, and to which coefficient of the spin density matrix they are

proportional are listed in this table.

with the sign of the scattering angle y for the transverse and r axis is necessary as the initial state

is symmetric due to the two proton beams, but in the definition of the axes a fixed beam direction

is used. Without applying this factor, the corresponding cosθ distributions would always be a

flat line. Table 1.3 summarizes the corrections to the axes, that are used for the cosθ calculation

for positive and negative leptons.

In the previous measurements of ATLAS [43, 44] and CMS [45] from the LHC, and CDF [41]

and D0 [42] from the Tevatron, only a subset of these coefficients has been measured using differ-
ent techniques and approaches. All results measured by the different experiments are in agree-

ment with the SM. The polarization was measured along the helicity and transverse axes, which

provides two coefficients bi [42, 43, 45, 56]. The polarization along the transverse axis has been

only measured at the Tevatron by D0 [42]. For the measurements performed at 7 TeV at the LHC,

ATLAS and CMS used a template fit to extract the polarization value. The template fit shows a

good statistical uncertainty, but a large model dependency. At 8 TeV, CMS used a different ap-
proach to extract the polarization value, known as unfolding [45]. The unfolding procedure is

intended to reduce the model dependency, but with an impact on the statistical uncertainty. D0

also measured the polarization values by using a template fit. In the case of the spin correlation,

the measurements performed by ATLAS and CMS at 7 and 8 TeV were sensitive to linear com-

binations of different correlation coefficients, making it impossible to characterize precisely the

spin density matrix [44, 57]. An example of the observables used in these measurements is ∆φ.

This observable is defined as the difference of the azimuthal angle between the two leptons in the

laboratory frame and it is sensitive only to the linear combination of the cnn and ckk parameters.

In this work, the set of 15 observables that characterizes the full spin density matrix are mea-

sured. Out of all the observables considered for the measurement, only the polarization and the
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Expectation values NLO predictions

Bk+ 0.0030±0.0010

Bk− 0.0034±0.0010

Bn+ 0.0035±0.0004

Bn− 0.0035±0.0004

Br+ 0.0013±0.0010

Br− 0.0015±0.0010

C(k,k) 0.318±0.003

C(n,n) 0.332±0.002

C(r, r) 0.055±0.009

C(n,k) +C(k,n) 0.0023

C(n,k)−C(k,n) 0

C(n,r) +C(r,n) 0.0010

C(n,r)−C(r,n) 0

C(r,k) +C(k, r) −0.226±0.004

C(r,k)−C(k, r) 0

Table 1.2 – List of the observables and corresponding expectation values measured in this analysis. The SM

predictions at NLO are also shown [55]; expectation values predicted to be 0 at NLO are exactly 0 due to term

cancellations. The expectation values can be obtained from the corresponding observables using the relations from

Eq. (1.23) and (1.25). The uncertainties on the predictions refer to scale uncertainties only; values below 10−4 are

not quoted. The first six observables correspond to the polarization of the top and antitop quarks along the various

axes, the other nine to the spin correlations. In order to distinguish between the correlation observables, the

correlations using only one axis are referred to as spin correlations and the last six as cross correlations.

Axis name Positive lepton Negative lepton

Helicity k̂ −k̂
Transverse sign(y) n̂ −sign(y) n̂

R sign(y) r̂ −sign(y) r̂

Table 1.3 – Axes taken for the cosθ calculation by taking the dot product with the momentum direction of the

positive (+) or negative (-) lepton.
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spin correlation along the helicity axis have been measured at 7 TeV by ATLAS and CMS and at

8 TeV only by CMS. D0, apart from measuring the polarization along the hecility axis, has re-

cently measured the polarization in the transverse axis (n̂), i.e. the Bn+ and the Bn− observable, and

also along the beam axis, with no deviation from the SM predictions. As result, 10 observables

are measured for the first time in this work.
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2
Experimental Apparatus

In this chapter the experimental apparatus is presented. First, the Large Hadron Collider complex

is described. This is followed by the description of the ATLAS detector which collected the data

analyzed in this work. The description of the dataset used to performed the analyses is also

presented.

2.1 The LHC

The Large Hadron Collider (LHC) at CERN is the largest accelerator ever built. It is a proton–

proton (pp) collider, located in the tunnel where the Large Electron-Positron collider (LEP) used

to operate between the years 1989 and 2000. The LHC tunnel has a circumference of 27 km

and is situated at the Swiss-French border. The LHC is designed to reach a nominal center-of-

mass energy of 14 TeV. It consists of two superconducting adjacent rings and four collision points

where the main detectors called ATLAS, CMS, LHCb, and ALICE are located. The protons travel

through the rings in opposite directions and cross each other at the collision points. The protons

travel through 1232 dipoles to maintain a circular path and 392 quadripoles to keep the proton-

beam focused, which increases the likelihood of interactions between them at the collision points.

The particle acceleration process involves several steps and starts which the proton source,

which is a bottle of hydrogen gas. An electric field is used to strip hydrogen atoms of their elec-

trons to yield protons. The protons are injected in groups (bunches) to a linear accelerator called

LINAC2, that accelerates them up to 50 MeV. The resulting proton-beam is then transferred into

the first circular accelerator, called BOOSTER (Proton Synchrotron Booster), that increases the

energy up to 1.4 GeV in 1.2 seconds. Subsequently, the beam is transferred to the PS (Proton Syn-

chrotron) and the SPS (Super Proton Synchrotron). Both are circular accelerators that increase

the energy of the beam up to 26 GeV and 450 GeV, respectively. Finally, the beam is injected to

the LHC where it reaches the collision energy. The LHC not only accelerates bunches of protons,

but also heavy ions, which are used to produce special environments to be analyzed by different
experiments.

Figure 2.1 shows the different components and collision points of the LHC complex. There

are four collision points, where the protons interacts and the data is collected by the different
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Figure 2.1 – Schematic diagram of the CERN accelerator complex. The different components and interaction

points are shown [58].

detectors:

• ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid): they are general

propose detectors, designed to study the Standard Model of particle physics, its possible

violations and explore its frontiers.

• ALICE (A Large Ion Collider Experiment): this is an experiment for heavy ions. The main

purpose of this experiment is to study the quark-gluon plasma.

• LHCb (Large Hadron Collider beauty): this is an experiment specialized in b-quark physics.

The main purpose of this detector is to study b-hadron production, CP violation, and de-

cays.

Besides the high center-of-mass energy of the LHC, it also outperforms previous accelerators.

The integrated luminosity (L) is related with the number of events per second (N ), for a given

process, as follows:

N = L×σint , (2.1)

where σint is the cross-section of the given process. The integrated luminosity depends on the

instantaneous luminosity (L), as:

L =
∫
Ldt, (2.2)

where L only depends on the parameters of the beam and can be estimated through the following

equation:
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L =
nbfrn1n2
2πσxσy

, (2.3)

where n1 and n2 are the bunch populations (protons per bunch) in beams 1 and 2 respectively,

fr is the revolution frequency of the LHC, nb is the number of bunch pairs colliding in each

revolution and σx and σy characterize the horizontal and vertical beam widths.

Timeline of the LHC and ATLAS data taking

The LHC was designed to operate at 14 TeV and after finishing construction in 2008 the accelera-

tor was expected to be operating at a center-of-mass energy of 14 TeV by the end of 2008. Unfor-

tunately, on September 19th, 2008 a fault occurred in the electrical connection between a dipole

and a quadrupole, resulting in mechanical damage and release of approximately 6 tonnes of liq-

uid helium breaking the vacuum conditions of the beam pipe. This event shaped the evolution of

the LHC data taking during the following years, making it possible to increase the center-of-mass

energy only up to 8 TeV until the first long shutdown in 2013.

The damages were repaired in 2009 and the LHC started to operate with a collision energy

of 900 GeV, which allowed ATLAS to obtain approximately 9 µb−1 for calibration purposes using

minimum bias measurements. In 2010, the energy of the proton beam was gradually increased

up to 7 TeV. The number of bunches and the bunch intensity1 of the machine were also increased

up to 368 bunches and 1.2×1011 protons per bunch, where an integrated luminosity of 45 pb−1

was recorded by the ATLAS detector. The same energy was maintained until 2011, while the

number of bunches was increased to 1380 and the bunch intensity to 1.45×1011 protons per

bunch, making it possible to deliver an integrated luminosity of 5.46 fb−1, of which 5.05 fb−1 was

recorded by the ATLAS detector.

In 2012, the collision energy was increased to 8 TeV, maintaining the number of bunches but

increasing the bunch intensity to 1.7×1011 protons per bunch. A total integrated luminosity of

22.6 fb−1 was delivered by the LHC while 21.3 fb−1 was recorded by the ATLAS detector.

A long shutdown took place during 2013 and 2014, where several repairs took place and

allowed the machine to reach the center-of-mass energy of 13 and 14 TeV. This new period of

data taking is known as Run 2. The first collision at 13 TeV was delivered in summer of 2015,

recording during that year a total integrated luminosity of 3.9 fb−1. In 2016, the data taking

continued to take place until the end of the year and more than 40 fb−1 were collected. Figure

2.2 shows the delivered luminosity as a function of the time for the 2011, 2012, 2015, and 2016

data-taking periods [59].

2.2 The ATLAS detector

The ATLAS detector is the largest detector at the CERN complex. The detector, which is shown

in Fig. 2.3, has a cylindrical shape with a length of 44 m and a radius of 11 m and weighs approx-

imately 7000 tons [60]. The high energy and luminosity of the LHC makes it possible to study a

1Number of protons per bunch.
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Figure 2.2 – Delivered luminosity by the LHC as a function of time [59].

wide range of processes, which includes searches for new physics as well as high precision mea-

surements of QCD and EW processes. These studies present a serious experimental difficulty, as

it implies that every candidate event for new physics will on average be accompanied by 23 in-

elastic events per bunch-crossing at the designed center-of-mass energy and luminosoty. A good

identification of final objects, such as the charged particle momentum, missing transverse energy

(Emiss
T ) and secondary vertices, as well as a good spatial coverage is very important.

The detector is built in several layers of sub-detectors, each devoted to the measurement of

different properties for different types of particles and physical signatures. The sub-detectors

are grouped into three main systems: the Inner Detector (ID), followed by a calorimeter system

(electromagnetic and hadronic) and finally by the muon spectrometer. In the following sections

these components of the ATLAS detector are described.

2.2.1 Coordinate system

The ATLAS coordinate system is a cartesian right-handed system, with its origin at the nominal

collision point. The proton beam defines the z-axis and the x − y plane is defined transverse to

the beam direction. The x-axis is defined pointing to the center of the LHC ring and the y-axis

pointing to the surface. The azimuthal angle (φ) is measured in the x − y plane and the polar

angle (θ) in the y − z plane. The radial coordinate r is measured in the x − y plane.

Fundamental quantities, such as the particles momenta, are measured with respect to the

x − y plane due to initial momentum in that plane. In the x − y plane, the momentum of the

system is zero before the collision, and it will remain zero after the collision. This gives a natural

constraint on the initial conditions which is not possible to impose along the z-axis since the

initial momentum of the system is unknown. The transverse momentum (pT) is defined as,

pT = p sin(θ). (2.4)
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Figure 2.3 – Schematic diagram of the ATLAS detector. All the different components are specified [60].

The distances are measured in the η −φ plane (with η is the pseudorapidity) using:

∆R =
√
(∆η)2 + (∆φ)2. (2.5)

2.2.2 Inner detector

The Inner Detector (ID) is the closest detector to the collision point and covers a range up to

|η| < 2.5. It is responsible for measuring particle trajectories (known as tracks) and transverse

momenta [61, 62]. The ID is designed to provide a high momentum resolution σpT/pT = 0.05% ·
pT ⊕ 1%, which gives a resolution of about 2% (3%) for a 25 GeV (50 GeV) charged particle [60].

It consists of three independent sub-detectors: the Pixel Detector, the Semi Conductor Tracker

(SCT) and the Transition Radiation Tracker (TRT). Its layout is shown in Fig. 2.4.

The inner and the external part of the ID are realized with different technologies. The inner

part consists of high-resolution semiconductor pixel and micro-strip sensors (Pixel and SCT).

When a charged particle traverses the silicon layer, it generates a number of free electron-hole

pairs along its track, which are proportional to the energy loss of the incident particle. An electric

field is applied to the sensors, causing the electrons and holes to drift towards the electrodes in

opposite directions. The collected charges induce a signal in the pixel andmicro-strips electrodes,

which allows for the determination of the position of the particle passing through the detector.

The difference between pixels and micro-strips sensors consists mainly in their geometry: pixels

sensors are closely spaced pads, capable of good 2-dimensional reconstruction, while micro-strips

sensors give a good resolution along one privileged coordinate that depends on the position of

the sensor.

The outer part of the detector (TRT) consists of straw-tube tracking detectors. The straw tubes

are parallel to the beam direction in the barrel and arranged radially in wheels in the end-cap

region. They are interleaved with a transition radiationmaterial (radiator), which is characterized

by having a widely varied index of refraction. Charged particles traversing the radiator produce
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Figure 2.4 – Schematic diagram of the Inner Detector (ID) barrel (left) and end-cap (right) of the ATLAS

detector. All the different components are specified [61,62].

X-ray photons, known as transition radiation. The transition radiation photons interact with the

molecules in the gas, ionizing the gas and creating free electrons, which then move towards an

anode, where the current is measured. The intensity of the transition radiation is proportional

to the Lorentz γ factor of the incoming particle. Therefore, the radiation pattern can be used for

particle identification, providing a separation of electrons from hadrons.

The ID is immersed in a magnetic field of 2 T along the z-direction provided by the barrel

solenoid, which allows for the measurement of charged particles pT using the curvature produced

by the magnetic field. The solenoid consist of a single layer of aluminum conductor, cooled

down using Helium at a temperature of ∼4.5K . It is located between the inner detector and the

calorimeter. In the following, the different components of the ID are detailed.

Pixel detector

The nearest detector to the collision interaction point is the Pixel Detector, which allows for the

measurement of the particles impact parameters and to reconstruct any secondary vertices,2 due

to the decay of short living particles like B-hadrons [63]. The Inner Tracker has three layers of

silicon pixels, placed at 5, 9 and 12 cm from the center of the detector, and five rings on each side

with an inner radius of 11 cm and an outer radius of 30 cm, to complete the angular coverage.

It covers the region |η| < 2.5. The pixel detector has an intrinsic accuracy of 10 µm in the r −φ
plane and 115 µm along the z-axis in the barrel region. In the disks placed end-cap regions

perpendicular to the beam axis, the intrinsic accuracy is 10µm (r −φ) and 115 µm (r). The silicon

sensors are arranged in three layers and are designed to provide the highest granularity around

the interaction point. The pixel detector has approximately 80.4 million readout channels.

2The secondary vertices are defined as the vertices produced by a secondary decay of the particles produced after the

hard-scattering interaction.
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SCT

The Semi Conductor Tracker system is designed to provide precision measurements of momen-

tum, impact parameter, and vertex position in the intermediate radial range [64]. It covers the

same η-region as the pixel detector and consists of eight strip layers that are normally crossed by

each track. The SCT barrel consists of four layers of micro-strips situated at 299, 371, 443, and

514 mm from the beam. The micro-strips sensors are placed back-to-back with a small stereo an-

gle of 40 mrad between them (stereo strips), that allows for the measurement of the azimuthal

coordinate. In the end-caps, the SCT consist of 9 disks of stereo strips arranged radially, cover-

ing a region up |η| < 2.5. The intrinsic accuracy per module are 17 µm (r −φ) and 580 µm (z) in

the barrel and 17 µm (r−φ) and 580 µm (r) in the disks, making it possible to distinguish tracks

which are separated by at least ∼200µm. The total number of readout channels in the SCT is ap-

proximately 6.3 million.

TRT

The Transition Radiation Tracker is the combination of a drift tube chamber tracking detector

with a transition radiation detector for electron/hadron discrimination [65, 66]. It provides a

large numbers of hits (typically 36 per track) using 4 mm diameter straw tubes filled with a gas

mixture (70 % Xe, 27 % CO2 and 3 % O2 ) and covers the range up to |η| = 2.0. The TRT only pro-

vides (r −φ) information, for which it has an intrinsic accuracy of 130 µm per straw. In the barrel

region, the straws are parallel to the beam while in the end-cap region they are arranged radially

in wheels. The total number of TRT readout channels is 351000. The combination of precision

trackers at small radii with the TRT at a larger radius gives very robust pattern recognition and

high precision in both R−φ and z coordinates. The straw hits on the outer radius contribute sig-

nificantly to the momentum measurement, since the lower precision per point compared to the

silicon is compensated by the large number of measurements and longer measured track length.

As mentioned previously, the TRT provides an electron/hadron discrimination, taking advan-

tage of the transition radiation generated by the incoming particles. The pion misidentification

probability has been measured and found to be 5% for the majority of the detector and as low as

1 − 2% in the best performing detector regions, for a typical electron identification efficiency of

90% [67].

Material

In order to avoid the influence of the ID on energy measurement in the calorimeters, the ID

is designed to minimize the amount of material. Figure 2.5 shows the amount of material in

electromagnetic radiation lengths3 (X0) as a function of the absolute pseudorapidity η. The total

amount of material of the ID corresponds to roughly 0.5 X0 in the range |η| < 0.6. In the regions

0.6 < |η| < 1.37 and 1.52 < |η| < 2.5, the amount of material reaches 1.5 X0. In the transition

between the barrel and the end-caps at 1.37 < |η| < 1.52, the amount of material is even larger (up

3The radiation length is defined as the amount of material traversed by an electron after which it has lost 1/e of its

original energy by bremsstrahlung.
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Figure 2.5 – Amount of material in radiation length (X0) as a function of η for the different components of the

inner detector and services [60].

to 2.5 X0), with a significant degradation of the energy measurement in the calorimeters. These

regions are usually not included in physics analysis.

2.2.3 Calorimetry

Calorimeters measure the particle energies through their electromagnetic or strong interactions

with the detector. The particles that enter the calorimeter produce a cascade of secondary par-

ticles as a result of the interaction between the particles and the material. These cascades are

commonly known as electromagnetic or hadronic showers (depending on the nature of the in-

teraction). The energy deposited by the shower allows for the measurement of particle energy.

A layout of the ATLAS calorimeters is shown in Fig. 2.6. The calorimeter system is divided into

four main subsystems, the Liquid Argon (LAr) electromagnetic calorimeter, the Tile calorimeter,

the LAr hadronic end-cap calorimeter (HEC) and the LAr forward calorimeter (FCal) [68–70].

They are sampling calorimeters, characterized by alternating layers of an absorber, a dense ma-

terial used to absorb the energy of the incident particle, and an active medium that provides the

detectable signal. These calorimeters cover the range |η| < 4.9, using different techniques suited
to cover a variety of different physics processes over this large η-range. Over the η regionmatched

to the inner detector, the fine granularity of the EM calorimeter is ideally suited for precision

measurements of electrons and photons. The total thickness of the EM calorimeter is ∼22 radia-

tion length in the barrel and ∼24 radiation length in the end-caps. In the following, the different
subdetectors that belong to the ATLAS calorimeter system are detailed.

LAr calorimeter

Themain purpose of the LAr calorimeter is to measure electron and photon energies. It is divided

into a barrel part (|η| < 1.475) and two end-cap components (1.375 < |η| < 3.2). It was constructed

with accordion shape absorbers (made of lead) and electrodes (made of kapton). The accordion
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Figure 2.6 – Schematic diagram of the calorimeter system of the ATLAS detector. All the different components are

specified [60].

shape provides full φ symmetry around the detector without any azimuthal cracks, and provides

a very uniform performance in terms of linearity and resolution as a function of φ. A schematic

view with the different φ and η segmentations is shown in Fig. 2.7. In the region corresponding

to |η| < 2.5, the calorimeter is segmented into three sections in depth. For the end-cap inner

wheel, the calorimeter is segmented into two sections in depth. In the region of |η| < 1.8, a

presampler detector is used to correct for the energy lost by electrons and photons upstream of

the calorimeter. The presampler consists of an active LAr layer of thickness 1.1 cm (0.5 cm) in

the barrel (end-cap) region. The designed resolution of the EM calorimeter is σE/E = 10%/
√
E ⊕

0.7% ( with E in GeV), giving a resolution of about 2.1% for a 25 GeV electron and 1.6% for a

50 GeV electron [60].

Tile calorimeter

The Tile calorimeter is placed around the EM calorimeter. Its main purpose is to reconstruct

hadronic jets and to measure their energy. The Tile calorimeter barrel cover the region |η| < 1.0,

and its two extended barrels covers the range 0.8 < |η| < 1.7. It uses steel as the absorber and scin-

tillating tiles as the active material. The barrel and extended barrels are divided azimuthally into

64 modules and segmented in depth into three layers. The total detector thickness at the outer

edge of the tile-instrumented region is 9.7 interaction lengths4 (λ) at η = 0. The energy resolution

achievied is σE/E = 50%/
√
E ⊕ 3%, giving a resolution of about 10% (8%) for a 25 GeV(50 GeV)

jet [60].

4The interaction length is the mean path length required to reduce the numbers of relativistic charged particles by the

factor 1/e, or 0.368, as they pass through matter.
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Figure 2.7 – Schematic diagram of the LAr EM calorimeter All the different components are specified [60].

HEC

The Hadronic End-cap Calorimeter (HEC) consists of two independent wheels per end-cap, lo-

cated directly behind the end-cap electromagnetic calorimeter. It extends out to |η| = 3.2 overlap-

ping with both the Tile and the FCal calorimeters in order to reduce the drop in material density

at the transition. Each wheel is built from 32 identical wedge-shaped modules and divided into

two segments in depth, for a total of four layers per end-cap. The energy resolution is the same

as for the Tile calorimeter.

FCal

The Forward Calorimeter (FCal) provides clear benefits to the calorimeter system in terms of

uniformity of the calorimetric coverage as well as reduced radiation background levels in the

muon spectrometer. The FCal is approximately 10 interaction lengths deep, and consists of three

modules in each end-cap. One module is made of copper and two modules are made of tungsten.

The module made of copper is optimized for electromagnetic measurements, while the modules

made of tungsten, measure predominantly the energy of hadronic interactions. The energy reso-

lution is σE/E = 100%/
√
E⊕10%, which give a resolution of about 22% and 17% for a 25 GeV and

a 50 GeV jet [60].
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Figure 2.8 – Schematic diagram of the magnet system of the ATLAS detector [60].

2.2.4 Magnet system

In order to bend the path of the charged particles interacting with the detector, a magnet system

is used by ATLAS. The system consist of one central superconducting solenoid, a barrel toroid,

and two end-cap toroids. Figure 2.8 shows a diagram of the system. The central solenoid pro-

vides a magnetic field of approximately 2 T. It is built around the ID and it is optimized to reduce

the amount of material in front of the calorimeters (which is ∼0.5 χ0). The barrel and end-cap

toroids produce a toroidal magnetic field of approximately 0.5 T and 1 T for the muon detectors

in the central and end-cap regions, respectively. They consist of eight coils placed in aluminum

housings. The toroid magnets are made of aluminum stabilized niobium/titanium/copper con-

ductor cooled with liquid helium (∼4.5 K). The toroidal fields contain non-uniformities which

need to be known to high precision to allow for an accurate measurement of muon momenta.

The measurement of the magnetic field is performed with Hall sensors placed around the muon

spectrometer.

2.2.5 Muon System

The muon spectrometer is the largest subdetector and it is shown in Fig. 2.9. The muon spec-

trometer together with the ATLAS magnets system provides an independent measurement of the

momentum of the muons. It is located in the outer region of the ATLAS detector. The principle of

the muon spectrometer is based on the magnetic deflection of muon tracks in the large supercon-

ducting air-core toroid magnets, instrumented with separate trigger and high-precision tracking

chambers [71]. The muon spectrometer has a resolution of σpT/pT = 10% at pT = 1 TeV [60]. Over

the range |η| < 1.4, the magnetic bending is provided by the large barrel toroid. For 1.6 < |η| < 2.7,

muon tracks are bent by the two smaller end-cap magnets inserted into both ends of the barrel

toroid. Over 1.4 < |η| < 1.6, the magnetic deflection is provided by a combination of barrel and

end-cap fields. With this configuration the magnetic field is mostly orthogonal to the muon tra-

jectories.

The tracks in the barrel are measured in chambers arranged in three cylindrical layers around
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Figure 2.9 – Schematic diagram of the muon spectrometer of the ATLAS detector [60].

the beam axis, while in the end-caps the three layers of chambers are installed in planes per-

pendicular to the beam axis. There are two types of chambers that compose the tracking of the

system: the Monitored Drift Tubes (MDT) and the Cathode-Strip chambers (CSC).

MDT

The MDT are responsible for the muon tracking and momentum measurement. They provide

coverage in the region |η| < 2.7 (|η| < 2.0 for the innermost layer). The basic element of the MDT

is a pressurized drift tube with a diameter of 30 mm, operating with Ar/CO2 gas (with respective

fraction of 93/7 %) at 3 bars of pressure. When a muon passes through the MDT chambers it

ionizes the gas inside the tubes and causes the electrons to drift towards the anode wires made

of tungsten-rhenium. The drift time is used to measure the distance of the particle to the wire,

allowing to determine the coordinates of the muon. The chambers are rectangular in the barrel

and trapezoidal in the end-cap. Their shapes and dimensions were chosen to optimize solid angle

coverage, support structures and access ducts. The direction of the tubes in the barrel and end-

caps is along the φ coordinate. The MDT has an average spacial resolution of 80 µm per tube or

about 35 µm per chamber.

CSC

The CSC are placed in the innermost end-cap wheel (2.0 < |η| < 2.7) and are designed to cope

with the high particle rate in this region, where the MDT are less effective. They are multiwire

chambers with segmented cathodes, one with the strips perpendicular to the wires and the other

parallel to the wires, providing the measurement of both coordinates. The chambers are filled

with a 80% Ar, 20% CO2 gas mixture. The amount of the gas is reduced in comparison with

the MDT, in order to minimize the drift time and the response time. The spatial resolution of a
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chamber is 40 µm in the bending plane and about 5 mm in the transverse plane.

Muon Trigger System

The high-precision tracking chambers are complemented with a dedicated trigger system, given

the different conditions present in the barrel and end-cap regions during data taking. The trigger

system consists of Resistive Plate Chambers (RPC), used in the barrel region (|η| < 1.05) and Thin

Gap Chambers (TGC) used in the end-cap (1.05 < |η| < 2.4). The RPC consist of gaseous parallel

electrode-plates and are placed in three concentric cylinders around the beam pipe. A chamber

comprises two detector layers, each layer containing plastic plates separated by an insulating

spacer. The TGC usesmultiwire chamber technology, similar to the CSC but with a larger distance

between anode wires than the distance from the anode wire to the cathode strip, enabling faster

signals for triggering. With RPCs and TGCs, a time resolution of 15-25 ns can be achieved, which

is sufficient for fast trigger decisions and a good association of tracks to bunch crossings.

2.2.6 Forward Detectors

There are three smaller detector systems in the ATLAS forward region: LUCID (LUminosity mea-

surement using Cerenkov Integrating Detector), ALFA (Absolute Luminosity For ATLAS), and

ZDC (Zero-Degree Calorimeter). LUCID and ALFA are situated at ±17m and ±240m from the

interaction point, respectively [72, 73]. Their main purpose is to estimate the luminosity de-

livered to ATLAS. LUCID detects inelastic scattering in the forward direction, and is the main

online luminosity monitor for ATLAS. ALFA consists of scintillating fiber trackers located inside

roman pots which are designed to approach as close as 1 mm to the beam. The third system is the

Zero-Degree Calorimeter (ZDC), which plays a key role in determining the centrality of heavy-

ion collisions and it is located at ±140m from the interaction point. The ZDC modules consist of

layers of alternating quartz rods and tungsten plates which measure neutral particles at |η| > 8.2.

2.2.7 Trigger System

The interaction rate (with a luminosity of 1034cm2s−1) is approximately 1 GHz, however, the cur-

rent technology in ATLAS allows only to store information with a rate of around 400 Hz. This

represents an enormous challenge for the ATLAS detector and makes necessary the implementa-

tion of a trigger system that efficiently selects events. For this purpose, ATLAS uses a three-levels

trigger system which is described in the following [74,75]:

• Level 1 (L1) trigger is a hardware-based trigger with a decision time of 2 µs per event.

It searches for high transverse-momentum muons, electrons, photons, jets, and τ- leptons

decaying into hadrons, as well as large missing and total transverse energy. It uses reduced

granularity information from a subset of detectors: calorimeters and the muon system. This

trigger also defines one or more Regions-of-Interest (RoI’s). The RoI’s are the coordinates

in φ and η of those regions within the detector where the selection process has identified

interesting features.
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• Level 2 (L2) trigger is a software-based trigger which analyzes the RoI’s defined by the L1

trigger. L2 selections use, with full granularity and precision, all the available detector

data within the RoI’s. This trigger reduces the event rate to 3.5 kHz and has an average

processing time of 40 ms per event.

• Event Filter (EF) is the final stage of the trigger system which reduces the event rate to

roughly 400 Hz. The event selections are implemented using more advanced algorithms

than L2, similar to those used in offline analyses, within an average event processing time

of the order of 4 seconds. The events that are selected by this trigger are stored and are

available for offline analysis.

2.3 Full 8 TeV data sample

The analyses presented in this work are performed using the pp data with a center-of-mass en-

ergy of
√
s = 8 TeV collected in 2012. The data correspond to a total integrated luminosity of

20.3±0.4 fb−1. Not all collision events recorded by ATLAS are used for data analysis. Each sub-

detector maintains a record of its performance across the run. Only the data collected with sub-

detectors meeting quality requirements are considered in this work. These quality requirements

involve stable beam collisions during which all detector subsystems were fully operational and

no data integrity errors were observed in the LAr calorimeter. For each dataset, Good Runs Lists

(GRL) are compiled where the quality requirements are satisfied. The data quality efficiency is

around 95.5% for the whole Run 1 period.

2.4 Data monitoring in the SCT

Monitoring the performance of the detector is extremely important to evaluate the quality of col-

lected data. ATLAS possesses for each subdetector a monitoring system, which is used to notice

any deviation from the expected behavior and take the proper actions to correct them. In par-

ticular, the continuous monitoring of the SCT data is essential to ensure good-quality data for

physics analysis. Data quality monitoring is performed both online and offline. The online mon-

itoring provides immediate feedback on the conditions of the SCT, allowing quick diagnosis of

issues that require intervention during a data-taking period. These may include the recovery of

a module that is not returning data, or a more serious problem which requires the early termi-

nation of a data-taking period and restart. Offline monitoring allows for the data quality to be

checked in more details, and address any problem that could affect its use in physics analyses. A

subsample of events is reconstructed promptly by the ATLAS computer farm. Monitoring plots

are produced as part of this reconstruction, and used to assess data quality. In the following, one

of the steps in the data monitoring chain is described.

2.4.1 Prompt Calibration Loop

The reconstruction of the data proceeds in two stages. First, a fraction of the data from each run

is reconstructed immediately, to allow for detailed checks on data quality and detector perfor-
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mance. Second, the full dataset is reconstructed. This step is usually performed within 24 to

48 hours after the end of the run. This delay allows to update the detector calibrations. This

second step is known as the prompt calibration loop [64]. For the SCT, no offline calibrations

are performed during this prompt calibration loop, but the run period is used to obtain condi-

tion data, i.e. data corresponding to the status of the different detectors. In particular, strips that

have become noisy since the last online calibration period are found and excluded from the sub-

sequent bulk reconstruction. Other condition data, such as dead strips or chips, are obtained to

monitor the SCT performance.

During the first shutdown of the LHC (between 2012 and 2015), there were several changes in

the detector before increasing the collision energy to 13 TeV. Improvements were made to the ID,

the muon detectors and calorimeters, as well as to the entire basic infrastructure, including the

electrical power supply, the cooling systems, and the monitoring systems. One of the upgrades to

the monitoring systems is intended to study the radiation damage in the silicon sensors. This is

crucial for Run 2, since the collision energy has increased as well as the radiation that all sensors

receive. The radiation affects the silicon lattice by displacing the atoms and creating vacancies

that could be filled with impurities. Radiation damage causes leakage current, changes in the

depletion voltage and charge collection, which affect the performance of sensors.

One possibility to study the radiation damage is to monitor the Lorentz angle of the silicon

sensors. During Run 1, the Lorentz angle was measured every few months. One aspect of this

work was to implement Lorentz angle monitoring in real time. For that purpose, it was added to

the prompt calibration loop. With this addition, the radiation damage can be monitored run by

run. The Lorentz angle is defined in the following, as well as the measurements performed in the

past by ATLAS.

Lorentz Angle

Charge carriers in silicon detectors are subject to the electric field, E, generated by the bias voltage

and oriented perpendicularly to the module plane, and to the magnetic field from the solenoid,

B. The charge carriers, created by the charged particle passing through the sensor, drift along the

electric field (Fig. 2.10a). This is not case in the presence of a magnetic field, since charge carriers

drift with an angle due to the Lorentz force (Fig. 2.10b). This angle is called the Lorentz angle.

In the SCT end-cap modules the effect of the electric and magnetic fields are nearly parallel

and the charge carriers drift directly towards the electrodes. In the barrel modules, the effect of
these fields are perpendicular and the charge carriers drift along the Lorentz angle, θL, perpen-

dicularly to the sensor plane. The value of the Lorentz angle is given by:

tanθL = µHB = γHµdB (2.6)

where µH is the Hall mobility, the product of the charge-carrier mobility in silicon µd and the Hall

factor γH . The charge-carrier mobility depends on the bias voltage, the thickness of the depleted

region and the temperature.

The Lorentz angle is measured from the dependence of the cluster size on the incident angle of

the particle. When the incident angle is equal to the Lorentz angle, all charge carriers generated
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(a)

(b)

Figure 2.10 – Drift of charge carriers in the silicon sensor in absence (a) and presence (b) of a magnetic field B.

by the particle drift along the particle direction and, apart from charge diffusion, are collected

at the same point on the sensor surface, giving a minimum cluster size. The tilt of the barrel

modules with respect to the radial direction as well as the transverse momentum of particles

leads to a range of possible incident angles for positive and negative particles.

The Lorentz angle has been measured using collision data between 2011 and 2012 [64]. For

these measurements, the reconstructed tracks are required to have pT > 400 MeV. The measure-

ment is performed separately for two different types of sensor, <100> and <111> sensors. The

name of these sensors correspond to the crystal orientation used in the silicon layer. The depen-

dence of the cluster size on the incident angle φlocal is shown in Fig. 2.11 for data from each barrel

corresponding to a luminosity of 0.3 fb−1 at 8 TeV. The minimum of the distribution corresponds

to the Lorentz angle. The figure on the left and on the right show the results for the two types of

sensors (<100> and <111>). Data are fitted using a convolution of the function:

f (φlocal) = a| tanφlocal − tanθL|+ b (2.7)

with a Gaussian distribution. The fitted parameters are the Lorentz angle, θL, the shape param-

eters, a and b, and the width of the Gaussian. The electric field in the silicon, and thus the local

Lorentz angle, varies with distance from the electrodes. Figure 2.12 shows a summary of the
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Figure 2.11 – Cluster-size dependence on the particle incident angle for each SCT barrel for (left) <111> and

(right) <100> sensors. The displacement of the minimum from zero is a measurement of the Lorentz angle

θL [64].

measurements performed between 2011 and 2012. Over this period, the largest variation in the

Lorentz angle is below 0.1.

The track requirements as well as the fit technique used for the measurements previously

described were implemented in the prompt calibration loop, in order to have the Lorentz angle

estimation after each run. The Lorentz angle monitoring in the prompt calibration loop allows

for a more detailed study in shorter periods of time, which is helpful if fast actions related with

the performance of the SCT need to be taken.
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Figure 2.12 – Average fitted values of the Lorentz angle for <111> and <100> sensors in the innermost barrel for

stable-beam running periods in 2011 and 2012. The error bars correspond to the statistical and systematic

uncertainties [64].
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3
Monte Carlo simulations

An accurate simulation of the physics processes and the interaction of particles with the detector

is necessary to model the impact of the analysis procedure on the measured quantities, and to

estimate the background composition expected in data. Computer programs known as Monte

Carlo (MC) event generators simulate the physics processes. In this chapter, the production chain

of Monte Carlo simulation in pp collisions is briefly described. This is followed by the description

of the Monte Carlo generator programs used in this work and a description of the ATLAS detector

simulation.

3.1 Simulations of hadron collisions

Monte Carlo (MC) generators can be used to perform simulations to study the response of the

detector for a large variety of physical processes as well as the physical process itself. The sim-

ulations are performed in several steps. The first step involves the full simulation of the hadron

collision, which starts with the hard interaction of the incoming partons, followed by the simu-

lation of radiated partons, hadronization and pile-up. The next step in the process is the simula-

tion of the detector, including the physical processes due to the interaction between the particles

and the detector. The final step consists of the digitalization process where the electronic signals,

similar to the ones obtained with real data, are simulated. The output of the simulations has a

similar format as the collected data, which allows for the usage of the same trigger selection and

reconstruction algorithm for real data and simulated events.

3.1.1 Hard interaction

In pp collisions, the full physical event involves the modeling of different sub-processes, illus-
trated in Figure 3.1. The two colliding protons provoke a deep inelastic interaction with a large

momentum transfer. The interacting partons generate the process of interest by hard interaction

(between them). The computation of the hard interaction process is performed by taking advan-

tage of the factorization theorem of QCD (explained in Sec. 1.2.1). The term σ̂ab→X(xapa,xbpb,µ
2
Fµ

2
R)

in the theorem is the cross section for the partonic process ab→ X computed at fixed order in per-
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turbation theory (LO1 or NLO2). This step is commonly referred to as the Matrix Element (ME)

calculation, since it involves the calculation of the scattering matrix relating the initial and the

final states particles of the process.

As stated in Chapter 1, the PDFs do not depend on a particular process. They are estimated

using phenomenological models (combining theory with experimental results). In this work,

CTEQ6L1 [76], CT10 [77], MSTW2008 [18, 19], and NNPDF2.3 [78] PDF sets are used with dif-

ferent MC generators and processes, described in Sec. 3.2. The CTEQ6L1 set uses data from

deep-inelastic ep scattering from the H1 and ZEUS experiments at HERA, and data of the in-

clusive jet production as a function of rapidity and transverse energy from D0 at the Tevatron.

It is based on the minimization of a global χ2 function (the sum of χ2’s over all datasets) with

respect to the model parameters. The CT10 set is based on a similar global χ2 function minimiza-

tion, but also includes results of the rapidity distribution of Z0 production, measured by CDF

and D0. The MSTW2008 set is determined from global analysis of hard-scattering data and uses

data from CCFR/NuTeV (at Fermilab) dimuon cross section and Tevatron Run 2 data on inclu-

sive jet production, the lepton charge asymmetry fromW decays, and the Z rapidity distribution.

The NNPDF2.3 set makes use of neural networks combining LHC data from ATLAS and LHCb

W and Z rapidity measurements from the 2010 run, CMS W electron asymmetry data from the

2011 run, and ATLAS inclusive jet cross sections from the 2010 run.

3.1.2 Parton shower

The hard subprocess, by definition, involves large momentum transfers and therefore the partons

involved in it are strongly accelerated. Just as accelerated electric charges emit QED radiation

(photons), the accelerated colored partons will emit QCD radiation in the form of gluons. Unlike

the uncharged photons, the gluons themselves carry color charges and can therefore emit further

radiation, leading to a cascade of secondary partons known as a parton shower (PS). In principle,

the showers represent higher-order corrections to the hard subprocess. However, it is not feasible

to calculate these corrections exactly, since radiative corrections at a fixed perturbative order are

divergent at low energies (infrared divergence) or small angles (collinear divergence). Since a

calculation is not possible an approximation scheme (called leading-log) is used where only the

dominant contributions are considered. There are three possible processes for QCD emission

(splitting): q → qg, g → gg, and g → q̄q. The differential cross section 2 → n with one extra

emission 2 → n + 1 can be expressed as the product of the 2 → n partonic cross section and a

factor accounting for the splitting probability of one of the partons as follows:

dσ2→n+1∼dσ2→n
αS
2π

dθ2

θ2
dzdφPij (z,φ), (3.1)

where θ and φ are the opening and azimuthal angles of the splitting, and Pij is the splitting

function which describes the distribution of the fraction z of the energy of i carried by j. The

parton shower is developed by applying sequentially Eq. 3.1 to the simulation and generating

the values of z, θ and φ for each splitting of the partons involved in the hard process. The

1Leading Order
2Next-to-Leading Order
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Figure 3.1 – Representation of a hadron-hadron collision as simulated by a Monte-Carlo event generator. The red

central circle represents the hard collision, surrounded by a tree-like structure representing radiations as simulated

by parton showers. The purple circle indicates a secondary hard scattering event. Parton-to-hadron transitions are

represented by light green ellipses, dark green circles indicate hadron decays, while yellow lines are signal of soft

photon radiation [79].
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evolution of the shower is performed by using a parameter called virtuality, that can be taken

as the virtual mass-squared of the produced partons3. The initial virtuality is required to be

smaller than the momentum transfer of the hard process, and the shower is terminated when the

virtuality is below the hadronization scale (Q2∼1 GeV2 ). In order to take into account the real

parton emission at each order in perturbation theory during the showering, and also the virtual

effects (quantum loops) of the same order, the probability of not splitting during evolution from

scale q21 to q22 is considered. The probabiliy is known as the Sudakov form factor, defined as:

∆i(q
2
1,q

2
2) = exp

−
∫ q22

q21

dq2

q2
αS
2π

∫ 1−
Q2
0
q2

Q2
0
q2

dz

∫ 2π

0
dφPi(z,φ)

 . (3.2)

The generation of a parton shower thus proceeds as follows. Given the initial scale Q2, the equa-

tion ∆i(Q2,q21) = R1 is solved, where R1 is a random number uniform on the interval [0,1], for the

scale q21 of the first splitting. If q21 < Q
2, then the splitting is unresolvable and the showering

of that parton is terminated. Otherwise, the process i → j + k is resolvable and ∆i(q
2
1,q

2
2) = R2

is computed again for parton j and then for parton k, until all attempted splittings have fallen

below the hadronization scale.

Initial- and Final-State Radiation

A final-state radiation (FSR) is developed from an outgoing parton of the hard process. The pro-

cedure to simulate it is the same as the parton showering, which starts from a high energy Q2

and reaches progressively the hadronization scale. The initial-state radiation (ISR) is developed

from the incoming partons of the hard process. There is an important difference in the shower

evolution of ISR compared to FSR, as the final energy of the showering is set by the hard interac-

tion energy scale. In this case, the subsequent partons from each of the incoming ones start at a

high energy and low virtuality and evolve to a higher virtuality by radiating partons and losing

energy. The showering of these partons terminates when they reach the energy of the initial hard

process, which sets the scale that limits the endpoint virtualities of the showers. MC generators

implement a mechanism, called backward evolution, that first sets the correct parton momentum

fractions for the hard scatter, and then develops the showers backward, with the intermediate

partons gaining energy at each emission. The Sudakov form factor in this case is slightly modi-

fied by taking into account the ratio of the PDFs.

ME and Parton shower matching

The ME calculations at the simplest fixed order LO are often not sufficient for a full description

of the final state. In this case, additional radiations or NLO calculations can be used by applying

an infrared cut-off in order to avoid divergences from soft and collinear emissions. Procedures,

known as ME-Parton shower matching, avoid the overlap between the hard and large angle emis-

sion, described by the ME, and the soft and collinear emissions, described by the parton shower.

The most widely-used matching schemes are the Catani-Krauss-Kuhn-Webber (CKKW [80]) and

3Several parameters can be taken as virtuality. This depends on the MC generator.
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Figure 3.2 – Schematic diagram for the Lund Model (left) and Cluster Model (right) [82].

the Michelangelo L. Mangano (MLM [81]) algorithms. The CKKW scheme relies on the ME

reweighting using the values of αS in every vertex of the branching, and the Sudakov factor from

every line between the vertices. The MLM scheme separates the events in exclusive samples of n

partons in the final state, on which the parton shower is added. The parton configuration after

the showering is then processed with a cone jet algorithm, with a radius Rjet and ∆R matching

between the jets and the considered partons are used for validation.

3.1.3 Hadronization

When the shower evolution brings the parton virtuality q2 below the hadronization scaleQ2
0∼1 GeV2,

the parton enters a non-perturbative phase, which leads to the formation of the final-state color-

less hadrons. This hadronization process cannot be calculated in perturbative QCD, and therefore

event generators have to rely on phenomenological models based on general features of QCD.

The most commonly used phenomenological models are the Lund [83] and Cluster [84] models.

The Lund model (or String model) treats all but the highest-energy gluons (which will further ra-

diate) as field lines, which are attracted to each other due to the gluon self-interaction and form a

narrow tube (or string) of strong color field. The Cluster model is based on the so-called precon-

finement property of QCD. At energies much lower than the hard-scattering process, the partons

in a shower are clustered in colorless groups with an invariant mass distribution that is indepen-

dent of the nature and scale of the hard subprocess, depending only on q and the fundamental

QCD scale. The clusters are then decaying isotropically into two hadron final states. In Fig. 3.2 a

schematic diagram of two models is shown.
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Figure 3.3 – Charged-particle pT (left) and multiplicity (right) for data different MC simulations. These

variables are used for the study of underlying interactions in different MC simulations.

3.1.4 The underlying event

Collisions between the partons in the incoming hadrons that do not directly participate in the

hard subprocess can interact between each other with lower energy. This kind of interactions are

referred to as the underlying event (UE) and are described with phenomenological models, where

sets of tuneable parameters of the simulations, such as the charged-particle pT and multiplicity

(Figure 3.3), are fit to experimental data [85]. The dominant subprocess of the UE is gluon-gluon

scattering, with a cross section larger than the total pp scattering cross section. The generic soft

scattering of partons is referred as multiple parton interactions (MPI) and is modeled in MC

generators and tuned to observed data. The color connection with the beam remnants is also

simulated with phenomenological models.

3.1.5 Pile-up

The pile-up interactions are classified into two different categories and are simulated as two com-

ponents: in-time pile-up events and out-of-time pile-up. The in-time pile-up events correspond

to the scattering of protons in the same bunch of the hadron generating the hard process of in-

terest. They are simulated in a similar way as the UE. The out-of-time pile-up events correspond

to the additional pp collisions occurring in bunch-crossings just before and after the collision of

interest. They are modeled as the in-time pile-up but the time response of the readout electronics

is also taken into account.

3.2 Monte Carlo Generators

TheMC simulation is performed using dedicated software packages referred to as MC generators.

The MC generators can be classified as either multipurpose generators, capable of performing the

full simulation chain described above, or as specialized generators, optimized for an accurate

simulation of specific aspects. The following sections summarize the characteristics of the MC

generators used in this work.
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3.2.1 General purpose generators

• Pythia is a multipurpose MC generator using LO calculations for 2→ n (n < 4) processes

and parton shower development [86]. The Lund string model is used for hadronization, and

UE simulation is included. The Pythia version 6 is used in most of the cases. Despite the

fact that Pythia can simulate UE, Jimmy [87], which is an standalone software at LO, is the

most common choice for performing this task.

• Herwig is a multipurpose MC generator using LO calculations for 2→ 2 processes and the

parton shower [88]. The cluster model is used for hadronization and for the UE description.

The generator Jimmy [87] typically simulates UE as well as the multi-parton interactions.

3.2.2 Specialized generators

• Alpgen is a MC generator using LO calculations of 2→ n (n < 10) processes [89]. It is inter-

faced with either Pythia, Herwig or Jimmy for parton shower development, hadronization

and UE. ME-PS matching is applied with the MLM method.

• MadGraph is a MC generator specialized in the computation at LO of 2 → n (n < 7) pro-

cesses [90]. It is interfaced with either Pythia or Herwig for parton shower evolution and

MLM matching is applied to avoid overlapping.

3.2.3 NLO generators

• MC@NLO is a MC generator using NLO calculations [91]. The full NLO ME provides pre-

cise cross section estimates, but higher-multiplicity parton emissions are simulated viaHer-

wig PS. The ME and PS matching is performed by a built-in CKKW-like subtraction proce-

dure. Hadronization and UE are simulated through Herwig or Jimmy.

• Powheg-hvq is an event generator computing the ME at NLO at pQCD [92]. It uses a differ-
ent ME-PS matching scheme with respect toMC@NLO, which leads to a better modeling of

the jet multiplicity in the event.

3.2.4 Tuning

The baseline MC simulation is sometimes not sufficient to provide an accurate description of

some physical processes such as the UE and MPI. All generators include a set of parameters that

can be modified in order to provide a better description of data. These parameters can regulate

the multiple-parton scattering, the ISR/FSR contribution, UE, beam-remnant, color reconnection

and others. In this work, some specific sets of parameters are used to tune differentMC generators

and processes. These tunes are the Perugia tunes 2011/2012 [93] for Pythia, and the ATLAS

Underlying Event Tune (AUET2 tunes) for HERWIG [94]. The Perugia tunes are derived from

data collected at LEP, Tevatron, and LHC, while the AUET2 tunes use only data collected at the

LHC.
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Another important parameter, specific to the Powheg-hvq generator, is the hdamp parameter.

The hdamp parameter is the resummation scale that is used in the damping function, which is de-

signed to limit the resummation of higher-order effects at large transverse momentum without

spoiling the NLO accuracy of the cross section. This parameter is known to improve the agree-

ment of the number of jets in the final state between data and MCwhen is set to equal to the mass

of the top quark in tt̄ simulated events.

3.2.5 Parton and Particle level

When the full chain of the MC simulation process is performed, the particles at different stages
of the generation are saved in what is called the MC record. These stages are known as levels. The

first level is defined right after the hard interaction and it is known as parton level. At this level

the particles do not suffer from any radiation or showering. The behavior of the particles at parton

level depends strongly on the MC generator used to simulate the hard interaction. The observable

built at this level, however, are more compatible with their theoretical predictions, since this

level corresponds to the output of the ME computation. A different level can be considered and

corresponds to the final output of the MC generator: a set of four-vectors of all stable particles

produced in the event. This level is known as particle level. The stable particles correspond to the

resulting particles after all decays, radiations and hadronization. The particle level is commonly

used to perform the study of physics events due to the fact that they are less dependent on the MC

generator. However, the observables built at this level need a special treatment when a prediction

is performed, which is not necessarily equivalent to the predictions at parton level.

3.3 Simulation of the ATLAS detector

In order to compare the output of the MC generator with the data recorded by the ATLAS de-

tector, the MC has to pass through a detector simulation that simulates the reconstruction of

the particles after they have interacted with the detector. This level is referred to as reconstructed

level. The ATLAS detector software, created with GEANT4 [95],4 reproduces the interaction of the

particles with the detector. The GEANT4 parameters are tuned using test-beam and pp collision

data. The accuracy of the detector simulation is based on the information from two databases:

one contains the description of the detector volumes in terms of dimensions, geometry, position

and material composition, while the second database provides the information on the detector

real-time conditions such as dead channels, and misalignments. Since conditions of the detec-

tor vary in time (run by run), it is important that the detector simulation reproduces as closely

as possible the real status of ATLAS during a particular data-taking period. For this purpose, the

simulations are reprocessed for each data release. A less refined simulation, known as ATLFAST-

II [96], is also available. This reduces the CPU time necessary to process an event, since it relies

on a parametrized description of the particle showers in the calorimeters. The final output of this

simulation is equivalent to the output of the real ATLAS detector when data is collected.

4A toolkit for the simulation of the passage of particles through matter.

54



4
Object Definition and Selection

In this chapter, the definition of the objects used in this work are presented, as well as the criteria

used to select dileptonic tt̄ events. First, the definitions of objects such as tracks, electrons, muons,

jets, and missing transverse momentum are presented. Second, the event selection requirements

specific to dileptonic tt̄ events are presented. The studies related to the background modeling

affecting the measurements are also discussed. Finally, the definition of the particle level and the

fiducial region are presented.

4.1 Object definition

4.1.1 Tracks

When an electrically charged particle passes through the solenoidal magnetic field in the ID, it

moves along a helicoidal trajectory with a curvature inversely proportional to its momentum. The

tracks are the reconstruction of these trajectories from the electric signals (hits) induced in the

detectors arising from the ionization produced by the interacting particle. The tracks are used to

identify charged particles and to measure their momenta. In addition, the extrapolation of the

trajectories allows the identification of the interaction point where the hard scattering takes place.

The parameters describing a track are shown in Fig. 4.1. The angle θ is measured with respect

to the z axis in the rz plane measured from the point of the track closest to the origin (known as

perigee); φ0 is the angle with respect to the x axis in the xy plane measured from the perigee; d0
is the impact parameter with respect to the z axis in the xy plane; and z0 is the z component of

the track at the perigee.

There are several steps in the track reconstruction. First, all hits found in the ID are collected

and these hits are converted into three-dimensional space points. Then, an algorithm is applied

using as initial points at least three aligned points (seed hits) in the pixel detector or the SCT [97],

called inside-out algorithm. The inside-out algorithm is a reconstruction strategy that iteratively

builds a track by combining space points one by one, starting from the hits collected by the silicon

detectors and moving towards the points collected by the TRT. For each new point considered

by the inside-out algorithm, the compatibility between the track and the new point is checked
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Figure 4.1 – Track parameters in the xy (left) and Rz (right) planes where the origin is the beam spot, i.e. the

region where the protons collide.

using an algorithm called Kalman filter algorithm [98]. Finally, the track quality is improved by

including the signals obtained from the TRT and also the particle interaction with the detector

material.

When the signals in the TRT are not associated with any track from the silicon detectors, a

different algorithm is applied in order to reconstruct tracks from secondary charged particles [97].

The algorithm starts with the seed hits collected at the TRT and performs an extrapolation back

to the SCT and pixel detector. This reconstruction strategy is called outside-inside algorithm.

4.1.2 Primary Vertices

The primary vertices (PV) correspond to the interaction points where the hard scattering takes

place. It is thus quite important to identify them in order to reconstruct the physics objects

properly. The reconstruction of primary vertices is divided in two steps which are performed

iteratively.

The first step of the PV reconstruction is to find the maximum of impact parameter distribu-

tion of the reconstructed tracks. This maximum corresponds to the initial PV. Then, a χ2 based

fitting algorithm is used, which deals with outlying track measurements by down-weighting their

contribution to the overall vertex. The tracks that are incompatible with the vertex by more than

approximately 7σ are used to seed a new vertex and the procedure is repeated until no unasso-

ciated tracks are left in the event or no additional vertex can be found. Once the PV candidates

are defined, the one associated with the hard scattering process is assumed to be the one with the

highest sum of squared transverse momenta of the tracks. The others PVs are considered to be

pile-up interactions. Vertices incompatible with the beam collision region are considered to be

secondary vertices.
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4.1.3 Electrons

Electrons are reconstructed in the central detector region (|η| < 2.47) from energy deposits (called

clusters) in the calorimeter that are matched to tracks in the ID [99]. The clustering is performed

by using a sliding window algorithm, described as follows. The EM calorimeter is divided into a

grid of elements composed of Nη ×Nφ cells in η −φ space of size ∆η×∆φ = 0.025×0.025. Towers

are formed by summing the energy of the cells in all longitudinal layers within each element. A

window of a fixed size of 3×5 in units of 0.025×0.025 in η−φ space is moved across each element

of the tower grid defined above. If the transverse energy (defined as the sum of the transverse

energy of the towers contained in the window) is a local maximum and is above a threshold

of ET > 2.5 GeV, a precluster is formed. The precluster is defined as the energy deposit of the

electron candidate. The preclusters matched to an ID track with pT > 500 MeV are classified as

electrons or converted photons, otherwise they are classified as unconverted photons. Electrons

are distinguished from converted photons by investigating the presence of pairs of close-by tracks

originating from a vertex displaced from the interaction point and by verifying the location of the

first hits along the path of the single tracks. When the track and precluster are matched, a cluster

is formed and is optimized to take into account the overall energy distributions in the different
regions of the calorimeter. In the barrel region, the energy of the electron cluster is collected by

enlarging the size of the cells to 3×7, while in the endcaps the size is increased to 5×5. The total
reconstructed electron energy is obtained from the sum of four contributions: the energy of the

cluster, the energy deposit in the material in front of the EM calorimeter, the estimated energy

deposit outside the cluster (lateral leakage), and the estimated energy deposit beyond the EM

calorimeter (longitudinal leakage).

Not all the objects obtained by the reconstruction algorithm are signal electrons (i.e electrons

produced during the hard scattering process). Misidentified electrons or electrons coming from

secondary decays, Dalitz decays and semileptonic heavy flavor hadron decays can also be ob-

tained. A criteria based on multivariate techniques (called the likelihood technique) is used in

order to reject as much of these backgrounds as possible while keeping the efficiency for signal

electrons high. This technique uses the information of the shape of the clusters, known as shower

shapes variables, to discriminate the signal and background electrons. There are different selec-
tions that can be used, based on which shower shapes variables are used and if an isolation criteria

is applied. They are called looseLH, mediumLH, and VeryTightLH. In this context, the likelihood

technique is referred to as the electron likelihood identification and it makes use of signal and

background probability density functions of the discriminating variables. Based on these func-

tions, an overall probability is calculated for the object to be either signal or background. The

likelihood-based identification provides a higher rejection of fake electrons for the same identifi-

cation efficiency (described below) compared to a cut-based approach, as shown in Fig 4.2 [100].

The identification efficiency is above 80% for electron with ET > 25. This energy threshold is com-

monly used in top-quark physics analyses to reach a background efficiency of less than 1%. In

the analyses which are presented here, the mediumLH electron likelihood identification is used.

The reconstruction efficiency for electrons is defined as the ratio of the number of signal elec-

trons reconstructed as a cluster matched to a track passing the track quality criteria (numerator)
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Figure 4.2 – Electron identification efficiency (left) and background efficiency ratio (right) between cut-based and

likelihood-based selection criteria as a function of ET [100].

to the number of clusters with or without a matching track (denominator). It is measured using

a tag and probe method. The tag and probe method is based on the knowledge of well known

resonances such as Z → `+`− or J/Ψ decays. The electrons coming from these are known to be

signal electrons and therefore can be used to check if the electrons pass or fail certain identifica-

tion criteria. In this method, a “tag” electron is selected with a tight identification criteria and a

“probe” electron is selected with a looser identification criteria. The invariant mass of both elec-

tron are expected to be within the Z or J/Ψ mass peak. The fraction of probe electrons, which

pass the selection under study gives an estimate of the corresponding efficiency. The measured

efficiency in data varies from 95% to 99% between the endcap and barrel regions for low ET elec-

trons (ET < 20 GeV). For very high ET electrons (ET > 80 GeV) the efficiency is of ∼99% over the

whole η range [100].

The identification efficiency is defined as the ratio of the number of electrons passing a certain

identification selection (numerator) to the number of electrons with a matching track passing the

track quality requirements (denominator). It is measured in data using Z → e+e− , Z → e+e−γ

and J/Ψ → e+e− events with the tag and probe technique. The measurement of the combined

reconstruction and identification efficiency as a function of ET and η is shown in Fig. 4.3. For the

mediumLH electron likelihood identification, the efficiency is above 80% (on average) for electrons

with ET > 25 GeV.

The electron energy scale1 and resolution2 are measured by reconstructing the invariant mass

of the Z → e+e− , Z → e+e−γ and J/Ψ → e+e− events. The electron energy scale is known

with 0.5 − 1% accuracy and the energy resolution is known by approximately 2% as shown in

Fig. 4.4 [101]. There is a notable increment of the energy scale factor in the region 1 < |η| < 1.82.

These differences are related to residual uncertainties in the detector material description. The

resolution curve shows a non-flat behavior at ET < 40. This is expected since the energy resolu-

tion is predicted to be inversely proportional to
√
ET.

1The energy scale is the absolute energy that relates the energy measured by the detector and their true energies.
2The resolution corresponds to the relative uncertainty on the energy measurement as a function of the energy.
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Figure 4.3 – Measured combined reconstruction and identification efficiency for the various cut-based and

likelihood selections as a function of ET (left) and η (right) for electrons. The data efficiency is derived from the

measured data-to-MC efficiency ratios and the MC prediction from Z→ ee decays [100].

Figure 4.4 – Energy scale factors obtained after Z- based calibration from the J/Ψ sample, as a function of the

electron pseudorapidity (left). Resolution curve and its uncertainty as a function of ET for electrons with |η| = 0.2.

The selection criteria called multilepton, is optimized for the low energy electrons in the H → ZZ∗→ ``

analysis [101].
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Figure 4.5 – Reconstruction efficiency as a function of pt for Chain-2 CB muons, derived using Z→ µ+µ−

events [102].

4.1.4 Muons

Muons can be reconstructed using different parts of the detector that define the muon type and

using different strategies, known as “Chains” [102]. In this work, muons are reconstructed from

tracks formed by combining information from the MS with the ID. They are known as Combined

(CB) muons. CB muons are reconstructed independently in the ID and MS, and a combined track

is formed if a successful combination of a MS track with an ID track is found. The strategy to

reconstruct the muons is known as the Muid algorithm (or Chain 2). The algorithm searches for

track segments in the RPC and TGC in ∆η×∆φ = 0.4×0.4 regions where the trigger fired. The

MS track is built with a least-square fitting method, and the trajectory is extrapolated back to the

interaction point. Then, it is combined with the ID track that provides the best match, based on

a χ2 test.

The reconstruction and identification efficiency for muons reconstructed from a combination

of inner detector and muon spectrometer tracks is above 99% for muons with pT < 80 GeV and

decreases to 98% above that threshold in the region 0.1 < |η| < 2.5, as shown in Fig. 4.5. The

decreasing behavior is expected since high energetic muons a more difficult to measure precisely

in the muon spectectomer, due to the fact that they are less bended by the magnetic field. The

reconstruction and identification efficiency were obtained applying the same tag and probe tech-

nique used for the electrons, using Z → µ+µ−, J/Ψ → µ+µ− and Y → µ+µ− samples as explained

in Ref. [102].

In the muon transverse momentum range of 6 < pT < 100 GeV, the muon momentum scale is

known with 0.04% precision in the barrel region, decreasing to 0.2% in the region with |η| >
2 [102]. However, most of top-quark physics analyses use a cut at η = 2.5, which is the region

covered by the ID. This is translated into a good muon precision for top-quark physics analyses.
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4.1.5 Jets

Jets are showers of particles from the hadronization of quarks or gluons produced after the col-

lision. The resulting stable particles leave tracks in the ID, if charged, and clusters of energy

deposits in the calorimeters. Reconstructing the total energy and position of a cluster allows for

an estimation of the four-momentum of the jet from which the shower is originating.

Jets are typically reconstructed and clustered from calorimeter energy deposits in the form of

three-dimensional topological clusters (topo-clusters) of calorimeter cells in the electromagnetic

and hadronic calorimeters [103]. The topological clustering algorithm is based on the signifi-

cance of the energy deposits in the calorimeter cells Ecell with respect to their noise level σcell,

where the significance is defined as Ecell > 4σcell. The noise level σcell is the sum in quadra-

ture of the standard deviations of the distributions of electronic and estimated pile-up noise. The

cell with the most significant signal is identified as the seed cell of the topocluster. All adjacent

secondary cells with Ecell > 2σcell are iteratively added to the topo-cluster until no new adjacent

cell satisfies this requirement. This procedure is performed in three-dimensional space and al-

lows topo-clusters to form between the different calorimeters. The topo-cluster is completed by

adding adjacent cells with Ecell > 0. The entire procedure is applied for each seed cell until all are

formed into topo-clusters.

The topological clusters are reconstructed at the so-called electromagnetic energy scale (EM),

which corresponds to the energy deposited by particles in an electromagnetic shower in the

calorimeter. The EM scale correctly reconstructs the energy deposited by particles in an elec-

tromagnetic shower in the calorimeter. This energy scale is established using test-beam mea-

surements [104–107]. The topological clusters are used to form jets, through a process referred

to as jet reconstruction or jet finding. The most-used jet algorithm in ATLAS is the anti-kT jet

algorithm [108] which combines topological clusters iteratively, based on a distance parameter

criterium. The distance parameter is defined as:

dij =min(
1

p2Ti
,
1

p2Tj
)
∆R2

ij

R2 (4.1)

where pTi is the transverse momentum of topo-cluster i, ∆Rij =
√
(∆ηij )2 + (∆φij )2 is the distance

between topo-clusters i and j, and R is a parameter of the algorithm that controls the size of the

jet and is chosen to be 0.4. The algorithm computes the distance between two topo-clusters i

and j (dij ) and the distance between the input i and the beam axis (diB). If diB is the smallest

in the computation, the topo-cluster i is considered a jet and removed from the list and then

the algorithm repeats the procedure with the remaining input objects. Otherwise, the i and j

topoclusters corresponding to the smallest distance dij are combined, and the list is updated for

a new iteration. The procedure is repeated until the list is empty. These jets then undergo several

steps of calibration that account for calorimeter non-compensation,3 dead material, shower leak-

age, and pile-up are used to calibrate the jet energy scale (JES) [109,110]. The calibration scheme

used in the dissertation is called the Local Cluster Weighting (LCW) calibration. In this calibra-

3The calorimeter non-compensation is defined as the difference in scales of the energy measured from hadronic and

electromagnetic showers.
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Figure 4.6 – The different step of the calibration of EM and LCW jets [109].

tion scheme the cluster shape variables are used to separate the topological clusters into hadronic

and electromagnetic ones. Correction factors are applied to hadronic clusters in order to correct

for non-compensation effects. Further corrections are applied to both type of clusters in order to

correct for the energy lost outside of the cluster as well as in dead material. The calibration steps

are shown in Fig. 4.6 and are described in the following.

The first step of the jet calibration is the origin correction which changes the direction of the

jet so that it originates from the primary vertex instead of the geometrical center of the ATLAS

detector. This correction improves the η (and φ) resolution of the jet without affecting the jet en-

ergy.

The second step is the pile-up correction which is intended to mitigate the effect of pile-up inter-

actions. The contribution to the jet energy from pile-up is estimated event-by-event from the

product of the area of the jet and the transverse momentum density, in the η×φ plane. Also,

the dependency of the jet transverse momentum on the number of primary vertices and the aver-

age number of interactions per bunch crossing are considered in the correction. After the pile-up

subtraction, a MC-based correction is applied. The reconstructed jet energy is corrected to the

energy of the simulated jet (MC jet) to which it corresponds to. The reconstructed jet is consid-

ered to be matched to a MC jet if the distance between them is ∆R < 0.3.

Additional corrections are then applied based on the topology of energy deposits in the calorime-

ter, properties of the tracks associated with the jet, and any associated energy deposits in the

muon spectrometer. These corrections are referred to as the global sequential calibration (GSC)

and are applied sequentially such that the mean of the jet energy is unchanged. The information

from the muon spectrometer is relevant for jets with very high pT that reaches the muon detector

system (called punch-through), which improves the jet energy resolution [111].

The final step of the jet calibration chain consists of a number of data-driven (in-situ) measure-

ments, which are designed to validate the MC-based corrections described above and derive

residual corrections to the JES that are applied to jets in data. These corrections are based on

the comparison of the pT of reference objects (photons, Z bosons or other jets) and the jets to be

calibrated using data and Monte Carlo simulation. The first of these corrections is referred to as

the dijet η-intercalibration [112], in which jets in the forward region (0.8 < |η| < 4.5) of the AT-

LAS detector are calibrated relative to jets in the central region (|η| < 0.8). The η-intercalibration
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Figure 4.7 – Ratio of response measured in data to response measured in MC for Z+jet, γ+jet and multi-jet

balance in-situ analyses [109].

correction factors are generally below 2%.

The jet performance is quantified by the precision of the determination of the jet energy scale

and the energy resolution (JER). Figure 4.7 shows the JES as a function of pT and η for 40 GeV <

pT < 55 GeV. The precision of the JES is better than 3% for jets with pT > 50 GeV, while it gets

worse for jets with lower pT, especially in the forward regions [109]. However, the usual cut

performed in top-quark physics analyses is of |η| < 2.5, where the precision of the resolution

is significantly better. The JER is measured in multi-jet events by probing the jet imbalance

on the transverse plane, as described in Ref. [113]. The JER is of the order of 10% for jets with

pT > 100 GeV, growing to 20% for jets with pT∼30 GeV.

b-tagging

Several algorithms can be used to identify jets containing the fragmentation products of b-quarks.

These algorithms take advantage of the fact that b-hadrons have a relatively high lifetime of

∼1.5 ps, which leads to long decay lengths. These can be reconstructed as displaced secondary

vertices, which are used in secondary vertex (SV) b-tagging algorithms [114]. The displaced decays

of b-hadrons produce tracks with large impact parameters with respect to the primary vertex

(Fig. 4.1). These tracks are used as input to impact parameter (IP) b-tagging algorithms [115]. The

semi-leptonic branching ratio of b-hadrons is ∼11% for each lepton flavor. This branching ratio

is as high as ∼20% when b → c cascade decays are taken into account. The cascade produces

another displaced vertex along the flight path of the b-hadron. The topology of the b-hadron

decay chain is exploited by the JetFitter algorithm [116].

The SV, IP, and JetFitter algorithms are combined into a neural network, known as the MV1

tagger [117], which is used in the analyses presented in this work. The efficiency of the MV1

algorithm to correctly identify b-jets or for mis-identifying charm (c) or light flavor (LF) jets as

b-jets, has been measured in samples of tt̄, D-mesons and dijet events respectively [118]. The

corresponding efficiencies for the operating point corresponding to an inclusive b-jet efficiency

of 70% is shown in Fig. 4.8 as a function of the transverse momentum and η of the jet. The mis-

identification probability is of around 0.8% for light jets, and 20% for c-quark jets.
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Figure 4.8 – b-jet, c-jet and light jets identification efficiency as a function η and pT of the jet using the MV1

tagger algorithm [117].

4.1.6 Missing Transverse Momentum

The Missing Tranverse Momentum (Emiss
T ) is computed by combining all the topo-clusters found

in the calorimeters. The topo-clusters are associated with reconstructed objects: electrons, pho-

tons, jets and muons. Such topo-clusters are then calibrated according to the correction factors

applied to the reconstructed physics objects to which they are associated. The contribution of

these objects to the Emiss
T computation is known as the hard terms. Topo-clusters that are not as-

sociated with any physics object are also considered and a dedicated calibration is applied. The

contribution of these objects to the Emiss
T computation is known as the soft terms. The Emiss

T and

its components are defined as:

Emiss
T = | −Σ ~pT| =

√
(Emiss
x )2 + (Emiss

y )2 (4.2)

Emiss
x = −Σ ~px (4.3)

Emiss
y = −Σ ~py (4.4)

where Emiss
x and Emiss

y correspond to projection of the Emiss
T on the x− and y−axis, respectively.

The resolution of the Emiss
T is estimated typically in Z→ `` events since no real Emiss

T is expected.

The resolution is estimated from the width of the combined distribution of Emiss
x and Emiss

y as a

function of the total transverse energy in the detector ΣET. The distributions are fitted, for each

ΣET bin, with a Gaussian. The fitted width, σ , is studied as a function ofΣET. The E
miss
T resolution

as a function of ΣET follows a behavior that can be approximated with the function σ = k ·
√
ΣET,

but deviations from this simple law are expected as shown in Ref. [119]. The constant factor k is

found to be 0.97 GeV1/2 for collisions at 8 TeV [120].

4.2 Selection and background estimation

In order to enrich the data sample in dileptonic tt̄ events, requirements are imposed on recon-

structed charged leptons (electrons and muons), jets, and the missing transverse momentum.

Three different final states are considered in the analyses presented : events with two electrons in

the final state (ee), with one electron and one muon (eµ), and with two muons (µµ). The leptons

coming from τ decays are incorporated to the respective channels. In the following, the selection

criteria on the objects are presented, as well as studies performed on the background events.
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4.2.1 Object selection

Electron candidates passing the likelihood-based medium identification requirements are re-

quired to have a transverse momentum pT > 25 GeV and must also lie in the region |ηcl| < 2.47,

where ηcl is the pseudorapidity of the calorimeter energy cluster associated with the electron,

excluding the transition region between the calorimeter barrel and endcaps 1.37 < |ηcl| < 1.52.

Moreover, electrons are required to be isolated from surrounding activity in the inner detector.

The scalar sum of the track pT present in the event within a cone of ∆R = 0.3 (excluding the track

of the electron itself) divided by the electron pT is required to have certain values as a function of

ηcl and pT in order to achieved an efficiency of 90%.

Muon candidates reconstructed using the Muid algorithm are required to have pT > 25 GeV

and |η| < 2.5. In addition, they are required to satisfy track-based pT-dependent isolation criteria.

The scalar sum of the track pT within a cone of size ∆R = 10 GeV/p
µ
T around the muon (excluding

the muon track itself) must be less than 5% of the muon pT (p
µ
T).

Both the electrons and muons have to be consistent with the primary vertex by requiring the

absolute value of the longitudinal impact parameter to be less than 2 mm.

Jets are reconstructed from clustered energy deposits in the electromagnetic and hadronic

calorimeters, using the anti-kt algorithm with a radius parameter R = 0.4. After applying the

jet calibration and energy correction, described in Sec. 4.1.5, the jets are required to have pT >

25 GeV, to be in the pseudorapidity range |η| < 2.5, and to have a jet vertex fraction4 |JVF| > 0.5

[121] if pT < 50 GeV, for pile-up mitigation. The jet that is the closest to a selected electron is

removed from the event if their separation is ∆R < 0.2. After this jet overlap removal, electrons

and muons that are within a cone of ∆R = 0.4 around the closest jet are removed.

4.2.2 Event selection

Events are required to fire a single electron or single muon trigger [122, 123]. For electrons, the

logical OR of two single electron triggers is used: one corresponding to a threshold of 24 GeV for

the electron cluster ET (EF_e24vhi_medium1) and the other corresponding to a threshold of 60

GeV (EF_e60_medium1). For the low threshold trigger, an isolation requirement is applied, by

requiring the sum of the transverse momenta of the tracks within a cone of radius R = 0.2 around

the electron-candidate track (excluding the electron track) to be less than 10% of the trigger elec-

tron’s transverse energy. This isolation cut is applied in order to reduce the high rate of electrons

produced in hadron decays. The isolation requirement becomes inefficient at ET > 60 GeV, since

high-pT electrons produce more bremsstrahlung with intrinsic e−e+ pair creation, and therefore

have a higher probability of failing the isolation cut. For muons, the OR of two unprescaled

single muon triggers is used: one corresponding to a threshold of 24 GeV with isolation require-

ments (EF_mu24i_tight) and the other corresponding to a threshold of 36 GeV with no isolation

requirements (EF_mu36_tight). The muon isolation requirement at the trigger level is applied by

requiring the sum of the tracks in a cone of radius R = 0.2 around the muon candidate track (ex-

cluding the muon track itself) to be less than 12% of the muon track’s pT.

4The jet vertex fraction is defined as the fraction of the scalar pT sum of tracks associated with the jet and the primary

vertex and the scalar pT sum of tracks associated with the jet and any vertex.
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Charge asymmetry measurement

In the three final states, exactly two isolated leptons with opposite charge and an invariant mass

m`` > 15 GeV are required, together with at least two jets. The first requirement is applied in order

to reject Z/γ∗ → `` events and meson production such as J/Ψ that could enter the selection by

decaying to two opposite sign leptons, while the second removes most of the non-tt̄ SM events.

In the same-flavor channels (ee and µµ), the invariant mass of the two charged leptons is required

to be outside of the Z boson mass window, such that |m`` −mZ | > 10 GeV, which reduces the

amount of Drell–Yan processes drastically in the ee and µµ channels. Furthermore, it is required

that Emiss
T > 30 GeV and at least one of the jets must be b-tagged. The Emiss

T requirement is

intended to suppress Drell–Yan production of Z/γ∗→ `` (with ` = e/µ) and also suppress diboson

backgrounds. In Drell–Yan processes no real Emiss
T is expected since there are no neutrinos from

the hard scatter that result in missing energy. In the case of dibosons events, few or no neutrinos

are expected in the final state. In the eµ channel, the background contamination from the different
processes is much smaller and the background suppression is achieved by requiring the scalar

sum of the pT of the two leading jets and leptons (HT) to be larger than 130 GeV. This requirement

rejects background events with low energy such as Z → ττ + jets and it is found to be a very

loose requirement. No Emiss
T requirement is applied to this channel since the events have a real

contribution from Z → ττ decays. The event selection requirements for the charge asymmetry

measurements are summarized in Table 4.2.

Table 4.1 – Summary of the event selection requirements applied in the different channels for the charge
asymmetry measurements.

Requirements ee/µµ eµ

Leptons == 2 == 2

Jets ≥ 2 ≥ 2

b-tagged jets ≥ 1 –

m`` > 15 GeV > 15 GeV

|m`` −mZ | > 10 GeV –

Emiss
T > 30 GeV –

HT – > 130 GeV

Top spin measurement

The same event selection as in the charge asymmetry analysis is used, but a small modification is

applied. In this selection, at least one b-tagged jet is required in all three decay channels. This was

not the case for the charge asymmetry event selection where it was only applied in the same flavor

channel. By applying this requirement, a purer sample is obtained without reducing dramatically

the amount of statistics. A reduction of the background in the spin observables is important since

their shapes affect the value of the observables more than in the charge asymmetry. Furthermore,

the charge asymmetry measurements are more dominated by the statistical uncertainty than in

the spin observables measurements. It is thus important to keep as much statistics as possible.
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The event selection requirements for the top spin measurements are summarized in Table 4.2.

Table 4.2 – Summary of the event selection requirements applied in the different channels for the top spin

measurements.

Requirements ee/µµ eµ

Leptons == 2 == 2

Jets ≥ 2 ≥ 2

b-tagged jets ≥ 1 ≥ 1

m`` > 15 GeV > 15 GeV

|m`` −mZ | > 10 GeV –

Emiss
T > 30 GeV –

HT – > 130 GeV

4.2.3 Signal modeling

The nominal tt̄ signal sample is generated at NLO in QCD using Powheg-hvq and the CT10 PDF

set for the hard scattering interaction. The hdamp parameter is set to the top-quark mass of

172.5 GeV. The parton shower, hadronization, and underlying event are simulated using Pythia6

+Jimmywith the CTEQ6L1 PDF and the corresponding set of tunable parameters Perugia 2011C [93]

intended to be used with this PDF. The tt̄ cross section for pp collisions at a center-of-mass en-

ergy of 8 TeV is rescaled to σtt̄ = 253+13−15 pb, calculated at NNLO in QCD including resummation

of next-to-next-to-leading logarithmic (NNLL) soft gluon terms with top++2.0 [20,124–129].

4.2.4 Background estimation

The main background contribution in the tt̄→ νν̄`+`−bb̄ system comes from Drell–Yan produc-

tion of Z/γ∗ → `` in the same flavor channel, which is estimated by a combination of simulated

samples modified with corrections derived from data. These modifications scale the background

expectations in order to make them agree with the observations. Contributions from diboson

(WW , ZZ, andWZ) and single-top-quark (Wt channel) production are evaluated purely via MC

simulations.

Further background contributions can arise from events including a jet or a lepton from a

semileptonic hadron decay that is misidentified as an isolated charged lepton as well as leptons

from photon conversions, together referred to as fake leptons. This contribution is estimated using

simulated samples, modified with corrections derived from data. The samples mentioned above,

together with simulated samples of tt̄ +W/Z, t-channel of single-top-quark production, W+jets,

andW+γ+jets are used for the estimation.

Single-top-quark production in theWt channel is simulated using Powheg-hvq with Pythia6

and the CT10 (NLO) PDF set. The cross section of 22.3±1.5 pb is estimated at approximate NNLO

in QCD including resummation of NNLL terms [130]. The parton shower, hadronization, and

underlying event are simulated by Pythia6 +Jimmy using the Perugia 2011C tune. The Drell–Yan

process is modeled using Alpgen interfaced with Pythia6 with the CTEQ6L1 PDF set using the
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MLM matching scheme. Its heavy-flavor component is included in the matrix element calcula-

tions to model the Z/γ∗ + bb̄ and Z/γ∗ + cc̄ processes. Diboson processes (WW , ZZ, andWZ) are

simulated using Alpgen interfaced with Herwig +Jimmy with the CTEQ6L1 PDF set for parton

fragmentation. The only exceptions are the same-charge W +(−)W +(−) samples, which are simu-

lated using MadGraph interfaced with Pythia8. The samples are normalized to the reference

NLO QCD prediction, obtained using the MCFM generator [131]. The associated production of a

tt̄ pair with a vector boson (tt̄Z and tt̄W ) is simulated with MadGraph, interfaced with Pythia8,

and normalized to NLO cross-section calculations [132, 133]. The W+jets events are simulated

using Alpgen, interfaced with Pythia6, and theW+γ+jets process is simulated using Alpgen in-

terfaced with JIMMY.

Z+jets modeling

The modeling of Drell–Yan events in the same-flavor channels with Emiss
T > 30 GeV may not be

accurate in simulation due to a mismodeling of the Emiss
T distribution. The Drell–Yan background

does not contain any real Emiss
T . Non-negligible Emiss

T can appear in a fraction of events with

misreconstructed objects, which are difficult to model. Moreover, after applying the b-tagging

requirement, a large contribution to the background comes from the associated production of

Z bosons with heavy-flavor jets, which is not well predicted by MC simulation. These problems

are shown in Fig. 4.9. Before applying b-tagging there is an overestimation of MC events in the Z

peak, while after applying b-tagging an underestimation is observed.

The Emiss
T mismodeling depends on the reconstructed objects and the corrections to be ap-

plied (scale factors) are therefore expected to be different between the ee and µµ channel. For the

heavy flavor normalization in Z+jets events, the correction is expected to be the same in the ee,

µµ, and eµ channel since the modeling problem does not depend on the topology of the event.

The normalization of the inclusive and heavy-flavor components of the Drell–Yan background

in the same-flavor channels is computed simultaneously using data in three control regions with

three scale factors. Two scale factors are applied to Drell–Yan events to take into account the mis-

modeling from the Emiss
T requirement (one in the ee and one in the µµ channel) while another one

is applied only to Z+heavy-flavor events. Since real Emiss
T is present in Z → ττ events, the scale

factors related with the Emiss
T mismodeling are not applied to these samples. The normalization

correction for heavy flavor processes are applied on top of the previously defined scale factors.

The calculation is performed in control regions defined by the same cuts as the signal region, but

inverting the Z mass windows. The control regions are defined using the selection criteria with

b-tagging requirements on the selected jets (b-tagged region) and without b-tagging requirements

on the selected jet (pre-tagged region) as follows:

– ee channel, no b-tagging requirement

– µµ channel, no b-tagging requirement

– Combined channels, at least one b-tagged jet

All the constraints previously described lead to the following system of equations:
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Figure 4.9 – Emiss
T for ee (top left) and µµ (top-right) in the Z mass window after b-tagging. The dilepton

invariant mass in the pretag region for ee (middle left) and µµ (middle right) and in the b-tag region for ee

(bottom left) and µµ (bottom right) is also shown. The data/MC ratio is shown in the bottom panel of each figure.

The shaded area shows the uncertainty on the signal and background normalization.
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
Cee · (N

ee,pretag
Z+light +CHF ·N

ee,pretag
Z+HF ) +CHF ·N

ee,pretag
Z→ττ+HF +N

ee,pretag
Z→ττ +N ee,pretag

others =N ee,pretag
data

Cµµ · (N
µµ,pretag
Z+light +CHF ·N

µµ,pretag
Z+HF ) +CHF ·N

µµ,pretag
Z→ττ+HF +N

µµ,pretag
Z→ττ +N

µµ,pretag
others =N

µµ,pretag
data

Cee · (N
ee,btag
Z+light +CHF ·N

ee,btag
Z+HF ) +Cµµ · (N

µµ,btag
Z+light +CHF ·N

µµ,btag
Z+HF ) +CHF ·N

all,btag
Z→ττ+HF +N

all,btag
Z→ττ +N all,btag

others =N all,btag
data

(4.5)

where,

– Cee is the scale factor applied to Z→ ee events.

– Cµµ is the scale factor applied to Z→ µµ events.

– CHF is the scale factor applied to Z +HF events.

– NZ+X is the number of events for the Z +X processes, where X correspond to either light of

HF.

– Ndata is number of observed events.

– Nothers is the number of events of all the other processes

The system of equations is solved numerically by minimizing the likelihood of the system. The

scale factors that correct for Emiss
T mismodeling are 0.927±0.005 for the ee channel and 0.891±0.004

for the µµ channel, while the normalization factor for heavy flavour processes is 1.70±0.03. The
uncertainties correspond to statistical uncertainty. In Fig 4.10 the Z mass windows after apply-

ing the derived scale factors as well as the Emiss
T distribution are shown. The agreement in the

normalization after applying the scale factors is significantly improved.

Fakes leptons

The background arising from fakes leptons is determined using both MC simulation and data.

The dominant sources of these fake leptons are semileptonic b-hadron decays, long-lived weakly

decaying states (such as π± or K ± mesons), π0 showers, photons reconstructed as electrons, and

electrons from photon conversions. W+jets,W+γ+jets, tt̄, tt̄Z, tt̄W , Drell–Yan, single-top-quark,

and diboson production are considered when estimating this background. Multijet events do not

contribute significantly to this background since the probability of having two jets misidentified

as isolated leptons is very small. The shapes of the kinematic distributions are taken from simu-

lated events where at least one of two selected leptons is required not to be matched with a MC

generator-level lepton. Scale factors are derived from data in order to adjust the normalization.

The control regions used for the scale factor estimation are defined by applying the same

selection criteria as in the signal region but by requiring the two leptons to have the same electric

charge. The number of events in data and MC in the control regions used for the estimation are

shown in Tab. 4.3. There is a general underestimation of the MC simulation in the three channels,

being the more prominent case the µµ channel. A scale factor is needed in order to correct for

these effects. The scale factors derived for each dilepton channel are calculated as

SFfakes =
Ndata −

∑
i=otherNi

Nfakes
.
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Figure 4.10 – Emiss
T for ee (top left) and µµ (top right) in the Z mass region after b-tagging. The dilepton

invariant mass in the pretag region for ee (middle left) and µµ (middle right) and in the b-tag region for ee

(bottom left) and µµ (bottom right) after applying the derived scale factors is also shown. The data/MC ratio is

also shown. The shaded area shows the uncertainty on the signal and background normalization.
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Table 4.3 – Numbers of events in data and MC in the fakes control region. Only statistical uncertainties are

shown.

Channel ee µµ eµ - no b-tag eµ - b-tag

tt̄ 127.0 ± 2.8 0.40 ± 0.16 210 ± 4.8 173.0 ± 4.3

tt̄ + W/Z 12.47 ± 0.29 13.00 ± 0.31 41.1 ± 0.54 33.03 ± 0.48

Fakes 50.8 ± 4.4 10.9 ± 1.0 351 ± 32 121 ± 20

Dibosons 6.02 ± 0.90 7.9 ± 1.5 272 ± 6.3 17.0 ± 1.6

Single Top 7.22 ± 0.71 < 0.001 11.2 ± 0.90 7.98 ± 0.73

Z + jets 19.8 ± 2.5 0.060 ± 0.040 8.6 ± 1.7 1.4 ± 1.2

Total Expected (MC) 223.3 ± 6.0 32.2 ± 1.9 888 ± 33 353 ± 21

Data 232 62 945 406

MC/Data 0.96 0.52 0.95 0.87

SF 1.20±0.3 3.70±0.8 1.10±0.2 1.44±0.3

where Ni is the number of MC events without the fakes contribution, Nfakes is the number of

fakes events, and Ndata is the number of data events.

The differences between the scale factors originate from the sources of misidentified electrons

and muons, which seem to be modeled better in MC simulation for the electrons. However, the

shapes of the distributions of the relevant kinematic variables in the µµ channel, such as the jet

multiplicity, jet pT , missing ET , and lepton pT in the µµ channel, are cross-checked with a purely

data-driven method, known as the matrix method (MM) [134]. The matrix method is based on

the selection of two categories of events: events that satisfy loose lepton selection requirements

(N loose), and events that satisfy tight lepton selection requirements (N tight). Together with the

efficiency ε =N loose/N tight, which is estimated using data, it is possible to compute the number of

fakes events that passes the tight selection criteria. The tight muon selection criteria corresponds

to the selection criteria mentioned in Sec. 4.2.1. The comparison between the MC-driven fakes

and the MM-driven fakes for different kinematic variables is shown in Fig. 4.12. The MC-driven

fakes are normalized to the MM-driven fakes in order to evaluate the agreement in the shapes

of the distributions. Both fake estimations are in agreement with each other. The comparison

between data and the MC prediction in the same-sign control region after applying the fakes

scale factors SFfakes is shown in Fig. 4.11.

4.2.5 Comparison between Data and MC

Charge asymmetry measurements

The number of events for both expectation and data after applying the selection criteria cor-

responding to the charge asymmetry measurements are shown in Table 4.4 for the three final

states. The uncertainties shown correspond to the total uncertainty, which includes: the sta-

tistical uncertainties coming from the limited size of the MC samples, the normalization un-

certainties, from the uncertainty on the theoretical cross-section predictions, and the systematic
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Figure 4.11 – The jet multiplicity in the same-sign control region in the ee (top-left), µµ (top-right), and eµ

(bottom) channel. Here, the comparison is done only in the control regions corresponding to the signal regions, i.e.

in the b-tag same-sign region for ee and µµ channels and in the pretag same-sign region for eµ channel. The grey

area in the ratio plot corresponds to the normalization uncertainty.
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Figure 4.12 – The comparison between the fakes estimated from MC and by MM method in the SS control region.

The jet multiplicity, jet pT , missing ET , and lepton pT are shown in the µµ channel. The MC estimation is

normalized to the MM estimation.
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uncertainties which are described in Chapter 7. In the case of the uncertaitnies related with NP &

fakes leptons, a Bayesian procedure procedure assuming constant a priori probability for a non-

negative number of events was assumed. The eµ channel contributes with the largest number

of events, followed by µµ and ee. The jet multiplicity, the lepton η, and lepton pT distributions

are shown in Fig. 4.14 for the three channels combined. There is about 5% more data than MC,

however, the overall agreement is acceptable within the uncertainties. A slope observed in the

data/MC ratio of the transverse momentum of the leptons is a known mismodeling effect and it

is consistent with the differential cross section measurement performed by ATLAS [30].

Table 4.4 – Observed numbers of data events compared to the expected signal and background contributions in

the three decay channels and their combination for the charge asymmetry measurements. The uncertainty

corresponds to the total uncertainty on the given process. Data-driven scale factors are applied to the Z+jets and

the non-prompt (NP) & fake leptons contributions. The Z→ ττ process in the eµ channel is estimated using MC

simulation only. All the uncertainties are assumed to be uncorrelated.

Channel ee µµ eµ ``

tt̄ 10200 ± 800 12100 ± 800 36000 ± 2400 58300 ± 2700

Single-top 510 ± 50 590 ± 50 1980 ± 170 3080 ± 180

Diboson 31 ± 5 40 ± 6 1320 ± 100 1400 ± 100

Z→ ee 1200 ± 260 – – 1200 ± 260

Z→ µµ – 1520 ± 300 – 1520 ± 300

Z→ ττ 31 ± 15 58 ± 25 1120 ± 430 1210 ± 430

NP & fake leptons 62 +119
−29 45 +36

−24 480 +240
−220 590 +270

−220
Total Expected 12000 ± 900 14400 ± 800 40900 ± 2500 67300 ± 2800

Data 12785 14453 42363 69601

Top spin measurements

The number of events for both expectation and data after applying the selection criteria corre-

sponding to the top spin measurements are shown in Table 4.5 for the three final states. The un-

certainties shown correspond to the total uncertainty, which includes: the statistical uncertain-

ties coming from the limited size of the MC samples, the normalization uncertainties, from the

uncertainty on the theoretical cross-section predictions, and the systematic uncertainties which

are described in Chapter 7. The same behavior is observed as for the charge asymmetry mea-

surements: the eµ channel contributes with the largest number of events, followed by µµ and

ee. The contribution of the eµ channel is ∼20% smaller than in the selection used for the charge

asymmetry. The jet multiplicity, the lepton η, and lepton pT distributions are shown in Fig. 4.13

for the three channels combined. As before, there is about 5% more data than MC, however, the

overall agreement is acceptable within the uncertainties. A slope is also observed in the data/MC

ratio of the transverse momentum of the leptons.
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Figure 4.13 – Comparison between data and expectations for the jet multiplicity, lepton η, and lepton pT after the

event selection used in the charge asymmetry analysis. The three channel are combined and the data/expectations

ratio is shown in the bottom panel. The shaded area shows the total uncertainty.
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Figure 4.14 – Comparison between data and expectations for the jet multiplicity, lepton η, and lepton pT after

event selection used in the top spin observables analysis. The three channel are combined and the

data/expectations ratio is shown in the bottom panel. The shaded area shows the total uncertainty.
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Table 4.5 – Observed numbers of data events compared to the expected signal and background contributions in

the three decay channels and their combination for the top spin measurements. The uncertainty corresponds to the

total uncertainty in the given process. Data-driven scale factors are applied to the Z+jets and the NP & fake

leptons contributions. The Z→ ττ process in the eµ channel is estimated using MC simulation only.

Channel ee µµ eµ ``

tt̄ 10200 ± 800 12100 ± 800 30300 ± 1800 52600 ± 2100

Single-top 510 ± 50 590 ± 50 1470 ± 100 2570 ± 120

Diboson 31 ± 5 40 ± 6 81 ± 8 152 ± 11

tt̄V 39 ± 4 44 ± 4 100 ± 10 183 ± 11

Z→ ee 1200 ± 260 – – 1200 ± 260

Z→ µµ – 1520 ± 300 – 1520 ± 300

Z→ ττ 31 ± 15 58 ± 25 120 ± 9 210 ± 20

NP & fake leptons 62 ± +119
−29 45 ± +36

−24 170 ± +240
−220 277 ± +270

−230
Total Expected 12000 ± 900 14000 ± 800 32000 ± 1800 58000 ± 2000

Data 12785 14453 33482 60720
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4.3 Fiducial Region and Particle Level

A fiducial region is defined in order to closely match the phase space region accessible with the

ATLAS detector and the requirements made on the reconstructed objects. A fiducial measure-

ment usually allows for MC generator dependencies to be reduced, since it avoids extrapolation

to the full phase space. In the fiducial region, only objects defined at particle level are used.

Particle-level objects are closer to the reconstructed objects than parton level object, thus, the

corrections to be applied are better defined. In the following, the definition of the particle-level

objects is presented.

The considered charged leptons (electrons and muons) are required not to originate from

hadrons. Photons within ∆R = 0.1 around the charged lepton are included in the four-momentum

calculation. This procedures is known as lepton dressing. The Emiss
T is calculated as the summed

four-momenta of neutrinos from the W/Z boson decays, including those from intermediate τ

decays. Jets are reconstructed by clustering all the stable particles in the event, excluding the

neutrinos, the selected leptons and the photons used to dress the leptons. The clustering is per-

formed using the anti-kt algorithm with a radius parameter R = 0.4. The identification of jets

originating from b-quarks is achieved using a procedure which consists in scaling the b-hadron’s

four-momentum by a small number (10−6), and including it in the jet clustering. In this case, the

MC generator-level b-hadrons are clustered into the particle-level jets. The four-momentum of

the particle must be made small enough in order to avoid the alteration of the result of the jet

clustering. This procedure is known as ghost matching [135].

The fiducial volume is defined by requiring at least two particle-level jets and at least two

leptons in the event, with pT > 25 GeV and |η| < 2.5 for both objects. Events where leptons

and jets overlap within a ∆R cone of 0.4 are rejected. The particle-level jets are not required to be

b-jets since this requirement is not shared between the three channels in the selection.

Using these objects, the reconstruction of top quarks (known as pseudotops [136]) can be per-

formed. The assignment of the proper jet-lepton-neutrino permutation is chosen first by mini-

mizing the difference between the masses computed from each lepton-neutrino combination and

the W boson mass value used in the MC simulation. Then, the difference between the mass of

each combination of the chosen lepton-neutrino pairs with a jet and the top quark mass value,

used in the MC simulation, is minimized. If b-jets are present in the event, they are used for the

jet-lepton-neutrino assignment. The correlation coefficient between top rapidity at the parton

and particle levels is found to be 85%, while for the lepton η it is 95% as shown in Fig. 4.15.

The measurements of the asymmetry, polarization and correlations in the fiducial volume

require the treatment of an additional background contribution. This background contribution

corresponds to signal events that are outside of the fiducial region at generated level but have

migrated into the detector acceptance due to resolution effects. The events out of the fiducial

region correspond to a subset of the signal events. The estimation of this background, called

nonfiducial background, is defined bin-by-bin as follows:

b
nonf iducial
i = (di −

∑
j=other bckg

b
j
i ) · fi , fi =

N
non−f iducial
i

N
signal
i

(4.6)
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Figure 4.15 – Correlation between particle and parton level definitions for top rapidity (left) and lepton η (right).

The correlation factor are 0.85 and 0.95 for the top rapidity and lepton pseudorapidity, respectively.

where Nnonf iducial
i is the number of signal events in bin i without the generated level information

within the fiducial region and N signal
i is the number of signal events in bin i.

The nonfiducial background constitutes about 8% of the expected tt̄ events after selection

in the charge asymmetry measurements and about 6% in the top spin measurements. It was

found to be independent of the charge asymmetry value of the simulated sample, as shown in

Fig. 4.16. In the figure, the distributions of the ∆|y| and ∆|η| observables with the expected SM

asymmetry and an asymmetry value more than six times larger (6% asymmetry) are presented at

reconstructed level. The distribution corresponding to 6% asymmetry is obtained by reweight-

ing the nominal tt̄ signal sample at parton level to the considered value and applying the same

weights at reconstructed level. The nonfiducial background was also found to be independent of

spin correlation and polarization values, as shown Fig. 4.17.
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(right) for the SM and for a distribution that leads to a 6% asymmetry value.
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Figure 4.17 – Fraction of nonfiducial background over all the signal events as a function of cosθk+ cosθ
k
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and Br+ (right) for the different values of correlation (C) and polarizations (P).
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5
Kinematic Reconstruction

The top and antitop quark four-momenta need to be reconstructed from the final-state particles

in order to compute any observable based on their kinematics (such as ∆|y| for the asymmetry

estimation). The final state consists of two leptons of opposite charge, two neutrinos, and two

b-jets. There are four decay vertices: two vertices corresponding to the process tt̄ → W +bW −b̄

and two vertices corresponding to W + → l+ν and W − → l−ν̄. The reconstruction of the tt̄ sys-

tems is performed by using momentum conservation at each of the decay vertices. TheW bosons

are reconstructed by summing the four-momenta of the leptons and neutrinos, while the top and

antitop quarks are reconstructed by summing the four-momenta of the W bosons and the b-jets

present in the event. Thus, assuming the process pp→ tt̄→W +bW −b̄→ l+νbl−ν̄b̄, the following

kinematic constraints can be set on the particles momenta:

pb + pW + = pt
pb̄ + pW − = pt̄
pl+ + pν = pW +

pl− + pν̄ = pW −

(5.1)

Considering each component of the four-momenta, there are 16 equations with forty unknowns

in this system of equations. The momenta of the leptons and jets are measured, which reduces

the number of unknowns to 28. The system of equation thus remains under-constrained. Other

assumptions can be used to solve the system, such as the masses of the various particles, which

are here assumed to be:
mb = mb̄ = 4.5 GeV,

mW + = mW − = 80.4 GeV,

mt = mt̄ = 172.5 GeV,

ml+ = ml− = 0.0 GeV,

mν = mν̄ = 0.0 GeV.

(5.2)

The system of equations has now 18 unknowns and 16 equations, implying that two more con-

straints are needed to solve the system. Different approaches can be used to establish these con-

straints, which depend on the reconstruction method. Once these constraints are established,

there are still several ambiguities to solve. One of the ambiguities is related to the fact that at
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least two jets are expected in the final state (coming from the b and b̄). This leads to a combi-

natoric problem between the jets and the leptons, since it is not possible to know a priori which

jet is from the top and which jet is from the antitop decay (the charge of the jets are not known).

Another ambiguity is related with the multiple solutions that can be obtained when solving the

system, since four-degree equations are expected with multiple possible roots, both real and com-

plex. The way of treating these ambiguities depends on the reconstruction method. In this dis-

sertation two methods are discussed: the Neutrino Weighting and the Kinematic Method (KIN

method). These methods have been used in several analyses [137–140] but their internal param-

eters are optimized for the measurements performed in this work.

5.1 Neutrino Weighting

The Neutrino Weighting method makes use of assumptions of the η value of the neutrinos. This

introduces two more constraints to the system of equations and makes it possible to solve it, since

the numbers of equations and unknowns are the same. By making this assumption, it is possible

to rearrange Eq. 5.1 and derive two polynomial equations (one for each neutrino) that describe

the neutrinos four-momenta. The neutrino η assumptions are made based on MC simulations,

which follow a Gaussian distribution as shown in Fig. 5.1.
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Figure 5.1 – Neutrino η distribution in dileptonic tt̄ events from MC simulation.

In the Neutrino Weighting method, the Emiss
T is not directly used to solve the system of equa-

tions. Instead, it is used to evaluate the quality of the solutions. This evaluation is essential

to discriminate solutions, since for a given number n of neutrino pairs assumptions (scanned

points), it is possible to obtain more than n2 solutions per event. The quality of each solution is
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evaluated with a weight that estimates the compatibility of the measured Emiss
T with the sum of

the transverse momentum of the two assumed neutrinos. The weight is defined as:

ω = exp

−
(
Emiss
x − /Ex

)2
2σ2

x

× exp
−

(
Emiss
y − /Ey

)2
2σ2

y

, (5.3)

where Emiss
x (Emiss

y ) is the x (y) component of missing transverse energy, σx (σy) is the resolution

of the x (y) component of the missing transverse energy, and /Ex ( /Ey) is the sum of the momentum

of the neutrinos along the x (y) direction. The resolution follows the equation σ = 0.97 ·
√
ΣET de-

scribed in Sec. 4.1.6. The weight is maximum when the x (y) component of the momentum of the

neutrinos is equal to the component Emiss
x (Emiss

y ) of the missing transverse energy. Two different
approaches can be used to select the solutions. One can either select the solution with the highest

weight or use all the solutions and take their weighted average. The neutrino-η pair that leads

to the highest weight is used for the top and antitop quark four-momentum reconstruction in the

presented analysis. The proper lepton-jet assignment is also evaluated through the weight; an

incorrect assignment will generally lead to a smaller weight. All possible combinations between

the jets and the leptons present in the event are tested.

Neutrino η Scanning

The scanning of the neutrino η is one of the most important steps for the reconstruction, since the

quality of the solution with the highest weight is based on the assumptions made. The scanning

is an arbitrary choice of the method. Two different criteria need to be taken into account in order

to perform an optimal scanning. First, the choice of the sampling method, which can be either

random (η points are randomly taken based on a probabilistic distribution) or methodical (η

points are scanned following a specific pattern). Second, the shape of the distribution used to

perform the sampling, which is very important since for instance the distribution of the neutrino

η in boosted and nonboosted topologies are expected to be different. Several sampling procedures

were tested in this study: a random sampling that follows Gaussian or flat distributions and a

methodical sampling of variable η steps.

When a random sampling that follows a Gaussian distribution for both neutrinos is used (as

in Fig. 5.1), the solutions obtained are biased towards the central η values, since the η values are

more often scanned in the central region. This not optimal for the boosted tt̄ topologies, where the

neutrino η distribution is shifted in η, as shown in Fig. 5.2. The boosted topologies are important

for asymmetry measurements, since for high boost, the asymmetry value is expected to change

for different BSM models. When a random sampling using a flat distribution1 is performed, the

bias problem affecting boosted topologies is not present. However, the number of sampled points

needs to be increased in order to reach a performance similar to the previous scanning procedure,

which increases the computation time significantly.

The combination of these two approaches was also tested: one neutrino η sampled using a

Gaussian distribution centered at zero and the other neutrino η using a flat distribution. However,

1In this case all η values have the same probability of being scanned
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the performance was not optimal in comparison with a methodical η sampling of variable size

(called grid sampling).
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Figure 5.2 – Neutrino η distributions from MC simulation for boosted topologies.

In the grid sampling, the neutrino-η values are scanned in the range [−5,5] in steps of variable

size. In the η ranges [−5,−2] and [2,5], the steps are of the size of 0.05, and in the range [−2,2] the
steps are reduced to 0.025. The finer steps in the central region are due to the high probability of

finding neutrinos in this region. Figure 5.3 shows the distribution of the weights for the scanned

neutrinos η points in one event of the MC simulation. The highest weight is presented in yellow

for the η of the neutrinos and the true neutrino η is represented as the red mark.

Jet Smearing

In 40% of the cases, when the Neutrino Weighting method solves the tt̄ system, it is not possible

to obtain non-complex solutions. This is due to the finite number of η points that are tested and

due to the resolution of the reconstructed objects. In order to reduce this fraction, the jets are

smeared according to their resolution taken using MC simulations. The resolution functions are

estimated by fitting the distribution (ptruthT −precoT )/ptruthT , in pT bins,2 using the convolution of two

Gaussian functions. The typical resolution across the different pT bins is between 10% and 20%.

Figure 5.4 shows the resolution function used for the pT ranges of [20,34], [75,87], and [184,500]

GeV. The smearing is performed by randomly sampling the resolution function. In principle,

the same procedure could be performed for the leptons. However, the lepton resolution is two

2The pT bins used for the resolutions are [20,34,42,50,57, ,65,75,87,103,130,156,184,500] GeV
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Figure 5.3 – Distribution of the weights for the scanned neutrinos η pairs using the Grid sampling. The highest

weight is presented in bright yellow. The true neutrinos η pair is shown with the red mark.

orders of magnitude better than the jet resolution and therefore the smearing on the leptons is

not considered. Appendix B shows all the resolution functions for the different energy bins on the

different objects. By smearing the jets, the number of unsolvable events drops from 40% to around

10%. The jets are smeared 50 times for each event. The computation time increases significantly

when more smearings are performed. The chosen configuration gives a good balance between

computation time and reconstruction efficiency. The optimization will be further described in

Sec. 5.3.

Comparison between data and MC

In Fig. 5.5 the pT, invariant mass, and boost along the z-axis of the tt̄ system after applying the

Neutrino Weighting method are shown for the three combined decay channels. The purity of the

sample is increased around 5% after the reconstruction, since it is more likely to find solutions

for signal events than for background events. The expectation/data ratio remains unaffected (it

is of 0.96). More distributions can be found in Appendix A.
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Figure 5.4 – Jet resolution function for pT in the ranges of [20,34] (left), [75,87] (right), and [184,500]

GeV (bottom). The distributions are fit using a double Gaussian functions.
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Figure 5.5 – Comparison between data and expectations after applying the Neutrino Weighting reconstruction for

the pT (left), invariant mass mass (right), and boost along the z-axis (bottom) of the tt̄ system. The total

uncertainty corresponds to the quadratic sum of the statistical, normalization and systematic uncertainties.
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5.2 KIN Method

The KIN method starts by adding two constraints to the system of equations of sixteen equations

and eighteen unknowns. These constraints relate the Emiss
T of the event with the neutrinos, as:

pνx + pν̄x = Emissx ,

pνy + pν̄y = Emissy .
(5.4)

Since two more equations are added, the system can be solved numerically. The Newton-

Rhapson method is used to solve the system. If no real solution is found, the jet energy and

Emiss
T are smeared within their resolutions and the system is solved again until real solutions are

found. In contrast to the Neutrino Weighting, the KIN method uses the measured Emiss
T during

the computation. By rearranging the system, it is possible to obtain a four degree polynomial for

each neutrino. When at least two real solutions are found, the method stops due to computation

time efficiency, since the probability of finding four real solutions is around 1%. The smearing of

the objects (sampling) is performed up to Nsmear times. The chosen solution is either the solution

found using the nominal jet energies and measured Emiss
T , if available, or the first solution found

during the sampling. The kinematic reconstruction fails for a given event if no solution is found

in any of the Nsmear sampled points.

If there are more than two reconstructed jets in a given event, the two jets with the highest

b-tagging weights (as determined by the MV1 b-tagging algorithm) are used. This improves the

probability of choosing the correct jets, compared to just choosing the two jets with the highest

pT , from about 54% to about 69% in the nominal tt̄ sample.

For each sampling point, several solutions can be obtained. The KIN method chooses the

solution that leads to the lowest reconstructed mass of the tt̄ system. The reason for this is that

the tt̄ cross section is a decreasing function of the partonic center-of-mass energy
√
ŝ ' mtt̄ , so

events with smallermtt̄ are more likely. The twofold ambiguity in the lepton and b-jet assignment

is solved by taking the permutation that has been reconstructed more often. In other words, the

permutation that maximizesN reco
smear/Nsmear, whereN reco

smear corresponds to the number of successful

reconstructions and Nsmear the number of trials (sampling).

Jet and Emiss
T

Smearing

If the KIN method fails to find real solutions, the jet energy and the Emiss
T are smeared within

their resolutions. The jet resolution functions are derived in the same way as for the Neutrino

Weighting. The Emiss
T resolution function are derived, in a similar way as the jet resolutions, in

bins of the total transverse energy in the event (
∑
ET). The distribution (

∑
ν p

x/y
T )−Emiss,x/y

T , where

(
∑
ν p

x/y
T ) is the x/y component of the total transverse momentum of the neutrinos, is fit using a

Gaussian. The function obtained is used by the KIN method to perform the random sampling

during the smearing procedure. In Fig. 5.6 the resolution functions for
∑
ET bins in the ranges

[0,375], [590,640], and [1170,1600] GeV are shown. The typical resolution across the different
bins is between 20 GeV and 30 GeV. The parameter Nsmear is set to 500. It was optimized based

on the computation time and reconstruction efficiency (described in Sec 5.3).
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Figure 5.6 – Emiss
T resolution function for energies in the ranges of [0,375] (left), [590,640] (right),

and[184,500] GeV(bottom). The distributions are fit using a Gaussian function.

Comparison between data and MC

In Fig. 5.7 the pT, invariant mass, and boost along the z-axis of the tt̄ system after applying the

KIN method is shown for the three channels combined. As in case of the Neutrino Weighting

method, the purity of the sample is increased 4% after the reconstruction, since it is more likely

to find solutions for signal events than for background events. The MC/data ratio remains unaf-

fected (0.96). The distributions are compatible with the ones obtained using Neutrino Weighting.

More distributions can be found in Appendix A.
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Figure 5.7 – Comparison between data and expectations after the reconstruction performed using the KIN method

for the pT (left), mass (right), and boost along the z-axis (bottom) of the tt̄ system. The uncertainty corresponds to

the quadratic sum of the statistical, normalization and systematic uncertainties.
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5.3 Performance of the methods

5.3.1 Efficiencies and Resolutions

The performance of the methods previously described is evaluated using several estimators. One

essential estimator is the reconstruction efficiency, defined as the fraction of events entering the

reconstruction procedure which have at least one solution. An efficiency of 100% means that at

least one solution is found for all selected events. The resolution of the kinematic variables of

the top quarks and the tt̄ system are also studied. The resolutions are defined as the standard

deviation of the difference between the reconstructed and generated variables associated with the

kinematics of the top quarks and tt̄ system. The pT, η, y, φ of the top quarks are studied, while

the pT, η, y, φ, mass, and boost along the z-axis are studied for the tt̄ system. The study of the pT,

mass and boost along the z-axis are of particular interest for the differential measurements of the

charge asymmetry, since a better resolution on these variables gives a more precise differential
measurement. In addition, the ∆|y| resolution, the correct sign of the ∆|y| observable, as well as

the computing time per event are considered. Figure 5.8 shows the distributions of the difference
between the reconstructed and generated pT of the top and mass of the tt̄ system using both re-

construction methods. The standard deviation of these distributions are used to evaluate the per-

formance of the methods. In these examples, the KIN method is offering a slightly smaller stan-

dard deviation. The mean of the distributions, which quantify the bias of the method is slighly

better for Neutrino Weighting, however, the difference present in both reconstruction methods is

not significant and it will be corrected during the unfolding procedure described in Chapter 6.

In Tab. 5.1 the performance estimators are shown for both reconstruction methods using the full

tt̄ sample. The reconstruction efficiency is found to be 89% for Neutrino Weighting and 91% for

KIN. Despite the fact that the average computation time is better for Neutrino Weighting, KIN

offers a slightly better resolution in all the kinematic variables. Also, by using KIN, the correct

sign of the ∆|y| observable is better than by using Neutrino Weighting by 2 %. The migration be-

tween the generated and reconstructed ∆|y| observable due to resolution and acceptance effects is
shown for both methods in Fig. 5.9. The migration matrix is slightly more diagonal for KIN than

for Neutrino Weighting, especially in the central regions.

The charge asymmetry is expected to change as a function of the boost of the tt̄ system as

stated in Chapter 1. The performance of the reconstruction methods as a function of the boost

along the z-axis of the tt̄ system is evaluated. The performance is evaluated in two boost regimes:

high boost (βtt̄z > 0.6) and low boost (βtt̄z < 0.6). The performance estimators are presented in

Tab. 5.2 for the low and high boost regimes. In general, the KIN method offers better resolutions
across the different variables in both regimes. Given this fact, the KIN method was selected as the

reconstruction method for the charge asymmetry measurements.
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Figure 5.8 – Distribution of the difference between generated and reconstructed pT (left) and mass (right) of the

tt̄ system for Neutrino Weighting (top) and KIN (bottom) method. The standard deviation of these distributions is

used as a performance estimator.
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Figure 5.9 – Response matrices for the ∆|y| observable, obtained using Neutrino Weighting (top) and KIN Method

(bottom). The matrices are normalized by row in order to clearly see the migration between the different bins.
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Table 5.1 – The performances and resolutions for the nominal tt̄ sample. The statistical uncertainties on the

numbers are negligible. The column named NW corresponds to the Neutrino Weighting performance.

NW KIN

Reconstruction efficiency [%] 89 % 91%

∆|y| resolution 0.63 0.56

Correct ∆|y| sign 74 % 76 %

Average CPU time per event [s] 3.2 4.1

Resolutions - top & antitop

pT [GeV] 42.7 40.8

y 0.49 0.44

φ 1.37 1.19

η 0.95 0.84

Resolutions - tt̄ system

pT [GeV] 37.4 30.5

η 1.45 1.34

y 0.33 0.31

mtt̄ [GeV] 94.7 90.1

βtt̄z 0.24 0.22

5.3.2 Additional uncertainty on the KIN method

In the charge asymmetry analysis a systematic uncertainty affecting the KIN method was found.

This uncertainty is due to the randomness in the smearing procedure. If the smearing starts from

a different point, it could lead to a different solution due to the stopping criteria (method stops

when the first solution is found). The uncertainty from this effect is computed by performing

pseudoexperiments on MC events. For each event, the tt̄ system is reconstructed multiple times

varying the starting point of the smearing procedure. Then, for each variation the measurement is

repeated and the standard deviation of the asymmetries obtained is taken as the uncertainty. This

represents one of the major systematic uncertainties for the charge asymmetry measurements,

but it is still only half of the statistical uncertainty for most of them. This uncertainty will be

explained in more details in Chapter 8. Due to this extra uncertainty and the fact that in the

top spin measurements the size of the sample after reconstruction is smaller than in the charge

asymmetry analysis, the reconstruction method was changed to Neutrino Weighting for the top

spin measurement.
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Table 5.2 – The performances and resolutions for the nominal tt̄ sample in the low and high boost regimes using

Neutrino Weighting (NW) and KIN Method for the kinematic reconstruction. The statistical uncertainties on the

numbers are negligible.

Low boost High boost

NW KIN NW KIN

∆|y| resolution 0.56 0.50 0.70 0.62

Correct ∆|y| sign 71 % 73 % 78 % 79 %

Resolutions - top & antitop

pT [GeV] 42.7 40.7 42.8 41.1

η 0.97 0.86 0.91 0.83

φ 1.35 1.16 1.40 1.24

y 0.48 0.43 0.51 0.47

Resolutions - tt̄ system

pT [GeV] 37.5 30.2 37.4 30.8

η 1.55 1.48 1.28 1.10

y 0.31 0.30 0.35 0.34

mtt̄ [GeV] 96.8 91.6 91.6 88.0

βtt̄z 0.27 0.25 0.19 0.18
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6
Unfolding

In order to allow for a direct comparison between the experimental results and the theoretical

predictions, the parton-level and particle-level asymmetries, polarizations, and spin correlation

distributions need to be estimated. After selection and reconstruction, the measurements are af-

fected by the resolution and acceptance of the ATLAS detector. These effects can shift or dilute

the measured value of a given observable compared to its true value. Figure 6.1 shows an example

of the reconstructed charge asymmetry values as a function of the true value of the charge asym-

metry in MC simulations. A linear fit is performed in order to evaluate the degradation of the

asymmetry value due to detector effects (blue line). The red dashed line corresponds to the y = x

curve. The reconstructed asymmetry values are shifted by around 30% with respect to the true

values. The nominal tt̄ sample is used to map the distortions, efficiency, and migrations (caused

by acceptance and resolution effects) in the distribution of the observable. Using this informa-

tion, combined with the distribution observed in data, it is possible to correct for detector and

acceptance effects and bring the measurement back to parton and particle level. This procedure

is known as unfolding. It can be applied to a single distribution (one dimensional unfolding)

or to multiple distributions simultaneously (multi-dimensional unfolding). In this chapter, the

unfolding problem in particle physics is described, followed by the description of the unfolding

procedure used in the analyses.

6.1 The unfolding problem

When a measurement x of an observable y is performed, it is distorted by the limited resolution

and acceptance of the detector. This implies that each observation i is characterized by a mea-

sured value xi , corresponding to a true value yi , and the distributions of x and y are related by

the relation:

fmeasured(x) =
∫
dyM(x,y)ftrue(y), (6.1)

where ftrue(y) is the distribution of the variable y andM(x,y) is the response function, describing

the probability for the true value y to be measured as x. The unfolding consists of the determi-

nation of the function ftrue by de-convoluting Eq. 6.1. The problem of de-convoluting resolutions
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Figure 6.1 – Reconstructed asymmetry values as a function of the true asymmetry generated by MC. The red

dashed line correspond to the curve y = x while the blue line represents the linear fit performed on the points.

and detector effects from the distribution of true observable has been studied for a long time. The

first time that this was discussed in the context of particle physics was in 1984 [141].

The function ftrue(y) is usually represented in particle physics by histograms of Nt bins de-

fined as T = {t1, t2, ..tNt }. In the same way, the function fmeasured(x) is represented by the re-

constructed histogram R = {r1, r2, ...rNr } with Nr bins, and the response function M becomes the

Nt ×Nr response matrixM. The ti and ri values represent the expectation values of the number of

entries in bin i of the true and reconstructed histograms, respectively. The Eq. 6.1 becomes then:

R =MT. (6.2)

The goal of the unfolding is to construct estimators T̂ for the Nt parameters T = {t1, ..., tNt }
given a distribution R of the measured values. Figure 6.2 shows an example of a migration ma-

trix, reconstructed, and generated distributions. The reconstructed distribution differs from the

generated distribution due to the detector and reconstruction effects. The response matrix,M, is

typically derived from simulated samples.

The first approach that can be taken to get the estimators is to invertM, such as T =M−1R.
Considering a possible background contribution B to the measured data D1, the estimator T̂ can

be written as:

T̂ =M−1(D−B). (6.3)

Although the estimator obtained from matrix inversion is unbiased since the expected value

of the estimator T̂ is T, when the off-diagonal elements of the response matrix are too large, i.e., if

the bin size is too small compared to the measurement resolution, the estimators have very large

variances and strong negative correlations between neighbouring bins [142]. This effect can be

seen in Fig. 6.3, where the the estimator shows very large fluctuations when the matrix inversion

1The vector D is considered to be Poisson distributed and independent measurements
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Figure 6.2 – Migration matrix of the top rapidity (left) normalized by row and comparison between the

reconstructed and generated distributions (right). The difference between the reconstructed and generated

distributions are coming from the effects introduced by the detector and the reconstruction of the top quark.

is performed on the observed histogram (signal + background). The reason for this is that fluctua-

tions in data can be interpreted (during thematrix inversion) as a fine structure present in the true

distribution. Unfolding methods implement procedures that allow for more precise estimators

by reducing statistical fluctuations present in the measurements, at the expense of introducing

hypotheses that could lead to a bias. These procedures are known as regularization. The regular-

ization commonly uses the information of data and the predicted expectation values to evaluate

the smoothness of the distributions.

Figure 6.3 – Example of unfolding using matrix inversion. Figure (a) shows the true histogram. In Fig. (b) the

dashed line represents the observed histogram (signal+background) and the solid line represents only the signal

histogram. Figure (c) shows the estimators of the true distribution based on Eq. 6.3 [142].

Several unfolding techniques have been proposed and used in particle physics. The simplest

method overcomes the invertibility problem by constructing the estimator for T based on multi-
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plicative correction factors obtained from MC simulations. This method is known as the bin-by-

bin correction. The estimator for bin i is defined as:

t̂i = Ciri with Ci =
tMC
i

rMC
i

, (6.4)

where Ci is the bin-by-bin correction factor derived from simulations as the ratio of the number of

true events over the number of measured events. This method neglects the effect of off-diagonal
migrations, making it strongly biased towards the simulated model used to derive the correction

factors.

6.2 Fully Bayesian Unfolding

The problem of the unfolding can be studied using a Bayesian approach. This is the case of

the Fully Bayesian Unfolding (FBU), which consists of the application of Bayes theorem to the

problem of unfolding [143]. This application can be stated in the following terms: given an

observed spectrum D ∈NNr and a migration matrixM ∈ RNr ×RNt , the posterior probability of

the true spectrum T ∈RNt follows the probability density

p (T |D,M) ∝ L (D|T ,M) ·π (T ) , (6.5)

where L (D|T ,M) is the conditional likelihood for the dataD assuming the true T and the trans-

fer matrixM, and π is the prior probability density for the truth T .

Likelihood

Under the assumption that the data are poissonian counts, the likelihood L (D|T ,M) can be com-

puted from the following two pieces of information:

• the transfer matrixM, whose elementMtr is the probability P (t, r) of an event to be pro-

duced in the true bin t and to be observed in the reconstructed bin r;

• the efficiency εt for an event produced in the true bin t and that is reconstructed in any bin

r.

The likelihood is then defined by comparing the observed spectrum D with the expected one,

considering the background as follows:

L (D|T ,M) =
Nr∏
i

P oisson(di , r(T ,M) + bi)), (6.6)

where bi represents the background contribution in bin i and r(T ,M) is the predicted recon-

structed distribution. Each bin of the predicted reconstructed distribution is given by:

ri(T ,M) =
Nr∑
j=0

mij · tj , (6.7)

where mij = εtj ·p(ri |tj ) defines the elements ofM. WhileM can be estimated from the simulated

sample of signal events, the prior probability density π (T ) is to be chosen according to what
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is known about T before the measurement is performed. The choice of a prior within the FBU

context is similar to the choice of a regularization in other well known unfolding techniques.

Prior Choice

The simplest prior corresponds to the assumption that all points are equally probable:

π (T ) ∝

1 if Tt ∈
[
Tmin,Tmax

]
,∀ t ∈ [1,Nt]

0 otherwise
(6.8)

where
[
Tmin,Tmax

]
indicates, for each dimension t, the finite subset of T ∈ R over which the

numerical integration is being performed. A more general expression can be written as follows

π (T ) ∝

e
αS(T ) if Tt ∈

[
Tmin,Tmax

]
,∀ t ∈ [1,Nt]

0 otherwise
(6.9)

where α is an arbitrary regularization parameter, and S(T ) is an arbitrary function. In some cases,

S(T ) is used as the difference between the true and expected values in quadrature. This particular

choice is known as Tikhonov regularization functions [144]. The choice of α determines the impact

of the prior on p (T |D) , while S(T ) determines what additional information is being used to

constrain the parameter space, thus reducing the variance of the T parameters.

Sampling and observable extraction

After choosing a prior, and therefore making some well-defined assumptions about the spectrum

being unfolded, it is possible to determine the posterior probability density function p (T |D). This

is done by generating a sufficient number of randomly-distributed points in the Nt-dimensional

space, and evaluating for each of them L (D|T ,M) and π (T ). The sampling is performed using

the Metropolis-Hastings algorithm [145], which is a Markov Chain Monte Carlo (MCMC) method

that samples points in the phase space based on the probability obtained at each sampled point.

One million points are sampled in the phase space. Combining the scanned set of points with the

probability given by L (D|T ,M) ·π, it is possible to determine not only the posterior probability

density distribution for each bin of the spectrum, but also the posterior probability density dis-

tribution for any quantity that is computed from the spectrum, such as the charge asymmetries,

the spin correlations, or the top quark polarizations. The mean and RMS of the posterior prob-

ability density, which is expected to be a well behaved Gaussian distribution, are taken as cen-

tral value and statistical uncertainty respectively. Figure 6.4 shows an example of the posterior

probability density for the inclusive Att̄C in the full phase space using the sum of the signal and

background samples from MC (pseudodata). The measured value of the asymmetry is found to

be 0.0043±0.0156 which is compatible with the generated value of 0.0041±0.0005.

Marginalization

All measurements are affected by systematic uncertainties. The effects needs to be taken into ac-

count in the posterior probability density computation. The effect of the individual systematic
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Figure 6.4 – Posterior probability density for the inclusive tt̄ charge asymmetry observable in the full phase space.

The mean of the posterior is taken as the asymmetry value, while the RMS is taken as its uncertainty. A Gaussian

fit is shown for illustration purposes.

uncertainty is inferred by exploring the possible values of the systematic effects using a free

parameter (called nuisance parameter) that extends the likelihood L (D|T ). This procedure is

known as the marginalization procedure. The marginal likelihood is defined as:

L (D|T ) =
∫
L (D|T ,θ) ·π(θ)dθ, (6.10)

where θ are the nuisance parameters, and π(θ) their prior probability densities, which are as-

sumed to be Gaussian distributions G centered at zero with RMS of one. A nuisance parameter

is associated with each of the uncertainty sources affecting the measurement. Two categories of

nuisances parameters are considered: the normalizations of the background processes (θb), and

the uncertainties associated to the object identification, reconstruction and calibration (θs). While

the first ones only affect the background predictions, the latter, referred to as object systematic

uncertainties, affect both the reconstructed distribution for tt̄ signal and the total background

prediction, referred to as R(T ;θs) and B(θs,θb), respectively. The marginal likelihood becomes

then:

L (D|T ) =
∫
L (D|R(T ;θs),B(θs,θb)) ·G(θs) ·G(θb)dθsdθb. (6.11)

The differential likelihood L (D|R(T ;θs),B(θs,θb)) is defined as in Eq. 6.6, with

ri(T ,M;θs) = ri(T ,M;0) · (1 +
∑
k

θks ·∆rki ), (6.12)

and, for each background process,

bi(θs,θb) = bi(0) · (1 +θb ·∆b) · (1 +
∑
k

θks ·∆bki ), (6.13)
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where ri(T ,M;0) and bi(0) represent the nominal reconstructed-level tt̄ signal and background

predictions, respectively; ∆b is the uncertainty on the background normalization; ∆rki and∆bki are

the systematic variations for tt̄ and background, respectively, in bin i, corresponding to the un-

certainty k. The sum runs over all sources of object systematic uncertainty. The prior probability

densities G(θb) are truncated at θmin = −1/∆b in order to avoid negative background normaliza-

tions.

The marginal posterior probability density for T is computed by sampling the Nt +Nnp pa-

rameter space, where Nnp is the total number of nuisance parameters, and projecting the sam-

pled points over the T parameter space. The posterior probability density for the asymmetry

is computed as described previously with the difference that the RMS of the marginal posterior

represents the total uncertainty. Analogously, each nuisance parameter is estimated by the mean

and RMS of the corresponding projection of the posterior probability density.

Combination of the channels

The FBU method allows for the mapping from the reconstructed spectrum to the true spectrum

without a specific requirement in their dimensions. A response matrix can be chosen to be rect-

angular. With this choice, a combined measurement of the ee, µµ and eµ is natural since the

generated asymmetry is independent of the chosen channel.

The rectangular responsematrix used for the inclusive tt̄ asymmetrymeasurement is shown in

Fig. 6.5. The first four bins in the tt̄ case and the first sixteen bins in the leptonic case correspond

to the ee channel, the next four and sixteen to the µµ and the last ones to the eµ channel. The

matrix is normalized such that the sum of values in each row is equal to one for each channel.

With this normalization, it is possible to read what fraction of the reconstructed events migrates

out of the diagonal bins. In the migration matrix, around ∼ 50% of the events do not migrate out

of the diagonal elements. The migrations for the leptonic asymmetry are around 2%, making the

response matrix very diagonal. The binning corresponds to the optimal configuration, which is

found by considering several criteria which will be discussed in detail in Chapter 8 and 9 for the

charge asymmetry and spin measurements, respectively.

Using a rectangular response matrix, the reconstructed distributions must have the same number

of bins as the projection of the response matrix along the reconstructed bins. The reconstructed

distribution used for the tt̄ asymmetry measurement is shown in Fig. 6.6. The first 4 ∆|y| bins
correspond to the ee channel, followed by µµ and eµmatching the 4×12 migration matrix shown

in Fig.6.5.

6.3 Two-dimensional unfolding

When the behavior of one observable needs to be studied as a function of another observable, it

is possible to have nontrivial dependencies due to reconstruction and detector effects. A simple

example of such effects can be seen in the migration matrix presented in Fig. 6.7. The first and

last four bins of the matrix correspond to the four bin ∆|y| distribution in two different regions of
invariant mass of the tt̄ system. It is possible to have migrations between the different invariant
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Figure 6.5 – Rectangular response matrix for the ∆|y| observable corresponding to the inclusive measurement in

the fiducial region. The numbers are normalized such that the sum of values in each row is equal to 1 for each

channel.

mass regions where the bins of the distributions can migrate between each other. For the proper

treatment of these migration, an approach known as two-dimensional (2D) unfolding is applied.

A 2D unfolding is needed in order to perform double differential measurements of some ob-

servable. For the differential measurements of the charge asymmetry, the same method and setup

as for the inclusive measurement (one-dimensional unfolding) is used. The second dimension2

in this context corresponds to the differential variables to be studied: mtt̄ , βz,tt̄ , or pT,tt̄ . The

2D unfolding is performed by transforming two-dimensional histograms into one-dimensional

histograms. Assuming that there are m bins for ∆|y| and n bins for the differential variable, a
one-dimensional histogram is created with m×n bins where the second dimension of the two-

dimensional histogram is wrapped as several consecutive sub-ranges of the first dimension. The

one-dimensional histogram considered for the unfolding procedure is schematically represented

below:

. . .

1st differential bin 2nd differential bin nth differential bin

︸                   ︷︷                   ︸︸                   ︷︷                   ︸ ︸                   ︷︷                   ︸
m ∆|y| bins m ∆|y| bins m ∆|y| bins

2The first dimension corresponds to the ∆|y| distribution.
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Figure 6.6 – Input distributions for the inclusive tt̄ asymmetry measurement. The first 4 ∆|y| bins correspond to

the ee channel, followed by µµ and eµ. The data/expected ratio is also shown.
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Figure 6.7 – Example of 2-dimensional migration matrix normalized by row. The first and last four bins of the

matrix correspond to the four bin ∆|y| distribution in two different regions of invariant mass of the tt̄ system.
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7
Systematic Uncertainties

Two kind of uncertainties affect the measurements performed in physics: statistical uncertainties

and systematics uncertainties. The statistical uncertainties are the result of stochastic fluctua-

tions arising from the fact that a measurement is based on a finite set of observations. Systematic

uncertainties arise from uncertainties associated with the nature of the measurement apparatus,

assumptions made by the experimenter, or the model used to make inferences based on the ob-

served data. The sources of systematic uncertainties common to the charge asymmetry and top

spin measurements are described in this chapter, as well as the technique used for their estima-

tion.

Several classes of systematic uncertainties affect the presented measurements. They can be

categorized as follows:

• The detector modeling uncertainties, which involve the uncertainties and assumptions

made on the reconstructions of the physics objects, such as leptons, jets, and Emiss
T .

• The backgroundmodeling uncertainties, which is related with the assumptions made dur-

ing the background estimation and uncertainties coming from the cross section estimations.

• The signal modeling uncertainties, which come from the assumptions made by the MC

generators on modeling of the hard scattering process.

• Other uncertainties, which are the uncertainties that are not mentioned in the previous

categories, such as those related to the unfolding, kinematic reconstruction, and the limited

size of the MC samples.

Most of the systematic sources possess an up and down variation. In some cases it is only pos-

sible to define one variation. This depends on the parameters used to define how the systematic

variations affect the measurements. It is possible to visualize this statement in the following ex-

ample: if a systematic uncertainty is associated with a scale factor, it is possible to reduce or to

increase the effect on the central value by the uncertainty on the scale factor. This will lead to an

up and down variation. On the other hand, if an uncertainty is associated with a comparison be-

tween two different approaches used to estimate a given effect, only one variation is obtained. The

uncertainties are expected to correspond to a 68% confidence interval (1σ deviation), such as the
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detector modeling, background, and some sources of the signal modeling uncertainties (which

will be described below). However, in some cases a clear definition of a 1σ deviation is not possi-

ble, due to the lack of knowledge of how the systematic uncertainties impact the measurements.

This is the case for instance if the effect comes from the limited size of the MC samples where

a different estimation needs to be performed. Some sources of signal modeling uncertainties are

affected by the limited size of the MC samples and a conservative approach is taken (as will be

described below).

7.1 Detector and background uncertainties

The detector and background systematic uncertainties are estimated within FBU through the

marginalization procedure. The total uncertainty obtained from the posterior probability density

includes these systematic uncertainties together with the statistical uncertainty. Each system-

atic source of this category is associated with a nuisance parameter that constrains the likelihood

considered in the unfolding procedure. In the following the description of the detector and back-

ground uncertainties is presented.

Lepton-related uncertainties

The reconstruction and identification efficiencies of electrons and muons, as well as the efficiency

of the triggers used to record the events, differ between data and simulation. Scale factors and

their uncertainties are derived using tag-and-probe techniques on Z → `+`−(` = e, µ) events in

data and in simulated samples to correct the simulation for these differences [101,102,146,147].
The accuracy of the lepton momentum scale and resolution in simulation is also checked using

reconstructed distributions of the Z → `+`− and J/ψ → `+`− masses. In the case of electrons,

energy andmomentum studies usingW → eν events are also used. Small differences are observed
between data and simulation. Corrections for the lepton energy scale and resolution, and their

related uncertainties are also considered [101,102,147].

Jet-related uncertainties

The jet energy scale and its uncertainty are derived combining information from test-beam data,

LHC collision data, and simulation [110]. The jet energy scale uncertainty is split into 22 uncor-

related sources that have different jet pT and η dependencies and are treated independently in

this analysis. The total jet energy scale uncertainty is one of the dominant uncertainties across

the measurements involving the reconstruction of the tt̄ system, since small fluctuations on the

jet energy could lead to a different reconstruction. The jet reconstruction efficiency is found to be

0.2% lower in simulation than in data for jets below 30 GeV and consistent with data for higher jet

pT . All jet-related kinematic variables (and the missing transverse momentum) are recomputed

by removing randomly 0.2% of the jets with pT below 30 GeV and the event selection is repeated.

Also, the efficiency for each jet to satisfy the JVF requirement is measured in Z → `+`− + 1-jet

events in data and simulation [121]. The corresponding uncertainty is evaluated in the analysis

by changing the nominal JVF cut value and repeating the analysis using the modified cut value.
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The uncertainty related to the jet energy resolution is estimated by smearing the energy of the jets

in simulation by the difference between the jet energy resolutions for data and simulation [113].

Finally, the efficiencies to tag jets from b- and c-quarks, light quarks, and gluons in simulation

are corrected by pT- and η-dependent data/MC scale factors [117,118,148]. The uncertainties on

these scale factors are propagated to the measured value by rescaling the distributions by the size

of the uncertainties. The uncertainties on the scale factors are split into components depending

on the nature of their effect: eight components for b-tagging efficiency and six components for

c-tagging efficiency. The mistag rate and the c/τ rates, defined as fraction of jets originating from

light flavor, c-quarks, and hadronic tau decays which are tagged by a b-tagging algorithm, are

also considered. The c/τ rates are split into six different components depending on the nature of

their effect.

Missing transverse momentum

The systematic uncertainties associated with the momenta and energies of reconstructed objects

(leptons and jets) are also propagated to the Emiss
T calculation (called hard term). The Emiss

T re-

construction also receives contributions from the presence of low-pT jets and calorimeter cells

not included in reconstructed objects (called soft term). The systematic uncertainty on the soft

term is evaluated using Z → µ+µ− events, comparing data and MC simulation using the energy

and momentum response from single tracks, measured by summing the energies of all calorime-

ter clusters around a single isolated track [119].

Table 7.1 shows the notation used for each systematic uncertainty.
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Type Notation Name

ees Electron energy scale

eer Electron energy resolution

el_idSF Electron identification efficiency scale factor

el_recSF Electron reconstruction efficiency scale factor

el_trigSF Electron trigger efficiency scale factor

Lepton mums Muon momentum resolution measured with the MS

muid Muon momentum resolution measured with the ID

musc Muon momentum scale

mu_idSF Muon identification efficiency

mu _recSF Muon reconstruction efficiency

mu_trigSF Muon trigger efficiency

Emiss
T res_soft Emiss

T soft term resolution

sc_soft Emiss
T soft term scale

btagN N-th component of b-tagging scale factors

mistag b-tagging mistag rate

ctautagN N-th b-tagging c/τ tag rates

JesEffectiveModel Jet energy scale effective model

JesEffectiveDet Jet energy scale effective detector

JesEffectiveStat Jet energy scale effective statistical

JesEffectiveMix Jet energy scale effective mix

EtaIntercalibration Jet energy scale η inter-calibration

flavor_comp Jet energy scale flavor composition

Jet BJesUnc Jet energy scale b-JES

Pileup_Rho Jet energy scale pileup ρ

flavor_response Jet energy scale flavor response

Pileup_OffsetNPV Jet energy scale pileup offset (NPV)

Pileup_OffsetMu Jet energy scale pileup offset (<µ>)

Pileup_Pt Jet energy scale pileup (pT )

SinglePart Jet energy scale single-particle

jvf Jet vertex fraction

jer Jet energy resolution

jeff Jet reconstruction efficiency

Table 7.1 – Notation for all the detector systematic uncertainties considered in the analyses presented in this

dissertation.
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Background-related uncertainties

The background estimation is affected by two different uncertainties: normalization uncertainties

and shape uncertainties. Uncertainties on the shape of the background contributions are negligi-

ble in all the measurements performed in this work and are therefore not included. The normal-

ization uncertainty on each individual background contribution is described in the following.

The uncertainties on the single-top-quark and diboson backgrounds are about 7% and 5%,

respectively [130, 131]. These correspond to the uncertainties on the theoretical cross sections

used for the normalization of the MC simulated samples.

The uncertainty on the normalization of the fake-lepton background is evaluated by using

different MC generators for each process contributing to this background. The scale factor in

the control region is recomputed for each variation and the change is propagated to the expected

number of events in the signal region. In the µµ channel, the uncertainty is obtained by compar-

ing the results obtained using the matrix method (described in Sec. 4.2.4), and the estimation

used in this analysis. Following a Bayesian procedure assuming constant a priori probability

for a non-negative number of events, the resulting total relative uncertainties are +193%
−47% in the ee,

+80%
−53% in the µµ, and +49%

−45% in the eµ channel.

In the case of the Drell–Yan events, the detector modeling systematic uncertainties described

previously are propagated to the scale factors derived in the control region by recalculating them

for all the systematic uncertainty variations. An additional uncertainty of 6% is estimated by

varying the Z-mass window of the control region used to obtain the scale factors and is added in

quadrature to obtain the final uncertainty on these scale factors.

The background-related uncertainties represent a minor source of uncertainty on the different
measurements.

7.1.1 Significance of the variations

The significance of each systematic uncertainty with respect to the MC statistics is evaluated.

The purpose of this procedure is to exclude any systematic variation which is not significant with

respect to MC statistics. The significance evaluation of each systematic uncertainty is performed

by using MC replicas. The replicas are produced by assigning a weight to each event using Pois-

son fluctuations. The weights are produced such as the sum off all the weights is equal to one.

Applying the same weights to the nominal and the systematic sample, makes the replicas statis-

tically correlated. This procedure is known as the bootstrap method. Some systematic variations

affect the final number of selected events, by allowing the access of more or less events after the

selection requirements. The bootstrap method simulates the statistical effect of having more or

less events passing the selection after having applied a systematic variation.

After the bootstrapping procedure is applied, the relative difference is calculated between a

given systematic variation and the nominal sample for all the replicas on each bin of the distri-

butions. An example of the relative difference in the first bin of the ∆|y| distribution between a

b-tagging component and the nominal sample is shown in Fig. 7.1. The standard deviation of the

relative differences is taken as the statistical uncertainty on that component. A systematic un-

certainty is considered to be significant on a distributions if there is at least one bin which is not
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Figure 7.1 – Relative difference between the nominal sample and btag8 systematic variation after applying

bootstrapping, on one example bin of the ∆|y| observable.

consistent with zero within one standard deviation. This means that the difference between the

nominal sample and the systematic variation is larger than the MC statistical uncertainty. All the

systematic uncertainties described in Sec. 7.1 are significant with respect to theMC statistics. Fig-

ure 7.2 shows examples for the b-tagging, the electron identification scale factors, one component

of the jet energy scale, and the jet energy resolution systematic variations for the ∆|y| distribution.
The shaded area represents the data uncertainty and the MC statistical uncertainty correspond

to the uncertainty on the points. The x-axis on these distributions correspond to the bins of the

distributions, after performing a binning optimization. For the b-tagging systematic uncertainty,

a large variation is observed in the ee and µµ channels with respect to the nominal ∆|y| distribu-
tion, while for eµ this is not the case. This behavior is expected due to the fact that b-tagging is

not used in the eµ channel, making this channel insensitive to that systematic variation. A similar

case is observed for the electron reconstruction systematic where the µµ channel is not sensitive

to that systematic variation, while in the ee and eµ channels a big variation is observed. This is

due to the electrons present in the ee and eµ final state. A similar behavior is observed across the

different top spin observables, except for the fact that the systematic variations associated with

the b-tagging are not larger than the statistical uncertainty on data.

7.1.2 Nuisance parameters

The relative differences between the nominal and the up and down systematic variations are av-

eraged to build the Gaussian prior for the marginalization procedure in FBU. In the cases of sys-

tematic uncertainties that do no have an up or a down variation, such as the jet energy resolution,

the variation is symmetrized to build the Gaussian prior.

The nuisance parameters obtained after applying the unfolding procedure on pseudodata

are shown in Fig. 7.3 for the inclusive tt̄ asymmetry and in Fig. 7.4 for the inclusive leptonic
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Figure 7.2 – Relative variations for the 8th component of b-tagging (top left), electron identification (top right),

jet energy scale effective model (bottom left), and jet energy resolution (bottom right) with respect to the nominal

∆|y| distribution for the inclusive tt̄ asymmetry. Shaded areas represent the statistical uncertainty on data for each

bin. The x-axis corresponds to the bin number of the distribution.

asymmetry. The pseudodata is made of the sum of signal and background, which implies that

the expected value of each nuisance parameter is zero while the standard deviation represents

the constraint on the considered systematic variation (a standard deviation of one represents no

constraint). There are small fluctuations of the nuisance parameters around zero. This is coming

from the stochastic nature of the scanning performed during the unfolding. The strongest con-

straint is observed in btag8 and the electron identification scale factor variations. The same effect
is observed across the different charge asymmetry measurements. These constraints come from

the fact that some of the channels the systematic variations are larger than the data statistical un-

certainty. This is the case for the btag8 component, where the ee and µµ channels are sensitive to

this variation. The same effect is observed in the electron identification scale factor variation, but

in this case the ee and eµ channels are sensitive to the variation (Fig 7.2). For other systematic

variations, such as the jet energy resolution and the jet energy scale components, the data is not

sensitive to the variation, and therefore no constraint is observed.

For the top spin observables a similar behavior as in the charge asymmetry is observed in all

nuisance parameters. The only exception is on the btag8 component. Across the different top spin

observables, the statistical uncertainty on data is larger than the btag8 systematic variation. This

implies that no constraint is expected on that systematic variation. The constraint observed in
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the electron identification scale factor for the charge asymmetry measurements is also observed

across the top spin observables. The constraints obtained for C(k,k) using pseudodata are shown

in Fig. 7.6, while for Bk+ they are shown in Fig. 7.5.
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Figure 7.3 – Nuisance parameters for the inclusive tt̄ asymmetry in the fiducial volume and full phase space using

pseudodata.

7.1.3 Individual estimation

The individual estimation of each systematic uncertainty is important to know since it gives in-

formation about how much each source of systematic uncertainty is affecting the measurement.

This is a useful piece of information that can be used to properly combine measurements be-
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tween different decay channels and experiments. Since the systematic estimation for detector

modeling is part of the unfolding procedure, it is not possible to obtain the impact of each indi-

vidual systematic uncertainty on the measurement. A specific procedure is applied to estimate

the impact of each source of systematic uncertainty using pseudodata, corresponding to the sum

of the nominal signal and background samples. The unfolding procedure with marginalization

is applied to the pseudodata and constraints on the systematic uncertainties are obtained as in

the examples shown from Fig. 7.3 to 7.6. These constraints are then used to build the ±1σ vari-

ations of the prediction. If a systematic uncertainty is not constrained, the varied sample will

correspond to the initial ±1σ variation. If the systematic uncertainty is constrained, a more pre-

cise estimation of the real effect in the final measurement is obtained. The varied pseudodata are

then unfolded without marginalization. The impact of each systematic uncertainty is computed

by taking half of the difference between the results obtained from the ±1σ variations built us-

ing pseudodata since they are considered to be symmetric (following a Gaussian posterior). This

is only an approximate estimate of the individual contribution of each source of systematic un-

certainty within the overall marginalization procedure since multidimensional fit is performed is

this case.
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Figure 7.4 – Nuisance parameters for the inclusive leptonic asymmetry in the fiducial volume and full phase space

using pseudodata.
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Figure 7.5 – Nuisance parameters for C(k,k) in the fiducial volume and full phase space using pseudodata.
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Figure 7.6 – Nuisance parameters for Bk+ in the fiducial volume and full phase space using pseudodata.

120



7.2. SIGNAL MODELING UNCERTAINTIES

7.2 Signal modeling uncertainties

The signal modeling uncertainties are not estimated through the marginalization procedure,

since they affect the assumptions made on the choice of the models that describe the full chain

of the pp collision before any interaction with the detector. For these uncertainties, distributions

obtained with different generators (described below) and reweighted to different levels of asym-

metries, polarizations, or correlations are unfolded (depending on which observable is studied).

The unfolded values are compared with the injected asymmetries, polarizations, or correlations

and the calibration curves are obtained by fitting the points using a linear function. This proce-

dure will be explained in more details in Chapter 8. The measured value in data is extrapolated

using the slopes and offsets of the calibration curves. This procedure is repeated multiple times

by varying the distributions within their MC statistics. A spectrum of estimations that follows

a Gaussian distribution is obtained. The mean of the distribution corresponds to the systematic

uncertainty estimation and its standard deviation to the MC statistical uncertainty on the system-

atic uncertainty. The largest value between the mean and the standard deviation is taken as the

actual modeling uncertainty. This means that a conservative approach is taken given the limited

size of the MC samples. An example of one calibration curve used for the estimation of the par-

ton shower systematic uncertainties (described below) of the tt̄ charge asymmetry in the fiducial

volume is shown in Fig. 7.7. In the figure, the calibration curves for MC@NLO and Powheg-hvq

in the fiducial volume are shown. The response matrix from the nominal Powheg-hvq sample is

used. The difference in the slope and in the offset are taken and the measured value in data is

used to obtain the estimation. The procedure is repeated varying the input distribution within

their MC statistical uncertainty. The corresponding distribution of the systematic estimation is

shown in Fig. 7.8. The largest value between the mean of that distribution and the RMS is taken

as the actual systematic uncertainty. For each source of uncertainty the following MC generators

and comparison are used to obtain the calibration curves and subsequently the systematic uncer-

tainty:

• MC generator. The uncertainty is obtained by comparing the Powheg-hvq and MC@NLO

samples, both interfaced with Herwig. It is one of the dominant uncertainties on the mea-

surements.

• Parton shower and hadronization. This effect is estimated by comparing Powheg-hvq in-

terfaced either with Pythia orHerwig, and is one of the dominant systematic uncertainties.

• ISR/FSR. The uncertainty is obtained by taking half of the difference between MC samples

producing more or less ISR/FSR. The samples are generated with Powheg-hvq interfaced

with Pythia for which the parameters of the generation were varied to span the ranges

compatible with the results of measurements of tt̄ production in association with jets [149].

• Color reconnection and underlying event. The uncertainties associated to color recon-

nection and underlying event are obtained by comparing dedicated samples with a varied

strength of color reconnection and activity of the underlying event to a reference sample.
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All samples are generated by Powheg-hvq and interfaced with Pythia. The reference sam-

ple uses the Perugia2012 tune, the color reconnection sample the Perugia2012loCR tune

and the underlying event sample the Perugia2012mpiHi tune.

• PDF. Uncertainties corresponding to the choice of the PDF in the MC generator are ob-

tained by reweighting the nominal signal sample using the error sets of CT10, MWST2008

and NNPDF23, and following the prescriptions recommended by the PDF4LHC working

group [150]. The error sets are provided by each of the PDF working groups and they are

obtained by varying the parameters of the fit performed to obtain the PDF. The error sets

consist of 52 sets of CT10, 40 sets of MWST2008 and 100 sets of NNPDF23. The uncertainty

for CT10 is computed using a symmetric Hessian1 while the uncertainty for MSTW2008 is

estimated using an asymmetric Hessian2. For NNPDF23 the standard deviation of all the

variations is taken [150]. The total uncertainty is obtained by taking half of the extremum

of all variations added linearly. This method is called the envelope method. An example

of the envelope created for the PDF uncertainty estimation is shown in Fig 7.9. Each point

represents a reweighted sample using different PDF estimations. The color bands represent

the uncertainty estimation for each reweighted sample. The uncertainty is taken as half of

the envelope created by adding the color bands linearly.

• Top quark mass uncertainty. The top quark mass is assumed to be of 172.5 GeV in MC

simulation and in the reconstruction method. A variation of this value could have an impact

on the measurement. To estimate this impact, MC samples with different values of the

top quark mass are unfolded with the default response matrix. For each observable, the

dependence of the unfolded value with respect to the mass is fitted with a linear function.

The slope is then multiplied by the uncertainty on the most precise ATLAS top quark mass

measurements of 0.70 GeV [151].
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Figure 7.7 – Calibration curves for the inclusive measurement in the fiducial volume for MC@NLO (left) and

Powheg-hvq (right), both interfaced with Herwig. The nominal response matrix is used during the unfolding

procedure.

1The symmetric Hessian ∆ is defined as ∆ = 1
2
√∑

i x+i − x−i , where x± i correspond the ±1σ variation on the PDF set.
2The asymmetric Hessian ∆ is defined as in the symmetric case, but the quadratic difference is performed between the

nominal and the ±1σ variation. This define the upper part and lower part of the asymmetric Hessian.
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Figure 7.8 – Distribution used for the estimation of the parton shower uncertainty of the tt̄ asymmetry in the

fiducial region. The actual estimation corresponds to the highest value between the mean and the RMS of the

distribution. In this case the RMS is taken as the systematic uncertainty. The distribution is fit to a Gaussian

function for illustration purposes.

Figure 7.9 – Asymmetry value for all the reweighted samples used in the PDF uncertainty estimation. The top

asymmetry is shown for the inclusive measurement in fiducial volume (left) and full phase space (right). The color

bands represents the uncertainty estimation for each PDF set. The total uncertainty is estimated by taking half of

the envelope obtained using the different PDF sets.
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7.3 Other uncertainties

This category corresponds to the uncertainties that do not enter in the previous categories and are

related to methods specific to the analyzes described here. The common uncertainties affecting
the charge asymmetry measurements, spin correlations, and polarizations are the uncertainties

related with the bias introduced by FBU (called nonclosure uncertainty) and the effect from the

MC statistical uncertainty. These sources of systematic uncertainties are discussed below.

7.3.1 Nonclosure uncertainty

When the calibration curve for the nominal signal Powheg-hvq sample is estimated, a residual

slope and a nonzero offset are observed. This is due to the stochastic nature of the scanning

procedure of the possible true points during the unfolding and the linearity of the method. This

bias, introduced by the unfolding procedure, is propagated to themeasured values bymultiplying

the residual slope times the measured value in data and adding the offset of the linear fit.

7.3.2 MC statistical uncertainty

The uncertainty associated with the limited size of the nominal signal Powheg-hvq sample is

evaluated by varying the migration matrix within its MC statistical uncertainty and repeating

the unfolding procedure for each variation. The standard deviation of the unfolded observables

is taken as the uncertainty.
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8
Charge asymmetry measurements

In this chapter, the measurements of the charge asymmetry are presented. In the first part, the

optimization of the unfolding that leads to the optimal binning configuration for the different
observables, is described. This is followed by the estimation of the systematic uncertainties de-

scribed in Chapter 7, as well as the description and estimation of the systematic uncertainties

specific to this analysis. The final part presents and discusses the results obtained together with

an outlook for the measurements.

8.1 Unfolding optimization

In this analysis, the unfolding procedure brings the reconstructed distributions back to particle

level in the fiducial volume and back to parton level in the full phase space. Both procedures are

performed for the tt̄ and the leptonic asymmetries.

Several studies are performed in order to validate and optimize the unfolding procedure. The

validation and optimization of the unfolding procedure are performed at particle level in the

fiducial volume. The configuration obtained after performing the optimization is also checked

and used at parton level in the full phase space. The validity of this approach is cross-checked by

performing some of the optimization studies at parton level and comparing them with the results

obtained at particle level. All tests are performed using the eµ channel since it is the channel that

offers the largest amount of statistics. The optimization is also cross-checked on the combination

of the channels.

8.1.1 Inclusive measurement

The performance of FBU depends on the number and size of the bins used to define the his-

tograms. The configurations that are more suitable for the measurements are studied. The differ-
ent criteria used to discriminate between the bin configurations are presented in the following.

Observable resolution

The resolution of the ∆|y| and ∆|η| observables, defined in Sec. 5.3, is studied as a function of

∆|y| and ∆|η|, respectively. An optimized configuration of the bin size is selected by studying
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Figure 8.1 – The ∆|y| resolution and ∆|η| resolution as a function of ∆|y| (left) and ∆|η| (right).

the resolution of the bins, since the migrations between the generated and reconstructed bins are

reduced when the width of the bin is larger than the resolution. The resolutions of the ∆|y| and
∆|η| observables as function of ∆|y|reco and ∆|η|reco are presented in Fig. 8.1, respectively. The

events from the three dilepton channels (ee, eµ and µµ) are considered. The resolution as well

as its statistical uncertainty are shown. The resolution of the ∆|y| observable is around of 0.50 in

the central region, and increases up to 0.55 in the forward regions. For ∆|η|, the resolution is of

around 0.12 in the central and forward regions. The main difference between the the resolution of

the ∆|y| and ∆|η| observable is coming from the kinematic reconstruction (KIN Method) applied

in the case of ∆|y|, which is not needed for ∆|η|.
Using these resolutions, several configurations for the bins are selected and used in different

performance tests. These configurations are shown in Tab. 8.11 for the ∆|y| and ∆|η| distributions.
For ∆|y| four, six, and eight bins are considered, while for ∆|η| fourteen, sixteen, eighteen, and
twenty bins are considered. The names used to distinguish the configuration are also presented.

1More than 10 different configurations were defined and tested. This table presents the configurations of the binning

candidates with the best performances.
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Name Configuration

∆|y|

fourBin [ 0.0, 0.6, 5.0 ]

fourBin2 [ 0.0, 0.75, 5.0 ]

fourBin3 [ 0.0, 0.8, 5.0 ]

sixBin [ 0.0, 0.75, 1.5, 5.0 ]

eightBin [ 0.0, 0.6, 1.2, 1.8, 5.0 ]

∆|η|

bin14_ll [ 0.0, 0.3, 0.6, 0.9, 1.1, 1.3, 1.5, 5.0 ]

bin16_ll [ 0.0, 0.3, 0.6, 0.9, 1.2, 1.5, 1.7, 1.9, 5.0 ]

bin18_ll [ 0.0, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 5.0 ]

bin20_ll [ 0.0, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 1.8, 5.0 ]

Table 8.1 – Binning configurations tested during the optimization are shown. Only the positive part of the

binning is shown. Each binning is symmetric with respect to 0.
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Figure 8.2 – Reweighting functions used for the calibration procedure that correspond to the linear reweighting

function (left) and Protos reweighting function (right). The functions correspond to 6% tt̄ asymmetry.

8.1.1. a Linearity Test

A good test to discriminate binning configurations, as well as to evaluate the performance of the

unfolding procedure in general, is performed by using calibration curves that compare unfolded

and generated asymmetries at different levels. This procedure is known as linearity test. To pro-

duce calibration curves, asymmetries are injected at generated level by reweighting the ∆|y| dis-
tribution using specific functions. The weight applied at generated level to reproduce different
levels of asymmetry is also applied at reconstructed level. The reweighted distributions at re-

constructed level are used as pseudodata and unfolded using the nominal response matrix. The

compatibility between the unfolded and injected asymmetries is then checked. Finally, a linear fit

is performed and the slope and offset are extracted and used as an estimator for the performance

of the test. The quality of the fit is also checked to be linear.

The reweighting functions used to produce the calibration curves are either linear functions

or functions based on BSM axigluon models in which the asymmetry value is predicted to be

significantly different from the SM value. The axigluon models are generated with the Protos

generator [152,153]. The functions based on axigluon/ models are used for the main tests, while

the linear functions are used for the complementary tests. Two reweighting functions can be

found in Fig. 8.2. An example of the calibration curves is shown in Fig. 8.3. These calibration

curves correspond to the fourBin2 and bin16_ll configuration for the tt̄ and leptonic asymmetry.

The slopes and offsets are close to one and to zero respectively.

Linearity tests are performed for all the binning configurations. Table 8.2 shows the slopes

and offsets obtained, as well as the expected statistical uncertainty for each binning configuration.

The expected statistical uncertainty is estimated by applying the unfolding procedure to the sum

of the simulated signal and background (called pseudodata) and extracting the uncertainty from

the posterior probability density. For the ∆|y| observable, the binning configuration “fourBin2”

gives the best performance. The expected statistical uncertainty increases when the bin sizes are

smaller, which is the case for “fourBin”, “sixBin”, and “eightBin”. The slopes follows a similar

tendency, increasing when the size of the bins is smaller. The offsets are in all the cases very

close to zero. On the other hand, for the ∆|η| observable, the performances for the different
configurations are compatible between each other due the good resolution of this observable.
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Figure 8.3 – The calibration curve for the tt̄ (left) and lepton (right) asymmetry using the fourBin2 and bin16_ll

configuration respectively for the eµ channel in the fiducial region. These calibration curves have been produced

using the Protos reweighting function.

Binning Expected uncertainty Slope Offset

∆|y|

fourBin 0.0182 0.981 0.00013

fourBin2 0.0157 1.029 0.00010

fourBin3 0.0151 1.046 -0.00018

sixBin 0.0162 1.065 -0.00028

eightBin 0.0190 1.037 -0.00013

∆|η|

bin14_ll 0.0053 0.997 0.00000

bin16_ll 0.0056 0.997 0.00004

bin18_ll 0.0056 0.996 -0.00001

bin20_ll 0.0056 0.998 0.00001

Table 8.2 – Expected statistical uncertainty, slope and offset of the linearity test for the different binning
configurations. These results correspond to the eµ channel. The reweighting function corresponding to the Protos

generator is used to inject different asymmetry levels for the linearity test. The uncertainty on the slope and offset
is approximately 0.005.
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Figure 8.4 – Slope (top) and offset (bottom) distributions using bootstrap for the uncertainty estimation. The

slopes correspond to the calibration curve of tt̄ asymmetry in the fiducial region. A Gaussian-fit is applied and its

width is taken as the uncertainty.

The uncertainty on the slope and offset is estimated by performing pseudoexperiments using

the bootstrap method in order to keep the correlation between the individual points of the cali-

bration curve. For the calibration procedure, 500 replicas are used. Different levels of asymmetry

are injected to each ∆|y| replica and the unfolding procedure is performed, such that a total of 500

calibration curves are produced. This yields a distribution of slopes and offsets. The uncertainties
on the slope and the offset can be estimated from the width of a Gaussian fit applied to these

distributions. In Fig. 8.4 the distributions of slope and offset and their respective fits are shown.

The width of the fitted Gaussian is found to be approximately 0.005 for both the slope and offset.
These uncertainties are independent of the binning configuration, since they only depend on the

size of the MC sample. The uncertainty on the slope and offset for ∆|η| is approximately the same

as for ∆|y|.
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Figure 8.5 – Pull distribution for the fourBin2 configuration of the tt̄ asymmetry in the eµ channel. The mean is

∼0 and the RMS ∼1. The red line represents a Gaussian fit, performed for illustration purposes.

8.1.1. b Pull test

Another important study is to verify that the statistical uncertainty given by the unfolding proce-

dure is compatible with the actual statistical variations. For this test, pull distributions, obtained

through ensemble testing, are used. Pulls (p) are defined as follows:

p =
AobsC −A

gen
C

σAC
, (8.1)

where AobsC is the obtained unfolded asymmetry, AgenC the generated asymmetry and σAC is the

statistical error on the unfolded asymmetry. The pull is therefore an estimation of the bias in

units of standard deviations on the measured value. Its distribution is expected to be centered at

zero (whichmeans that themeasurement is not biased), and its width should be one (meaning that

the statistical uncertainty is properly estimated). An example of pull distribution is shown in Fig.

8.5. The pull test shows to be compatible with the expected values. The mean and the RMS of the

distribution is found to be 0.00±0.03 and 0.96±0.02, for the different four bin configurations of

∆|y|. For ∆|η|, the mean and the RMS of the distribution are found to be 0.00±0.01 and 0.97±0.01
for the different binning configurations.

8.1.1. c Complementary tests

In order to complement these studies and select the most optimal configuration for the analysis,

the results of the best three binning configurations for the tt̄ asymmetry are cross-checked further

by using several procedures: a linear reweighting for the linearity test (Tab. 8.3), by unfolding

to parton level (Tab. 8.4) and by combining the three decay channels (Tab. 8.5). In the case of

the linear reweighting, fourBin2 offers a good balance between the value of the slope and the

expected statistical uncertainty. When unfolding at parton level, fourBin3 gives the best per-
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formance across the different variables. In combined channels, fourBin2 gives the best slope and

the expected statistical uncertainties are quite comparable with the fourBin3 configuration. The

offsets across the different tests are very close to zero. The final choice for the analysis is to use

fourBin2 for the tt̄ asymmetry. For the leptonic asymmetry, the performances of the different
tested configurations are very similar. The binning configuration bin16_ll is selected for these

measurements, since it was the binning configuration more likely to be used in other experi-

ments2. It also gives an improvement in terms of the number of bins with respect to the charge

asymmetry analysis performed by ATLAS at 7 TeVwhich was using 14 bins [140]. The final input

distribution for the unfolding procedure is shown in Fig 8.6 for the tt̄ and leptonic asymmetries.

Each of the channels uses the binning configuration “fourBin2” for ∆|y| and “bin16_ll” for ∆|η|.

Binning Expected uncertainty Slope Offset

fourBin 0.0182 1.02 0.0000

fourBin2 0.0165 1.05 -0.0002

fourBin3 0.0157 1.06 -0.0003

Table 8.3 – Expected statistical uncertainties, slopes and offsets of the linearity test for best three binning
configurations in ∆|y|. These results correspond to the eµ channel and unfolding to particle level. A linear

reweighting was used to inject different asymmetry levels for the linearity test. The uncertainty on the slope and

offset is approximately 0.005.

Binning Expected Uncertainty Slope Offset

fourBin 0.0179 0.92 0.00038

fourBin2 0.0160 0.95 0.00028

fourBin3 0.0151 0.97 0.00023

Table 8.4 – Expected statistical uncertainties, slopes, and offsets of the linearity test for the best three binning
configurations in ∆|y|. These results correspond to the eµ channel and unfolding to parton level. A protos

reweighting was used to inject different asymmetry levels for the linearity test. The uncertainty on the slope and

offset is approximately 0.005.

8.1.1. d Regularization parameters

Different regularization parameters (α) are tested for the fourBin2 configuration. The α parame-

ter is chosen to be in the range: [−7,−11] using the Tikhonov regularization described in Sec. 6.2.

An α parameter equal to zero corresponds to a flat prior. The expected statistical uncertainty and

the slopes and offsets of the calibration curve are used to evaluate the impact on themeasurement.

Table 8.6 shows the results of this test. When the regularization parameter gets stronger (i.e to-

wards −7) the statistical uncertainty is reduced as expected, however, the bias which is evaluated

2By using the same numbers of bins in the distribution a combination of the measurements is possible
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Figure 8.6 – Input distributions for the inclusive tt̄ (top) and leptonic (bottom) asymmetry measurements. The

first 4 ∆|y| and 16 ∆|η| bins correspond to the ee channel, followed by µµ and eµ. The data/expected ratio is also

shown.
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Binning Expected uncertainty Slope Offset

fourBin 0.0156 0.98 -0.0004

fourBin2 0.0140 1.01 0.0005

fourBin3 0.0132 1.03 0.0004

Table 8.5 – Expected statistical uncertainties, slopes, and offsets of the linearity test for the best three binning
configurations in∆|y|. These results correspond to the three channels combined. A protos reweighting was used to

inject different asymmetry levels for the linearity test. The uncertainty on the slope and offset is approximately

0.004.

through the slope and offset start to increase. At α = −8 the statistical uncertainty starts be to sig-

nificantly reduced but the bias increases drastically. Values above −7 are not considered since the

posterior probability density shows very unstable behaviors, making it impossible to reproduce

the generated asymmetry. Since the cost of reducing significantly the statistical uncertainty is too

high with respect to the bias introduced by the unfolding procedure, the flat prior is used for all

measurements.

α parameter Expected uncertainty Slope Offset

0 0.0157 1.03 -0.0004

-11 0.0149 1.05 -0.0004

-10 0.0133 1.07 -0.0005

-9 0.0128 1.07 -0.0010

-8 0.0097 1.08 -0.0063

-7 0.0072 1.10 -0.0110

Table 8.6 – Expected statistical uncertainty, slope, and offset from the calibration curve for different values of the
regularization parameter.
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Figure 8.7 – The distributions of ∆|y| as a function of mtt̄ , βz,tt̄ , and pT,tt̄ . At the top, the ∆|y| distributions for 6
mtt̄ bins in the ranges [0, 400, 450, 500] GeV are shown. In the middle, the ∆|y| distributions for 5 βz,tt̄ bins in
the ranges [0, 0.1, 0.3, 0.6, 0.8, 1.0] are shown. At the bottom, the ∆|y| distributions for 5 pT,tt̄ bins in the ranges

[0, 20, 50, 80, 120, 300] GeV are shown. All the distributions are normalized to the same area.

8.1.2 Differential measurements

Due to the expected statistical uncertainty, only two bins for each differential variables mtt̄ , βz,tt̄
and pT,tt̄ are considered. Using more than two bins would lead to very large statistical uncertain-

ties, making the measurements insensitive to the SM and BSM predictions. The major parameter

that needs to be optimized is where to set the boundary between the first and second differen-
tial bins. However, the configuration of the bins in the ∆|y| and ∆|η| observables also needs to be

taken into account since their shapes depend on the mtt̄ , pT,tt̄ , and βz,tt̄ as shown in Fig. 8.7. The

∆|y| distribution is broader for highmtt̄ and βz,tt̄ values, while it is slightly narrower for high pT,tt̄ .

The number of bins is chosen to be of four for both observables in order to reduce the expected

statistical uncertainty. The main criteria for selecting the best configuration is the expected sta-

tistical uncertainty. The linearity test is performed on the best candidate (based on the previous

criteria) as a cross check.

8.1.2. a Optimization for mtt̄

The boundary between the first and second mtt̄ bin is scanned in the range from 400 GeV up to

600 GeV. Four bins are used for the ∆|y| and ∆|η| distributions, where the size of the inner bins

are optimized by scanning them from 0.4 up to 1.4 in steps of 0.1.

The configuration in the range [0,500,2000] GeV gives around the same expected statistical
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∆|y| ∆|η|

mtt̄ binning σ (1st mtt̄ bin) σ (2nd mtt̄ bin) σ (1st mtt̄ bin) σ (2nd mtt̄ bin)

[0,400,2000] 0.125 0.021 0.025 0.011

[0,450,2000] 0.061 0.022 0.015 0.013

[0,500,2000] 0.035 0.026 0.011 0.016

[0,550,2000] 0.032 0.030 0.010 0.020

[0,600,2000] 0.028 0.037 0.009 0.026

Table 8.7 – The expected statistical uncertainty of tt̄ charge asymmetry and the leptonic asymmetry (in eµ

channel) for different mtt̄ bins for various binning configurations.

uncertainty in both differential bins for ∆|y| and ∆|η| with slightly better performance in the

second bin, where the asymmetry value is enhanced in the SM, as well as in BSM models. This

configuration is considered optimal and it is used for the measurements. The optimal binning

configurations for the ∆|y| and ∆|η| distribution are found to be

• mtt̄ < 500 GeV, ∆|y| = [−5,−0.6,0,0.6,5], ∆|η| = [−5,−0.8,0,0.8,5]

• mtt̄ > 500 GeV, ∆|y| = [−5,−0.7,0,0.7,5], ∆|η| = [−5,−1.4,0,1.4,5]

The larger size of the inner bins in the second differential bin is expected since the ∆|y| and ∆|η|
distributions get broader for larger mtt̄ . The calibration curves corresponding to the optimal case

are shown in Fig. 8.8 for both the first and second mtt̄ bins. The slopes are close to 1.0 and the

offsets are very small.

8.1.2. b Optimization for βz,tt̄

Different BSMmodels predict significantly different charge asymmetries for βz,tt̄ greater than 0.6,

since a more energetic qq̄ initial state is inferred. Therefore, the binning [0.0,0.6,1.0] is used for

the measurement and its optimization is just performed for the binning used in the ∆|y| and ∆|η|
distributions. The optimal configuration is found to be:

• βz,tt̄ < 0.6 GeV, ∆|y| = [−5,−0.5,0,0.5,5] , ∆|η| = [−5,−0.8,0,0.8,5]

• βz,tt̄ > 0.6 GeV, ∆|y| = [−5,−0.7,0,0.7,5], ∆|η| = [−5,−1.2,0,1.2,5]

As in the case for mtt̄ , the larger size of the bins in the second differential bin is expected, since

the ∆|y| and ∆|η| distributions get broader for larger βz,tt̄ . The expected statistical uncertainties

of the tt̄ charge asymmetry for the optimal configuration are about 2.5% and 2.3% in the first

and second βz,tt̄ bins. For the leptonic asymmetry, the expected statistical uncertainties are about

0.8% and 1.0% in the first and second differential bin. The calibration curves corresponding to

the optimal cases are shown in Fig. 8.9 for both the first and second βz,tt̄ bins. The slopes are close

to 1.0 and the offsets are close to zero.
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Figure 8.8 – The calibration curve corresponding to the first mtt̄ bin (mtt̄ < 500 GeV) on the left and to the

second mtt̄ bin (mtt̄ > 500 GeV) on right, for the optimized ∆|y| (top) and ∆|η| (bottom) binning.
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Figure 8.9 – The calibration curves corresponding to the first (left) and second (right) βz,tt̄ bin for the optimized

∆|y| (top) and ∆|η| (bottom) binnings.

137



CHAPTER 8. CHARGE ASYMMETRY MEASUREMENTS

8.1.2. c Optimization for pT,tt̄

In the SM, the charge asymmetry is expected to be large for low pT,tt̄ and small and roughly con-

stant for higher pT,tt̄ due to the different amount of interference provided by the ISR and FSR dia-

grams and the Born and Box diagrams. At high pT,tt̄ the ISR/FSR contribution (which is negative)

is dominant. The boundary at pT,tt̄ = 30 GeV is used since it gives a good balance between the

expected effect and the size of the statistical uncertainty. Boundaries at 20 or 25 GeV show a very

high statistical uncertainty due to poor statistics in the first bin. Since the boundary is selected to

be at pT,tt̄ = 30 GeV, the optimization for this differential variable is performed only on the ∆|y|
and ∆|η| binnings. The optimal configuration is found to be [−5,−0.7,0,0.7,5] for both distribu-

tions and both differential bins. In opposition to the previous two variables, the shape of the ∆|y|
and ∆|η| distributions do not change significantly for different pT,tt̄ requirements.

The expected statistical uncertainties on the charge asymmetry for the selected configuration

are about 3.8% and 2.9% in the first and second pT,tt̄ bins. For the leptonic charge asymmetry the

expected statistical uncertainties are about 1.6% and 1.1% in the first and second pT,tt̄ bin. The

calibration curves corresponding to the optimal case are shown in Fig. 8.10 for both the first and

second mtt̄ bins. The slopes are close to 1.0 and the offsets are close to zero.
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Figure 8.10 – The calibration curves corresponding to the first (left) and second (right) pT,tt̄ bin for the optimized

∆|y| (top) and ∆|η| (bottom) binnings.
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Att̄C A``C
Source of systematic uncertainty Fiducial Full phase space Fiducial Full phase space

Missing transverse momentum 0.00187 0.00170 0.00005 0.00011

Lepton energy scale and resolution 0.00146 0.00151 0.00011 0.00011

Lepton reconstruction/identification 0.00009 0.00012 0.00016 0.00014

Jet reconstruction efficiency 0.00225 0.00207 0.00011 0.00002

B-tagging/mis-tag efficiency 0.00050 0.00052 0.00028 0.00027

Jet energy scale and resolution 0.00745 0.00533 0.00044 0.00041

Total Uncertainty 0.00815 0.00618 0.00057 0.00053

Table 8.8 – Systematic uncertainty estimation for ∆|y| and ∆|η| for all detector modeling systematic sources for

the inclusive measurements in the fiducial and full phase space.

8.2 Systematic uncertainties

In the following, the estimation of the systematic uncertainties are presented based on the meth-

ods explained in Chapter 7.

Detector modeling

Table 8.8 shows the estimation for the different sources of the detector systematic uncertainties

in the fiducial region and full phase space for the inclusive Att̄C and A``C measurement using the

method described in Sec. 7.1.3. The main contribution comes from the jet energy scale. The

contribution coming from the systematic uncertainties that are constrained using the marginal-

ization procedure (b-tagging and electron identification) are not the dominant uncertainties. The

uncertainties in the fiducial region in some cases are slightly larger than in the full phase space.

This effect is coming from statistical fluctuations introduced by the nonfiducial background. Both

observations are true for all the differential measurements of the charge asymmetry (see Ap-

pendix C).

Signal modeling

In Tab. 8.9 the different contributions of each modeling uncertainty are shown for tt̄ and lep-

tonic asymmetry. The MC statistical uncertainty on the estimation is also shown. The actual

uncertainty is taken from the maximum value between the estimation and its MC statistical un-

certainty. The PDF uncertainties do not have a MC statistical component since their estimation

is performed by reweighting the nominal signal sample. The uncertainties corresponding to the

color reconnection and underlying event are not shown since their contribution is negligible with

respect to the other contributions. As expected, there is a general reduction of the modeling un-

certainties in the fiducial volume where the unfolding procedure brings the measurement back

to particle level. In the leptonic asymmetry case, the uncertainties are in general smaller since

the measurement do not involve a kinematic reconstruction and the charged leptons are defined
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at stable particle level, thus their difference between different MC simulation is small. The sys-

tematic contributions for all the differential measurements can be found in Appendix D.

Att̄C A``C
Source of systematic uncertainty Fiducial Full phase space Fiducial Full phase space

MC generator 0.0040± 0.0058 0.0065± 0.0072 0.0028± 0.0018 0.0017± 0.0015

PDF 0.0026 0.0022 0.0001 0.0003

Parton shower 0.0029±0.0022 0.0030±0.0020 0.0004±0.0009 0.0017±0.0012
ISR/FSR 0.0020±0.0035 0.0027±0.0035 0.0001±0.0013 0.0012±0.0009

Total 0.0074 0.0085 0.0023 0.0035

Table 8.9 – Modeling systematic uncertainty contribution of the different sources affecting the inclusive tt̄ and
leptonic asymmetry.

The uncertainty on the top quark mass could have an effect on the measurement, since a modi-

fication on the top mass could lead to a different invariant mass of the top pair system (affecting
the asymmetry value). The dependency of the asymmetry as function of the top mass used in the

simulation is studied. A linear fit is performed to the asymmetry values obtained by unfolding

MC generators with different topmasses, specifically: 167.5 GeV, 170.0 GeV, 175.0 GeV and 177.5

GeV. Figure 8.11 shows the tt̄ asymmetry value as a function of different topmasses in the fiducial

volume. The dependency is evaluated through the slope obtained from the linear fit. The depen-

dency is compatible with zero and thus the uncertainty coming from top mass is not taken into

account in the final measurement. A similar behavior is observed across all the measurements.
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Figure 8.11 – tt̄ asymmetry as a function of different top masses in simulations in the fiducial volume. No

dependency is observed
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8.2.1 Other uncertainties

These uncertainties correspond to the bias introduced by the unfolding procedure (nonclosure

test) and the impact from the MC statistical uncertainty. The uncertainty related with the KIN

method and that only affects the charge asymmetry measurement is also discussed.

8.2.1. a Top-quark kinematic reconstruction

Due to the stopping criteria in the kinematic reconstruction method, it is possible to have dif-

ferent solutions when the smearing of the jets and missing transverse momentum start from a

different point of the phase space. To assess this effect, pseudoexperiments are performed by

varying the starting point of the smearing procedure. A ∆|y| distribution is obtained for each

variation and the spectrum of each bin is used to compute the uncertainty associated with the

reconstruction. Figure 8.12 shows the distribution of the number of events for the second bin of

the ∆|y| distribution in the eµ channel. The RMS of that distribution is taken as the reconstruc-

tion uncertainty for the bin. This uncertainty corresponds to approximately half of the statistical

uncertainty.
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Figure 8.12 – Distribution of the number of events for the second bin of the ∆|y| distribution in the eµ channel

after varying the starting point of the smearing procedure. The distribution is normalized to one. A Gaussian fit is

performed for illustration purposes.

Once the uncertainty for each bin is estimated, pseudoexperiments are performed by fluctuat-

ing the input distribution of the unfolding procedure within the estimated reconstruction uncer-

tainties. For each fluctuation, the unfolding procedure is repeated and a new asymmetry value is

obtained. The correlation between the bins is preserved in the procedure. The correlation matrix

is shown in Fig. 8.13. The correlations come from the migrations between the different bins when

a different solution is found during the kinematic reconstruction. Figure 8.14 shows the distri-

bution of asymmetry values for the inclusive measurement in the full phase space obtained after

2000 pseudoexperiments. The mean of the distribution corresponds to the expected asymmetry
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Att̄C mtt̄ [GeV] ptt̄T [GeV] βtt̄z
Inclusive 0− 500 500− 2000 0− 30 30− 1000 0.0− 0.6 0.6− 1.0

Reconstruction Uncertainty 0.0052 0.0184 0.0068 0.0154 0.0138 0.0165 0.0086

Statistical Uncertainty 0.0110 0.0280 0.0149 0.0305 0.0244 0.0226 0.0179

Reco + Statistical 0.0122 0.0335 0.0164 0.0342 0.0281 0.0279 0.0199

Table 8.10 – Reconstruction uncertainty in comparison with the statistical uncertainty for the inclusive and

differential top asymmetry measurements in the full phase space.

value from the nominal generator, whereas the RMS corresponds to the uncertainty on the asym-

metry related with the reconstruction procedure. Tables 8.10 and 8.11 show the reconstruction

uncertainties for the inclusive and differential measurements of the tt̄ and leptonic asymmetries,

respectively. In most of the cases, the uncertainty is half of the statistical uncertainty.
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Figure 8.13 – Correlations between the bins of the ∆|y| distribution due to the kinematic reconstruction.

8.2.1. b Nonclosure uncertainties

In Tab. 8.12, the uncertainties for each of the measurements are shown for the tt̄ and leptonic

asymmetries in the fiducial region and in the full phase space. These uncertainties are added in
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Figure 8.14 – Distribution of the tt̄ asymmetry values for the inclusive measurement in the full phase space

obtained after 2000 pseudoexperiments. The RMS of this distribution is taken as the uncertainty related with the

reconstruction procedure.

A``C mtt̄ [GeV] ptt̄T [GeV] βtt̄z
Inclusive 0− 500 500− 2000 0− 30 30− 1000 0.0− 0.6 0.6− 1.0

Reconstruction Uncertainty 0.0000 0.0049 0.0039 0.0053 0.0044 0.0031 0.0029

Statistical Uncertainty 0.0047 0.0081 0.0114 0.0148 0.0105 0.0072 0.0096

Reco + Statistical 0.0047 0.0095 0.0121 0.0157 0.0114 0.0078 0.0100

Table 8.11 – Reconstruction uncertainty in comparison with the statistical uncertainty for the inclusive and

differential lepton asymmetry measurements in the full phase space.

quadrature to the total uncertainty and their effect is considered minor.

8.2.1. c MC statistical uncertainty

The uncertainty related with the size of the MC samples in the inclusive and differential mea-

surements of A``C and Att̄C is shown in Tab. 8.13. These uncertainties are added in quadrature to

the total uncertainties. The impact on the measurements is small.
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Att̄C A``C
Fiducial Region Full phase space Fiducial Region Full phase space

Inclusive 0.0004 0.0006 < 0.0001 0.0001

Mtt̄
0-500 GeV 0.0012 0.0002 0.0004 0.0026

500-2000 GeV 0.0004 0.0004 0.0004 0.0014

βtt̄
0.0-0.6 0.0005 0.0001 0.0006 0.0027

0.6 - 1.0 0.0001 0.0004 0.0005 0.0013

ptt̄T
0-30 GeV 0.0010 0.0004 < 0.0001 0.0024

500-1000 GeV 0.0024 < 0.0001 0.0001 0.0027

Table 8.12 – Non-closure uncertainties for each of the measurements of the tt̄ and leptonic asymmetries in the

fiducial region and in the full phase space. This contribution is negligible in comparison with the statistical

uncertainty.

Att̄C A``C
Fiducial Region Full phase space Fiducial Region Full phase space

Inclusive 0.0026 0.0026 0.0007 0.0010

mtt̄
0-500 GeV 0.0064 0.0069 0.0016 0.0020

500-2000 GeV 0.0036 0.0035 0.0024 0.0026

βtt̄
0.0 - 0.6 0.0049 0.0054 0.0015 0.0018

0.6 - 1.0 0.0041 0.0040 0.0019 0.0022

ptt̄T
0-30 GeV 0.0076 0.0076 0.0031 0.0035

500-1000 GeV 0.0058 0.0057 0.0021 0.0024

Table 8.13 – MC sample size uncertainties for each of the measurements of the tt̄ and leptonic asymmetries in the

fiducial region and in the full phase space. This contribution is negligible in comparison with the total uncertainty

on the measurements.
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8.2.1. d Summary of systematic uncertainties

Tables 8.14 and 8.15 summarize how each category of uncertainty affects the measurements of the

leptonic and tt̄ asymmetries, respectively. The statistical uncertainty corresponds to the largest

contribution, followed by the reconstruction and the signal modeling uncertainties. The sig-

nal modeling uncertainties are larger in the differential measurements because of the migrations

between the differential bins in the different MC generators used for their estimation. The un-

certainty obtained by the sum in quadrature of the individual systematic uncertainties is slightly

larger than the total marginalized uncertainty on the measurements. In general there is a reduc-

tion of the signal modeling uncertainties in the fiducial volume, however, this is not the case is

some measurements where the uncertainties are dominated by the MC statistical effects.

Table 8.14 – Impact of each source of uncertainty uncertainties on the leptonic asymmetry in the fiducial and full

phase space.

Absolute uncertainties in A``C

Fiducial volume Full phase space

Statistics Detector Bkg Signal modeling Other Statistics Detector Bkg Signal modeling Other

Inclusive 0.005 0.001 0.001 0.002 0.001 0.005 0.001 0.001 0.004 0.001

mtt̄
0–500 GeV 0.008 0.002 0.001 0.005 0.005 0.008 0.002 0.001 0.005 0.006

500–2000 GeV 0.012 0.004 < 0.001 0.013 0.005 0.011 0.004 < 0.001 0.014 0.005

βtt̄
0–0.6 0.007 0.003 < 0.001 0.004 0.004 0.007 0.002 < 0.001 0.005 0.005

0.6–1.0 0.010 0.005 0.001 0.005 0.004 0.010 0.003 0.001 0.006 0.004

ptt̄T
0–30 GeV 0.015 0.009 0.001 0.015 0.006 0.015 0.010 0.001 0.017 0.007

30–1000 GeV 0.011 0.004 0.001 0.012 0.005 0.010 0.004 0.001 0.013 0.006

Table 8.15 – Impact of each source of uncertainty uncertainties on the tt̄ asymmetry in the fiducial and full phase

space.

Absolute uncertainties in Att̄C

Fiducial volume Full phase space

Statistics Detector Bkg Signal modeling Other Statistics Detector Bkg Signal modeling Other

Inclusive 0.013 0.008 < 0.001 0.007 0.007 0.011 0.006 < 0.001 0.008 0.006

mtt̄
0–500 GeV 0.030 0.024 0.001 0.016 0.021 0.028 0.021 0.002 0.018 0.020

500–2000 GeV 0.018 0.007 < 0.001 0.015 0.009 0.015 0.006 < 0.001 0.016 0.008

βtt̄
0–0.6 0.023 0.021 0.002 0.014 0.018 0.023 0.019 0.002 0.015 0.017

0.6–1.0 0.021 0.009 0.001 0.013 0.011 0.018 0.009 0.001 0.013 0.010

ptt̄T
0–30 GeV 0.035 0.019 0.003 0.018 0.020 0.031 0.015 0.004 0.019 0.017

30–1000 GeV 0.027 0.015 0.003 0.018 0.017 0.025 0.013 0.003 0.014 0.015
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8.3 Results

8.3.1 Unfolded measurements

After the tt̄ reconstruction is applied on data, the unfolding procedure is performed. The output

of the unfolding procedure is a posterior probability density, where the mean of the distribution

corresponds to the measured value and the RMS to the statistical uncertainty, detector modeling,

and background systematic uncertainty. The signal modeling uncertainty and the other sources of

uncertainties are added in quadrature to the uncertainty. Figures 8.15 and 8.16 show the inclusive

and differential results for the leptonic and tt̄ charge asymmetry in the fiducial region and in

the full phase space. They are compared with the SM expectations [48]. The measured inclusive

values in the full phase space are:

A``C = 0.008±0.006, Att̄C = 0.021±0.016. (8.2)

They are in agreement with the SMpredictions ofA``C = 0.0064±0.0003 andAtt̄C = 0.0111±0.0004 [48].
Figure 8.17 shows the unfolded distributions of the ∆|η| and ∆|y| observables for the inclusive

measurement in the fiducial volume. The distributions are compared with MC predictions at

NLO obtained from Powheg-hvq and a good agreement is observed. The correlations between

the different bins of the unfolded ∆|y| and ∆|η| distributions are shown in Fig. 8.18 and 8.20,

respectively. The correlation factors between the bins are estimated by taking the normalized

covariance of all possible truth values scanned during the unfolding procedure for each bin. Fig-

ure 8.19 shows the different scanned points for the second and third bin of the ∆|y| distribution.
These points are used to estimate the correlation between the bins. The statistical and detector

systematic uncertainties are taken into account. Neighboring bins are strongly anti-correlated for

the unfolded ∆|y| distribution (∼ −70%). The anticorrelation can be interpreted as follows: when

the number of events in one bin increases, the number of events in neighbor bin decreases in or-

der to account for the migrations between the different bins. For the unfolded ∆|η| distribution,
the correlation between the bins is negligible since the migration matrix is very diagonal. For the

differential measurements, all the unfolded values are compatible with the SM predictions. The

largest discrepancy is around 1.2σ and it is present in the high pT,tt̄ bin of Att̄C in the full phase

space.

The statistical uncertainty is the dominant contribution to the total uncertainty in most of

the measurements. The dominant systematic uncertainties across all the measurements are the

signal modeling and the kinematic reconstruction uncertainties. The signal modeling uncertain-

ties are reduced by performing the measurements in the fiducial region, since the extrapolation

from detector acceptance to the full phase space is avoided. The statistical uncertainty is slightly

larger in the fiducial region than in the full phase space. This is expected due to the nonfiducial

background considered in the fiducial measurements, which is substracted from the data in the

unfolding procedure, increasing the size of the statistical uncertainty on the measurements. The

behavior of the nuisance parameters are similar between all measurements. Examples for the in-

clusive measurement of the lepton and tt̄ asymmetries in the fiducial region and in the full phase

space are shown in Fig. 8.21 and 8.22. The behavior of the nuisance parameters are consistent
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between the measurements performed in the fiducial volume and in the full phase space. The

nuisance parameters are pulled in the same direction and small fluctuations are present. The

constraint on the nuisance parameter corresponding to the electron identification scale factor is

the largest and it is around +1σ . This means that data is more compatible with the +1σ electron

identification scale factor variation than with the nominal MC sample. A the data/MC compari-

son shown in Fig. 8.23 in order to understand this behavior. The red points in the ratio plot rep-

resent the +1σ electron identification scale factor variation, while the black points represent the

nominal MC sample. The electron identification scale factor variation describes better the data

than the nominal MC sample. The correlation between the nuisance parameters were checked af-

ter the unfolding procedure and they are found to be mostly uncorrelated (< 20%).
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Figure 8.15 – Summary of all the measurements of the leptonic asymmetry in the fiducial volume (top) and full

phase space (bottom). The predictions shown in blue are obtained using Powheg-hvq + Pythia at NLO and the

width of the box correspond to the statistical uncertainty. The inclusive measurement in the full phase space is

compared to a NLO + EW prediction [48].
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Figure 8.16 – Summary of all the measurements for the tt̄ asymmetry in the fiducial volume (top) and full phase
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a NLO + EW prediction [48].
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Figure 8.18 – Correlations between the unfolded bins for the inclusive ∆|η| distribution in the fiducial volume.

They are estimated by taking the normalized covariance of all possible truth values that are scanned during the

unfolding procedure. The statistical and detector systematic uncertainties are taken into account. The uncertainty

on these correlation factor is approximately 0.1.
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Figure 8.19 – Scanned points for the second and third bin of the ∆|y| distribution. The correlation factor between

the second and third bin of the ∆|y| distribution is estimated using these points and found to be -74%.
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Figure 8.20 – Correlations between the unfolded bins for the inclusive ∆|y| distribution in the fiducial volume.

They are estimated by taking the normalized covariance of all possible truth values that are scanned during the

unfolding procedure. The statistical and detector systematic uncertainties are taken into account. The uncertainty

on these correlation factor is approximately 0.1.
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Figure 8.21 – Nuisance parameters after the marginalization procedure for the inclusive tt̄ asymmetry

measurements in the fiducial volume (black) and full phase space (red).
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Figure 8.22 – Nuisance parameters after the marginalization procedure for the inclusive leptonic asymmetry

measurements in the fiducial volume (black) and full phase space (red).
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Figure 8.23 – Data / Monte Carlo comparison of the ∆|y| distribution before the unfolding. In the ratio plot, the

black points represent the ratio to the nominal MC sample while the blue points represent the +1σ variation of the

electron identification scale factor. A better agreement is observed between data and the +1σ variation.

8.3.2 BSM model interpretation

The charge asymmetry offers a windows to look for new physics, especially because different BSM
models predicts different values of the tt̄ and leptonic asymmetries. A comparison between the

measured values of Att̄C and A``C and the values predicted by different BSM models is performed.

Figure 8.24 compares the values of A``C and Att̄C from the inclusive measurements in the full phase

space to the SM predictions and two types BSM models [154]. These models could be invoked

to explain an anomalous forward-backward asymmetry at the Tevatron, such as reported by the

CDF experiment [34], whilst still being compatible with the measurements performed at the

LHC. Two types of BSM models with a new color-octet particle (G) that is exchanged in the s-

channel are considered (see Fig. 8.25). In the model with the light color octet, the new particle’s

mass (m) is assumed to be 250 GeV, which is below the tt̄ production threshold and its width is

assumed to be Γ = 0.2m. The model with the heavy color octet uses an octet mass beyond current

limits from direct searches at the LHC. The corrections to tt̄ production are independent of the

mass but instead depend on the ratio of the coupling to the top quarks and the mass, which is

assumed to be 1 TeV−1. The new particles in both BSMmodels would not be visible as resonances

in themtt̄ spectrum at the Tevatron or at the LHC. In the Fig. 8.24, model predictions for different
left-handed, right-handed, and axial coupling constants to top quarks are shown. The ellipses

correspond to the 1σ and 2σ total uncertainty on the measurements. The correlation between the

two measurements is taken into account. The correlation taking into account the statistical and

detector systematic uncertainty is found to be 30%. The modeling systematic uncertainties are

assumed to be 100% correlated. The resulting correlation between the measured A``C and Att̄C is

156



8.3. RESULTS

about 48%. The measurements are compatible with the SM and do not exclude the two sets of

BSM models considered. More statistics are needed in order to exclude these models.
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Figure 8.24 – Comparison of the inclusive A``C and Att̄C measurement values in the full phase space with the SM

NLO QCD+EW prediction [48] and with two benchmark BSM models [154]. One correspond to a light octet with

mass below the tt̄ production threshold (left) and the other to a heavy octet with mass beyond the reach of the LHC

(right). Ellipses corresponding to 1σ and 2σ are shown taking into account the total uncertainty. The correlation

between A``C and Att̄C is of 48%.

Figure 8.25 – Tree-level tt̄ production for a s-channel color-octet.

8.3.3 Comparison with other measurements

The measurements are consistent with other LHC asymmetry measurements at 7 and 8 TeV [36–

40, 155]. The measurements performed by ATLAS and CMS at 7 and 8 TeV are summarized in

Tab. 8.16. The most precise measurement of the inclusive tt̄ charge asymmetry is performed

by CMS in the semileptonic channel using a template method, which is an approach different
than the unfolding procedure. With the template method a more precise measurement can be

obtained since it does not unfold but fold the measurement. However, it well known that this

method it is highly model dependent and therefore can produce large modeling uncertainties.

The unfolding procedure increases slightly the statistical uncertainty with respect to the template
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Att̄C A``C√
s Channel Method ATLAS CMS ATLAS CMS

7 TeV lepton+jets unfolding 0.006±0.010 0.001±0.014 - -

7 TeV dilepton unfolding 0.021±0.030 −0.010±0.019 0.024±0.017 0.009±0.012
8 TeV lepton+jets unfolding 0.009±0.005 0.0010±0.0077 - -

8 TeV lepton+jets template method - 0.003±0.004 - -

8 TeV dilepton unfolding 0.021±0.016 0.011±0.013 0.008±0.006 0.003±0.007

Table 8.16 – Summary of the inclusive charge asymmetry measurements [36–40,155].

method. In terms of precision, this measurement is followed by the measurement performed

by ATLAS in the same decay channel but using the unfolding approach. The large difference
in the precision between the semileptonic and the dileptonic channel is mainly due to the size

of the statistical uncertainty. In the dileptonic channel, the measurement performed by CMS

is slightly more precise than the measurement performed in this analysis. The main reason for

this difference is coming from the reconstruction uncertainty present in the KIN method. A

different reconstruction method together with its optimization could increase the precision of

these measurements. For the inclusive leptonic asymmetry, no reconstruction is involved and the

result presented in this work corresponds to the most precise measurement to-date.

ATLAS and CMS have also performed differential measurements of the tt̄ asymmetry at 7

and 8 TeV as a function of the mass, pT, boost, and rapidity of the tt̄ system. ATLAS has re-

cently explored the high boosted topology, measuring for the first time the asymmetry in mtt̄ >

1.3 TeV [156]. The results presented in this work are the first differential measurements per-

formed by ATLAS in the dileptonic channel. A direct comparison of the measurements presented

and other measurements is not possible since the differential bins are defined differently across

the different measurements. However, all the measurements are in agreement with the predic-

tions.

8.4 Outlook on charge asymmetry measurements

The charge asymmetry is an excellent tool for exploring BSM physics. The precise knowledge of

this property, especially in boosted regimes, allows for a direct test of the SM. The precision of this

measurement strongly depends on the amount of available data, since the statistical uncertainty is

one of the dominant uncertainties across the different measurements. In the analysis presented,

improvements on the reconstruction method can be achieved since its corresponding uncertainty

is one of the dominant ones across the different measurements.

In Run 2, the collision energy was increased to 13 TeV and 150 fb−1 are expected to be col-

lected by the end of the data taking period (October 2018). Although, by increasing the collision

energy the asymmetry is diluted due to the presence of more tt̄ events generated by gg-fusion,

the amount of data can make the measurement sensitive to the SM prediction. This is especially

true in the semileptonic channel whose branching ratio is significantly larger than the dilepton

channel and the precision can increased by a factor of ∼5.
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The boosted tt̄ topologies are promising in the near future since in this topology the asym-

metry value can be enhanced due to the increased fraction of qq̄ events since the initial radiation

of the photon cannot be produced in gg-fusion. ATLAS started to explore the boosted topologies

at 8 TeV for the charge asymmetry measurement, however, the measurements are strongly dom-

inated by the statistical and modeling uncertainty. The precision of these results is expected to

improve at higher energies with more statistics.

The asymmetry in tt̄ + γ production is another topology where the charge asymmetry can be

measured. Compared to inclusive tt̄ production, the presence of an additional photon increases

the number of qq̄ events and therefore enhances the charge asymmetry over the gg background.

The measurement of charge asymmetry in this topology is strongly limited by statistics, however,

a good level of precision is expected at Run 2 (similar to the precision observed in this work).

Figure 8.26 – A summary of the charge asymmetry measurements performed in the boosted topology [157].

With more data, other differential variables could be used in order to increase the tt̄ fraction

produced by qq̄ annihilation. One interesting variable is the top quark pT. This variable offers an
excellent discrimination between gg-fusion and qq̄ annihilation, but with a high cost in statistics.

With the full dataset at 13 TeV, a first measurement as a function of the pT of the top quark could

be possible. Figure 8.27 shows the qq̄ fraction for different cuts on the boost of the tt̄ system and

the top pT at 8 TeV. The selection efficiency after applying the cuts are shown.

The asymmetry could also be defined differently using other observables. These observables

are the incline asymmetry, based on the inclination between the planes of initial- and final-state

momenta, and the energy asymmetry, based on the energy difference between top and antitop

quarks [158]. The incline asymmetry allows for the access of the charge asymmetry in the qq̄

channel, while the energy asymmetry allows for the access the charge asymmetry in the qg channel.

The contribution from the qg channel is approximately 5 times larger than the qq̄ channel at

14 TeV. These observables are defined in the tt̄ + 1jet topology and allows for the enhancement

of the asymmetry values up to 12 % with the appropriated kinematic requirements, and offer
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Figure 8.27 – qq̄ fraction (red line) as a function of boost of the tt̄ system (left) and pT of the top quark (right) at

8 TeV. The selection efficiency is also shown (green line).

an excellent discovery window in proton-proton collisions. With 100fb−1 at 14 TeV, it should be

possible to measure the observables with a significance of five standard deviationss [158].
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9
Top spin measurements

In this chapter, the measurements of the top spin observables described in Chapter 1 are pre-

sented. The framework and workflow of this analysis are essentially the same as those used for

the charge asymmetry measurements. In the first part, the optimization of the unfolding which

leads to the optimal binning configuration for the different observables is described. This is fol-
lowed by the estimation of the systematic uncertainties described in Chapter 7, as well as the

description and estimation of the systematic uncertainties specific to this analysis. The final part

presents and discusses the results obtained together with an outlook for the measurements.

9.1 Unfolding optimization

As in the charge asymmetry analysis, two different approaches for the unfolding procedure are

used. The observables are unfolded back to parton level and to particle level. The measurement

at particle level is performed in the fiducial region, while the measurement at parton level is

performed in the full phase space. At parton level, the top quarks are considered by their status

code in the MC history after radiation but before decay. Parton level leptons include tau leptons

before they decay into an electron or muon and before radiation. With these definitions, the

polarization and correlations are extracted (as explained in Chapter 1) from the slope of the cosθ

distributions and from the mean value of the cosθ− cosθ+ distributions, respectively.

The optimization of the unfolding is performed in order to define the best binning configura-

tion for each observable. These studies are performed at parton level and the optimized binning

configuration is used both at particle and parton levels. The binning configurations are optimized

by evaluating the expected statistical uncertainty, the pulls and the bias from the linearity test.

Another test, based on the relative difference between the true and the unfolded distributions in

pseudoexperiments, is performed to evaluate the stability of the binning configurations.

For each observable, several binning configurations are tested. The number of bins and the

bin widths for each observable are chosen based on its resolution. Due to the large number of

observables and tests performed, only some examples are shown in the following. The resolution

of the positive helicity polarization as well as the distribution at reconstructed level is shown in

Fig. 9.1 as an example. The asymmetric behavior of the resolution is due to the difference between
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the shapes of the reconstructed and the true distributions. Fewer events are reconstructed at

cosθk+ = −1, while the true distribution is expected to be flat across the whole range. At cosθk+ = −1
the leptons are in the opposite direction than the top quarks with very low transverse momentum.

By applying a pT cut at 25 GeV most of these events are removed. In average, between eight and

ten different binning candidates are tested for each observable. The binning configurations that

are tested for the cosθk+ observable are presented in Tab. 9.1.
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Figure 9.1 – Resolution of the cosθk+ observable (left) and its corresponding reconstructed distribution using the

nominal MC sample (right).

Name Configuration

4Bin1 [ -1.0, -0.5, 0.0, 0.5, 1.0 ]

4Bin2 [ -1.0, -0.4, 0.0, 0.4, 1.0 ]

4Bin3 [ -1.0, -0.6, 0.0, 0.6, 1.0 ]

4Bin4 [ -1.0, -0.4, 0.0, 0.5, 1.0 ]

6Bin1 [ -1.0, -0.6, -0.25, 0.0, 0.25, 0.6, 1.0 ]

6Bin2 [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

6Bin3 [ -1.0, -0.66, -0.33, 0.0, 0.33, 0.66, 1.0 ]

Table 9.1 – The binning configurations for cosθk+ used for the optimization studies.

Pseudoexperiments are performed for the pull test on each binning candidate. For this analy-

sis, the pull is estimated on the observables and on each bin of the distribution. Figure 9.2 shows

the pulls on each bin and on the observable, as well as the relative difference of the unfolded dis-

tribution with respect to the true distribution. The average χ2 is shown in the legend. The χ2 is

computed between each unfolded and the true distribution. It is possible to interpret the average

χ2 as a test of stability for the bins: if a large average of the χ2 is found, the distributions is more

likely to suffer from statistical fluctuations. For the four-bin configurations, the mean and RMS

of the pulls of the distributions are close to zero and one, respectively. This is not the case for

the six-bin configurations where the values are not compatible neither with zero nor one on the

observable (not observed in the individual bins). The configuration of the bins as a whole may

affect the fit performed in order to extract the polarization value, however, the individual behav-

162



9.1. UNFOLDING OPTIMIZATION

ior of the bins can be consistent with expected pulls. e Small instabilities can be observed in the

six-bin configuration since the relative difference fluctuate slightly around zero. This uncertainty

can be interpreted as how much the bin content changes if small variations are introduced in the

input distributions before the unfolding procedure. Also, it is possible to see that the expected

statistical uncertainty increases with the number of bins.

(a) Pulls

(b) Relative difference

Figure 9.2 – Pulls (a) and relative difference (b) for the positive helicity polarization in different binning
configurations. The pulls on each of the bin (points on the left pad) is shown as well as in the observable (right

pad). The relative difference on each bin with respect to the truth information is presented in the bottom figure.

The average χ2 is shown in the right canvas of the bottom figure. The degrees of freedom correspond to the number

of bins on each histogram.

A linearity test is performed in a similar way as in the charge asymmetry analysis. The linear-

ity is determined by reweighting the observables at reconstructed level to different levels of polar-
izations and correlations at parton level, taking into account their values in the MC simulations.

For the polarizations and the spin correlations in the same basis (C(i, i)), the double-differential
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cross section is used, while a linear reweighting is used for the cross correlations. The double-

differential cross section is used in order to remove the polarization and spin correlation in the

MC generator and introduce the new values. The following weights wpol and wcorr are used:

wpol =
1±Prew cosθ1±Prew cosθ2 −Cth cosθ1 cosθ2
1±PMC cosθ1±PMC cosθ2 −CMC cosθ1 cosθ2

wcorr =
1−Crew cosθ1 cosθ2

1±PMC cosθ1±PMC cosθ2 −CMC cosθ1 cosθ2
, (9.1)

where cosθ1/2 refer to the angles between the momentum direction of a lepton in its parent

top quark’s rest frame and the quantization axis, using the true information of the MC sam-

ple. The factors Prew and Crew are the polarization and correlation, to which the distribution are

reweighted, respectively. PMC and CMC refer to the polarization and spin correlation present in

the MC sample used and Cth refers to the SM spin correlation value in the respective quantiza-

tion axis [55]. The polarization observables are reweighted to values between −0.1 < Pi < 0.1,

the spin correlations along the helicity and transverse axes between 0.20 < C(i, i) < 0.44, along

the r axis between −0.1 < C(r, r) < 0.1. The cross-correlations are reweighted between −0.15 <
C(i, j)±C(j, i) < 0.15. The unfolded value for each reweighted distribution is then compared to

the true value and a calibration curve is built by fitting a linear function and extracting the slope

and offset. The difference with respect to a slope of one and an offset of zero is propagated to the

final results as was done for the charge asymmetry measurements. Figure 9.3 shows the results of

slopes and offsets for the calibration curves of the positive helicity polarization at parton level.1

The offsets are negligible for the four bin configurations, while the slopes get closer to one for the

six-bin configurations.

(a) Slopes (b) Offsets

Figure 9.3 – Slopes and offsets of the calibration curves obtained for different binning configuration for the

transverse correlation in the full phase space at parton level. The gray band represents the MC statistical

uncertainty on the slopes and offsets.

A compromise has to be found regarding the expected statistical uncertainties, the instabili-

ties, and the bias introduced by the unfolding procedure. Therefore, the four bin configuration is

the best option for the helicity polarization. Specifically, the asymmetry binning 4bin4 is chosen

1A good linear behavior is obtained on each case.
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Observable Binning

cosθk± [ -1.0, -0.4, 0.0, 0.5, 1.0 ]

cosθn± [ -1.0, -0.5, 0.0, 0.5, 1.0 ]

cosθr± [ -1.0, -0.5, 0.0, 0.5, 1.0 ]

cosθk+ cosθ
k
− [ -1.0, -0.6, -0.25, 0.0, 0.25, 0.6, 1.0 ]

cosθn+ cosθ
n
− [ -1.0, -0.6, -0.25, 0.0, 0.25, 0.6, 1.0 ]

cosθr+ cosθ
r
− [ -1.0, -0.66, -0.33, 0.0, 0.33, 0.66, 1.0 ]

cosθn+ cosθ
k
− + cosθk+ cosθ

n
− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

cosθn+ cosθ
k
− − cosθk+ cosθn− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

cosθn+ cosθ
r
− + cosθr+ cosθ

n
− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

cosθn+ cosθ
r
− − cosθr+ cosθn− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

cosθr+ cosθ
k
− + cosθk+ cosθ

r
− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

cosθr+ cosθ
k
− − cosθk+ cosθr− [ -1.0, -0.6, -0.3, 0.0, 0.3, 0.6, 1.0 ]

Table 9.2 – Chosen binning configuration for each of the observables.

(because it has a slope closer to one than the others). The same procedure is applied to each of

the observable in order to select the best binning configuration.

After the binning optimization is performed for all the observables, four-bin configurations for

the polarization observables and six-bin configurations for the different correlation observables

are used. The explicit form of the binning can be found in Tab. 9.2. In general, the binnings are

symmetric around zero. The only exception is for the polarization along the helicity axis, where

an asymmetric binning is chosen due to the shape of its resolution. The input distribution and

the response matrix normalized per truth bin are shown for one example of polarization, spin

correlation, and cross-correlation in Fig. 9.4 and 9.5. The input distribution for FBU corresponds

to the distribution of the observable for each of the channels placed side-by-side. The fraction

of events in the diagonal bins of the response matrices are between 0.40 and 0.60 for Bk+, around

0.40 for C(n,n), and between 0.30 and 0.40 for C(n,r)+C(r,n). The large migrations present in the

C(n,n) and C(n,r)+C(r,n) matrices come from the resolution dilution due to how the observables

are computed with the different rest frames.
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Figure 9.4 – Input distributions for the unfolding procedure of cosθk+, cosθ
n
+ cosθ

n
−, and

cosθn+ cosθ
r
− − cosθr+ cosθn−. The data/expectation ratio is also shown. The gray area shows the total uncertainty

on the signal and background. The tt̄V , diboson and fake lepton backgrounds are shown together in the "Others"

category.
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Figure 9.5 – Response matrices of observables cosθk+, cosθ
n
+ cosθ

n
−, and cosθn+ cosθ

r
− − cosθr+ cosθn− at parton

level. They are divided into the ee, µµ, and eµ channels. The matrices are normalized per truth bin (rows) for each

channel separately.
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Source of systematic uncertainty Fiducial Region Full Phase Space

Background 0.0007 0.0004

Lepton reconstruction, identification and trigger 0.0013 0.0012

Lepton momentum scale and resolution 0.0009 0.0011

Jet energy scale 0.0034 0.0038

Jet reconstruction and vertex fraction efficiency 0.0003 0.0003

Jet resolution 0.0014 0.0005

B-tagging/mis-tag efficiency 0.0031 0.0025

Missing transverse momentum 0.0016 0.0004

Total 0.0055 0.0050

Table 9.3 – Detector and background systematic uncertainties estimation for the cosθr+cosθ
r
− observable in the

fiducial region and in the full phase space.

9.2 Systematic uncertainties

In the following, the estimation of the systematic uncertainties are presented based on the meth-

ods explained in Chapter 7. Also, the descriptions and estimations of systematic uncertainties

specific to this analysis are presented.

9.2.1 Detector modeling and background

Using the method described in Sec. 7.1.3, the individual contributions of the detector modeling

and background systematic uncertainties are estimated. Some examples are shown and discussed

in this section. The summary of all systematic uncertainty is presented in Sec. 9.3. The estimation

for the cosθr+ cosθ
r
− and the cosθn+ cosθ

k
− + cosθk+ cosθ

n
− observable are shown in Tab. 9.3 and 9.4,

respectively. The main contribution is observed in the jet energy scale and the b-tagging system-

atic variation, followed by the jet energy resolution. These variations affect directly the kinematic

reconstruction, which can significantly vary the value of the observables. The background un-

certainties represent a minor contribution. The total uncertainty is slightly larger in the fiducial

region than in the full phase space due to the nonfiducial background. Its subtraction from the

signal distribution during the unfolding procedure affects both shape and statistics and the same

behavior is observed for the different observables.
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Source of systematic uncertainty Fiducial Region Full Phase Space

Background 0.0011 0.0006

Lepton reconstruction, identification and trigger 0.0005 0.0013

Lepton momentum scale and resolution 0.0010 0.0005

Jet energy scale 0.0025 0.0033

Jet reconstruction and vertex fraction efficiency 0.0004 0.0007

Jet resolution 0.0001 0.0015

B-tagging/mis-tag efficiency 0.0022 0.0021

Missing transverse momentum 0.0004 0.0014

Total 0.0038 0.0047

Table 9.4 – Detector and background systematic uncertainties for the cosθn+ cosθ
k
− + cosθk+ cosθ

n
− observable in

the fiducial region and in the full phase space.
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9.2.2 Signal modeling

The modeling systematic uncertainties are estimated using the techniques described in Sec. 7.2.

As in Sec. 9.2.1, some examples are shown and discussed in this section. The summary of the

impact of all systematic uncertainties will be presented in Sec. 9.3. The different contributions
are shown for the cosθk+ and cosθn+ cosθ

k
− + cosθk+ cosθ

n
− observables in Tab. 9.5 and 9.6, respec-

tively. The MC statistical uncertainty associated with the estimation is also shown. The actual

uncertainty is taken from the maximum value between the estimation and its MC statistical un-

certainty. The PDF uncertainties do not have an uncertainty since the estimation is performed by

reweighting the nominal signal sample. In general, the dominant uncertainties across the differ-
ent observables are the color reconnection and underlying event, followed by the ISR/FSR sys-

tematic variation. However, it is not possible to distinguish if these contributions correspond to

a real physical effect given the size of the MC statistical uncertainty.

Source of systematic uncertainty Fiducial Region Full Phase Space

MC generator 0.0149±0.0162 0.0187±0.0225
Parton Shower 0.0220±0.0087 0.0186±0.0122
ISR/FSR 0.0033±0.0116 0.0043±0.0141
Color Reconnection 0.0087±0.0250 0.0199±0.0317
Underlying Event 0.0301±0.0271 0.0164±0.0358
PDF 0.0064 0.0101

Total 0.0495 0.0537

Table 9.5 – Modeling systematic uncertainty contributions of the different sources for the cosθk+cosθk− observable
in the fiducial region and in the full phase space.

Source of systematic uncertainty Fiducial Region Full Phase Space

MC generator 0.0339±0.0307 0.0234±0.0286
Parton Shower/Hadronization 0.0171±0.0169 0.0056±0.0175
ISR/FSR 0.023±0.0219 0.0197±0.0210
Color Reconnection 0.0517±0.0481 0.0602±0.0444
Underlying Event 0.0415±0.0514 0.0379±0.0489
PDF 0.0040 0.0018

Total 0.0854 0.0871

Table 9.6 – Modeling systematic uncertainty contributions of the different sources for the
cosθn+cosθ

k
− + cosθ

k
+cosθ

n
− observable in the fiducial region and in the full phase space.
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Observable Fiducial Region Full Phase Space

cosθk+ −0.04±0.01 −0.04±0.01
cosθk− −0.04±0.01 −0.04±0.01
cosθn+ 0.01±0.01 0.03±0.01
cosθn− −0.01±0.01 −0.00±0.01
cosθr+ 0.01±0.01 0.01±0.01
cosθr− 0.02±0.01 0.03±0.01

cosθk+ cosθ
k
− 0.04±0.01 0.06±0.02

cosθn+ cosθ
n
− −0.04±0.03 −0.02±0.03

cosθr+ cosθ
r
− 0.05±0.03 0.06±0.03

cosθr+ cosθ
k
− + cosθk+ cosθ

r
− −0.06±0.02 −0.10±0.02

cosθr+ cosθ
k
− − cosθk+ cosθr− 0.04±0.03 0.04±0.03

cosθn+ cosθ
r
− + cosθr+ cosθ

n
− 0.02±0.01 0.02±0.02

cosθn+ cosθ
r
− − cosθr+ cosθn− −0.08±0.01 −0.07±0.01

cosθn+ cosθ
k
− + cosθk+ cosθ

n
− −0.00±0.04 −0.01±0.04

cosθn+ cosθ
k
− − cosθk+ cosθn− −0.00±0.04 −0.01±0.03

Table 9.7 – Slopes from the top mass dependency in MC simulation. The uncertainty on the estimation

corresponds to the product of the slope and the uncertainty of 0.70 GeV on the ATLAS mass measurement [151].

The mass uncertainty is evaluated using the method described in Chapter 7 and the dependence

of each observable with respect to the MC top quark mass is presented in Tab. 9.7. In sev-

eral observables no significant dependence is observed. The largest dependency is found in the

C(r,k) +C(k, r) and in the C(n,r)−C(r,n) observables. The uncertainties are estimated by multi-

plying the slopes by the uncertainty on the most precise ATLAS top quark mass measurements of

0.70 GeV [151]. An example of the linear fit performed for the cosθk+ cosθ
k
− and cosθr+ cosθ

r
− ob-

servables using different MC masses is shown in Fig. 9.6. The product of the slope and the mass

uncertainty is also shown.

Other sources of uncertainties specific to this analysis are studied.

• Top quark pT modeling. The top quark pT spectrum is not satisfactorily modeled in MC

simulation [30, 159]. The impact of the mismodeling is estimated by reweighting the top

quark pT simulation to data. The different distributions are then unfolded using the nom-

inal response matrix. The differences with respect to the nominal values are negligible

compared to the other modeling uncertainties. The impact of this mismodeling is thus con-

sidered negligible, and no uncertainty is added to the total uncertainty.

• Polarization/Spin correlation. The response matrices used in the unfolding are calculated

using the SM polarization and spin correlation. An uncertainty related to a different polar-
ization/spin correlation is associated by changing their values and performing a linearity
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Figure 9.6 – Mass dependency for the cosθk+ cosθ
k
− (left) and cosθr+ cosθ

r
− (right) observables in the full space

space. The uncertainty quoted on the figure corresponds to the product of the slope and the uncertainty on the

mass measurement of 0.70 GeV [151].

test using the nominal response matrix. In the reweighting procedure of the spin correla-

tion observables, the polarization is changed by ±0.5% , while for the polarization observ-

ables, the spin correlation is changed by ±0.1. This uncertainty cannot be applied to the

cross correlation observables as no analytic description of these observables is available. In-

stead, a linear reweighting is used, not depending on the polarization or spin correlation of

any axis. The estimation of this uncertainty is shown in Tab. 9.8 for each observable. This

contribution is considered minor and it is added in quadrature to the total signal modeling

uncertainty. The largest uncertainty is present on the helicity and r polarizations.

9.2.3 Other uncertainties

Nonclosure uncertainties

The uncertainties related with the remaining bias of the unfolding procedure is evaluated as

for the charge asymmetry measurements, described in Chapter 7. In Tab. 9.9 the uncertainties

for each of the observables are shown in the fiducial region and in the full phase space. These

uncertainties are small and added in quadrature to the total uncertainties.
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Observable Polarization systematic Correlation systematic

cosθk+ −− 0.0048

cosθk− −− 0.0048

cosθn+ −− 0.0001

cosθn− −− 0.0004

cosθr+ −− 0.0039

cosθr+ −− 0.0040

cosθk+ cosθ
k
− 0.0011 −−

cosθn+ cosθ
n
− < 0.0001 −−

cosθr+ cosθ
r
− 0.0003 −−

cosθr+ cosθ
k
− + cosθk+ cosθ

r
− < 0.0001 −−

cosθr+ cosθ
k
− − cosθk+ cosθr− < 0.0001 −−

cosθn+ cosθ
r
− + cosθr+ cosθ

n
− < 0.0001 −−

cosθn+ cosθ
r
− − cosθr+ cosθn− < 0.0001 −−

cosθn+ cosθ
k
− + cosθk+ cosθ

n
− < 0.0001 −−

cosθn+ cosθ
k
− − cosθk+ cosθn− < 0.0001 −−

Table 9.8 – Polarization and correlation systematic uncertainties for all the observables in the full phase space. In

most of the observables the uncertainties are very small. A similar behavior is observed in the fiducial region.

Observable Fiducial Region Full Phase Space

cosθk+ 0.0134 0.0050

cosθk− 0.0113 0.0103

cosθn+ 0.0017 0.0014

cosθn− 0.0037 0.0017

cosθr+ 0.0041 0.0014

cosθr− 0.0082 0.0011

cosθk+ cosθ
k
− 0.0170 0.0109

cosθn+ cosθ
n
− 0.0039 0.0007

cosθr+ cosθ
r
− 0.0200 0.0160

cosθr+ cosθ
k
− + cosθk+ cosθ

r
− 0.0249 0.0289

cosθr+ cosθ
k
− − cosθk+ cosθr− 0.0012 0.0019

cosθn+ cosθ
r
− + cosθr+ cosθ

n
− 0.0229 0.0098

cosθn+ cosθ
r
− − cosθr+ cosθn− 0.0068 0.0037

cosθn+ cosθ
k
− + cosθk+ cosθ

n
− 0.0056 0.0108

cosθn+ cosθ
k
− − cosθk+ cosθn− 0.0109 0.0048

Table 9.9 – Nonclosure uncertainties for each of the observables in the fiducial region and in the full phase space.

This contribution is generally small in comparison with the total uncertainty on the measurements.
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Observable Fiducial Region Full Phase Space

cosθk+ 0.0048 0.0049

cosθk− 0.0043 0.0044

cosθn+ 0.0047 0.0048

cosθn− 0.0047 0.0047

cosθr+ 0.0044 0.0048

cosθr− 0.0057 0.0059

cosθk+ cosθ
k
− 0.0012 0.0016

cosθn+ cosθ
n
− 0.0008 0.0007

cosθr+ cosθ
r
− 0.0011 0.0012

cosθr+ cosθ
k
− + cosθk+ cosθ

r
− 0.0018 0.0023

cosθr+ cosθ
k
− − cosθk+ cosθr− 0.0016 0.0023

cosθn+ cosθ
r
− + cosθr+ cosθ

n
− 0.0022 0.0021

cosθn+ cosθ
r
− − cosθr+ cosθn− 0.0017 0.0015

cosθn+ cosθ
k
− + cosθk+ cosθ

n
− 0.0021 0.0020

cosθn+ cosθ
k
− − cosθk+ cosθn− 0.0015 0.0015

Table 9.10 – Uncertainty related to the size of the MC samples for each of the observables in the fiducial region

and in the full phase space. This contribution is very small in comparison with the total uncertainty on the

measurements.

MC statistical uncertainty

The uncertainty related with the size of the MC samples for each observable in the fiducial and

full phase space is shown in Tab. 9.10. The estimation is performed in the same way as for the

charge asymmetry measurements, using the method detailed in Chapter 7. This uncertainty is

added in quadrature to the total uncertainty. In general, the impact on themeasurements is small.
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9.3 Results

After the unfolding procedure, the polarizations, correlations, and cross-correlations are ex-

tracted. The uncertainty from the unfolding (including marginalization) corresponds to the sta-

tistical, detector modeling, and background uncertainties. The signal modeling, the nonclosure,

and the MC statistical uncertainties are added in quadrature. Table 9.11 presents the central

value and the total uncertainty, as well as a breakdown of the systematic uncertainties for the

various categories for all the studied observables. At parton level, the polarizations, correlations,

and cross-correlations observables are presented. At particle level, the means of distributions are

presented. Because of the limited phase-space used at particle level, the values of the polariza-

tion and spin correlations are not proportional to the means of these distributions. In order to

compare the size of the uncertainties between the particle and parton level measurements, the

means of the polarization observables are multiplied by a factor of 3 and the correlations by a

factor of −9. Significant differences are observed in the central value of some observables, such

as the polarizations along the helicity and r axis. These differences are expected since the distri-

butions in the fiducial region are significantly different from the distributions in the full phase

space. The differences arise due to the kinematic cuts applied to the leptons and jets that define

the fiducial region. Figures 9.7 to 9.9 show the observable distributions corrected back to particle

level and compared to the true distribution generated with Powheg-hvq+Pythia. In Appendix E,

the distributions corrected at parton level are shown. No significant deviation is observed in the

shapes of the distributions. The larger uncertainties are observed in the central bins of the cross-

correlation distributions, which are caused by the large migrations present in the inner bins. The

correlation between the bins is estimated using the same technique as for the ∆|y| distribution in

the charge asymmetry analysis (see Sec. 8.3.1). The bin-to-bin correlations between adjacent bins

are typically between -0.9 and -0.7. The correlations between non-adjacent bins range from -0.4

to 0.6.

The signal modeling uncertainties are mostly the dominant source of uncertainties in the dif-

ferent measurements, followed by the statistical uncertainty (see Tab. 9.11). The signal modeling

uncertainties are slightly reduced by performing the measurements in the fiducial region. The

statistical uncertainties are in some cases slightly smaller than the signal modeling uncertainties.

The cross-correlation observables show the larger uncertainties. This is expected due to the large

migrations present in the response matrix. The background-related uncertainties are negligible

and they are not shown in the table. The “Others” category corresponds to the MC sample size

and the nonclosure uncertainties. Its contribution is minor for all the observables. The numbers

shown for the “Detector” category correspond to the quadratic sum of the individual estimations

obtained for the detector systematic uncertainties. The quadratic sum of the values in the var-

ious columns does not necessarily match with the total uncertainty, due to the marginalization

procedure. Some nuisance parameters are constrained by the marginalization procedure. The

largest constraint is observed on the electron identification scale factor. This nuisance parameter

is pulled towards +1σ for all the observables, as was observed in the charge asymmetry measure-

ments. An example of the behavior of the nuisance parameters in the fiducial region and in the

full phase space is shown in Fig. 9.10, which corresponds to the C(r, r) observable. The mass un-
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certainty is shown in a separated column and it is not added to the total uncertainty, in order to

be able to improve the precision of the measurement when more precise masses are obtained. In

the cases, where the dependency on the mass is compatible with zero, no uncertainty is quoted.

Figure 9.11 shows the predictions at 8 TeV calculated in Ref. [55] and the unfolded results.

There is no significant deviation for any of the observables compared to the SM predictions. The

largest deviation is approximately 1.5σ . The transverse correlation, which is measured for the

first time, differs from the case of no spin correlation by 5.1 standard deviations. The correla-

tions between the different observables is evaluated by performing pseudoexperiments on the

nominal MC sample varied within its MC statistical uncertainty. The unfolding procedure with

marginalization is applied for each observable and variation. The unfolded values of the observ-

ables are used to estimate the correlation between the measurements. The correlations at parton

level are shown in Fig. 9.12. The highest correlations are found to be around 10% between the

polarization and spin correlation along the helicity and r axes and between some cross correla-

tions. The effect of the detector and background systematic uncertainties are taken into account

in the correlation since the marginalization procedure is applied during the estimation.

The measurements of the observables presented in this analysis are compatible with other di-

rect measurements in terms of observable values and uncertainties for the polarizations along

the helicity and transverse axis as well as for the spin correlation along the helicity axis. Ta-

ble 9.12 shows measurements of the polarizations and spin correlation performed by different
experiments and using different techniques. The template fits for the polarization observables

usually use the information of both the top and antitop quark decay chains. In this case, only one

polarization value can be quoted as result and is shown for both columns of polarization along

the same axis.
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Observables Central Total Statistical Detector Modeling Others Mass

Full phase space

Bk+ −0.044 ±0.038 ±0.018 ±0.001 ±0.026 ±0.007 0.027

Bk− −0.064 ±0.040 ±0.020 ±0.001 ±0.023 ±0.014 0.027

Bn+ −0.018 ±0.034 ±0.020 ±0.001 ±0.024 ±0.005 -

Bn− 0.023 ±0.042 ±0.020 ±0.001 ±0.034 ±0.005 -

Br+ 0.039 ±0.042 ±0.026 ±0.001 ±0.029 ±0.005 -

Br− 0.033 ±0.054 ±0.023 ±0.002 ±0.045 ±0.006 0.016

C(k,k) 0.296 ±0.093 ±0.052 ±0.006 ±0.057 ±0.011 0.037

C(n,n) 0.304 ±0.060 ±0.028 ±0.001 ±0.047 ±0.001 0.010

C(r, r) 0.086 ±0.144 ±0.055 ±0.005 ±0.122 ±0.016 0.038

C(n,k) +C(k,n) −0.012 ±0.128 ±0.072 ±0.005 ±0.087 ±0.029 -

C(n,k)−C(k,n) −0.040 ±0.087 ±0.053 ±0.004 ±0.058 ±0.003 -

C(n,r) +C(r,n) 0.117 ±0.132 ±0.070 ±0.003 ±0.102 ±0.010 0.010

C(n,r)−C(r,n) −0.006 ±0.108 ±0.069 ±0.005 ±0.070 ±0.004 0.043

C(r,k) +C(k, r) −0.261 ±0.176 ±0.083 ±0.006 ±0.135 ±0.011 0.065

C(r,k)−C(k, r) 0.073 ±0.192 ±0.087 ±0.007 ±0.148 ±0.005 0.025

Fiducial volume

3〈cosθk+〉 0.125 ±0.044 ±0.018 ±0.007 ±0.025 ±0.020 0.027

3〈cosθk−〉 0.119 ±0.040 ±0.022 ±0.008 ±0.021 ±0.014 0.027

3〈cosθn+〉 −0.025 ±0.042 ±0.024 ±0.001 ±0.027 ±0.005 -

3〈cosθn−〉 0.023 ±0.046 ±0.024 ±0.001 ±0.036 ±0.006 -

3〈cosθr+〉 −0.104 ±0.045 ±0.027 ±0.008 ±0.030 ±0.006 -

3〈cosθr−〉 −0.110 ±0.060 ±0.024 ±0.008 ±0.050 ±0.010 0.015

-9〈cosθk+ cosθk−〉 0.172 ±0.078 ±0.041 ±0.016 ±0.050 ±0.017 0.027

-9〈cosθn+ cosθn−〉 0.427 ±0.079 ±0.034 ±0.011 ±0.065 ±0.004 0.027

-9〈cosθr+ cosθr−〉 0.031 ±0.144 ±0.055 ±0.005 ±0.124 ±0.020 0.033

-9〈cosθn+ cosθk− + cosθk+ cosθn−〉 0.024 ±0.132 ±0.078 ±0.004 ±0.085 ±0.025 -

-9〈cosθn+ cosθk− − cosθk+ cosθn−〉 −0.047 ±0.096 ±0.059 ±0.004 ±0.065 ±0.002 -

-9〈cosθn+ cosθr− + cosθr+ cosθn−〉 0.113 ±0.143 ±0.076 ±0.005 ±0.108 ±0.023 0.015

-9〈cosθn+ cosθr− − cosθr+ cosθn−〉 −0.030 ±0.118 ±0.076 ±0.005 ±0.077 ±0.007 0.052

-9〈cosθr+ cosθk− + cosθk+ cosθr−〉 −0.187 ±0.151 ±0.069 ±0.023 ±0.122 ±0.006 0.039

-9〈cosθr+ cosθk− − cosθk+ cosθr−〉 0.047 ±0.128 ±0.070 ±0.003 ±0.082 ±0.010 0.023

Table 9.11 – Results corrected to parton level in the full phase space and to stable-particle level in the fiducial

phase-space. The central value with the total uncertainty is shown as well as the contribution from the various

systematics categories. The uncertainty related to the top quark mass is presented separately. It is shown as "-"

when considered negligible.
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Figure 9.7 – Comparison of the unfolded polarization distributions and the prediction from the signal MC for the

stable-particle measurement. The total uncertainty is shown in each bin as well as the data/expectation ratio in

the bottom pads.
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Figure 9.8 – Comparison of the unfolded spin correlation distributions and the prediction from the signal MC for

the stable-particle measurement. The total uncertainty is shown in each bin as well as the data/expectation ratio

in the bottom pads.

179



CHAPTER 9. TOP SPIN MEASUREMENTS

)n −θ
 c

os
k +θ

 +
 c

os
k −θ

 c
os

n +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1
Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

n
−θ cosk

+θ + cosk
−θ cosn

+θcos

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

)n −θ
 c

os
k +θ

 -
 c

os
k −θ

 c
os

n +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1

Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

n
−θ cosk

+θ - cosk
−θ cosn

+θcos

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

)n −θ
 c

os
r +θ

 +
 c

os
r −θ

 c
os

n +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1 Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

n
−θ cosr

+θ + cosr
−θ cosn

+θcos
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

)n −θ
 c

os
r +θ

 -
 c

os
r −θ

 c
os

n +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1 Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

n
−θ cosr

+θ - cosr
−θ cosn

+θcos
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

)r −θ
 c

os
k +θ

 +
 c

os
k −θ

 c
os

r +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1

1.2 Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

r
−θ cosk

+θ + cosk
−θ cosr

+θcos

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

)r −θ
 c

os
k +θ

 -
 c

os
k −θ

 c
os

r +θ
d(

co
s

σd
 σ1

0

0.2

0.4

0.6

0.8

1

1.2

1.4
Particle level

data

POWHEG-hvq+PYTHIA6

ATLAS

-1 = 8 TeV, 20.2 fbs

r
−θ cosk

+θ - cosk
−θ cosr

+θcos

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

P
re

d.
D

at
a

0.6
0.8

1
1.2
1.4

Figure 9.9 – Comparison of the unfolded cross correlation distributions and the prediction from the signal MC for

the stable-particle measurement. The total uncertainty is shown in each bin as well as the data/expectation ratio

in the bottom pads.
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Figure 9.10 – Nuisance parametes after the marginalization procedure for the C(r, r) observable in the fiducial

region (black) and in the full phase space (red).

181



CHAPTER 9. TOP SPIN MEASUREMENTS

Polarisation
0.3− 0.2− 0.1− 0 0.1 0.2 0.3

ATLAS

k
+B

k
−B

n
+B

n
−B

r
+B

r
−B

Polarisations JHEP 12 (2015) 026 (mod) ± (stat+det) ±result 

(0.026) ± (0.027) ±-0.044 

(0.023) ± (0.030) ±-0.064 

(0.024) ± (0.023) ±-0.018 

(0.034) ± (0.024) ± 0.023 

(0.029) ± (0.030) ± 0.039 

(0.045) ± (0.029) ± 0.033 

-1 = 8 TeV - 20.2 fbs

Spin correlation
0.2− 0 0.2 0.4 0.6 0.8

ATLAS

C(k,k)

C(n,n)

C(r,r)

Spin correlations JHEP 12 (2015) 026 (mod) ± (stat+det) ±result 

(0.057) ± (0.072) ±0.296 

(0.047) ± (0.038) ±0.304 

(0.122) ± (0.075) ±0.086 

-1 = 8 TeV - 20.2 fbs

Cross correlation
0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8

ATLAS

C(n,k)+C(k,n)

C(n,k)-C(k,n)

C(n,r)+C(r,n)

C(n,r)-C(r,n)

C(r,k)+C(k,r)

C(r,k)-C(k,r)

Cross correlations JHEP 12 (2015) 026 (mod) ± (stat+det) ±result 

(0.087) ± (0.089) ±-0.012 

(0.058) ± (0.065) ±-0.040 

(0.102) ± (0.082) ± 0.117 

(0.070) ± (0.082) ±-0.006 

(0.135) ± (0.112) ±-0.261 

(0.148) ± (0.122) ± 0.073 

-1 = 8 TeV - 20.2 fbs

Figure 9.11 – Comparison of the measured observables (data points) with predictions from the SM (diamonds) for

the parton-level measurement. Inner bars indicate uncertainties obtained from the marginalization, outer bars

indicate modeling systematic uncertainties, summed in quadrature. The widths of the diamonds are chosen for

illustrative purposes only.
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Figure 9.12 – Correlations between the different observables after the unfolding procedure at parton level. The

maximum correlations and anticorrelations are around 10%. They are showed in light blue and light red.

Experiment
√
s Method Bk+ Bk− C(k,k) Bn+ Bn−

ATLAS 8 TeV Unfolding -0.044 ± 0.038 -0.064 ± 0.040 0.296 ± 0.093 -0.018 ± 0.034 0.023 ± 0.042

CMS [160] 8 TeV Unfolding -0.022 ± 0.058 0.278 ± 0.084 - -

ATLAS [161] 7 TeV Template fit -0.035 ± 0.040 - - -

ATLAS [162] 7 TeV Template fit - - 0.23 ± 0.09 - -

ATLAS [163] 7 TeV Unfolding - - 0.315 ± 0.078 - -

D0 [42] 1.96 TeV Template fit -0.102 ± 0.061 - 0.040 ± 0.034

Table 9.12 – Direct measurements of polarizations or spin correlations for different experiments and

measurement techniques. The template fits for the polarisation observables usually use the information of both the

top and antitop quark decay chains. In this case, only one polarisation value can be quoted as result and is shown

for both columns of polarisation along the same axis. The SM predictions of the polarizations at the Tevatron are

slightly different [42,164] due to the different dominant production mechanism, which is qq̄ annihilation. Dashes

indicate no measurement of the observable for the corresponding analysis.
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9.4 Outlook on top spin measurements

The analysis presented in this work presents a precision test of the SM and opens a new window

for exploring new physics using the top spin sector, since many of these observables, such as the

polarization and correlations along the r axis, and the cross-correlation are measured for the first

time. These measurements will encourage BSM predictions in the top spin sector, since these

observables can be used to test the veracity of the proposed models.

Deeper studies and optimizations can be performed in the near future to help improve the

precision. The MC signal modeling is shown to be a dominant source of systematic uncertainty.

This is in part due to the conservative approach taken in the analysis. With more statistics in

the MC simulation, a more precise estimation of the uncertainties can be obtained. In addi-

tion, more data would definitely improve the precision of these measurements. With the full

dataset of Run 2, a more precise measurement can be performed. The polarizations along the

three axes are expected to be measured soon in the semileptonic channel, which will give a more

precise measurement and a possible combination with the results presented in this work. Also,

template methods could be used in future analyses to improve the statistical uncertainty on the

observables. This method could be performed simultaneously to the unfolding approach, since it

provides information about the distributions which is not accessible by the template method.

This is the first time that spin density matrix has been fully characterized. The measurement

and precision of these observables are of particular interest in effective field theory (EFT),2 which

is a model-independent way to search for new physics. EFT needs to use as many observables as

possible to constrain simultaneously any deviation from the SM, which could detect new physics.

These observables contribute considerably to the total amount of parameters used in EFT, since

they are mostly uncorrelated. Also, new predictions are being produced in double higgs models

motivated by this measurement, with will be possible to access with a collision energy of 13 TeV

at the LHC [165].

2EFT is an extension of the SM where higher dimensional operators sensitive to new physics are considered.
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Conclusions

Measurements of tt̄ and leptonic charge asymmetry, as well as a full characterization of the spin

density matrix have been presented. The measurements have been performed using dileptonic tt̄

events from data recorded by the ATLAS detector during 2012 in proton-proton collisions at the

LHC with a center-of-mass energy of 8 TeV.

Events were selected by requiring two oppositely charged leptons, two jets, and missing trans-

verse momentum due to the neutrinos present in the final state. Two kinematic reconstruction

methods were studied and compared in order to perform a good measurement: the Neutrino

Weighting and KIN methods. The KIN method was used for the charge asymmetry measure-

ments, while the Neutrino Weighting method was used for the top spin measurements. These al-

gorithms were improved with respect to previous versions, and optimized for high performance

on 8 TeV ATLAS data.

The tt̄ system was reconstructed and the measurements were corrected for detector resolution

and acceptance by using the Fully Bayesian Unfolding method, which was thoroughly optimized

for these analyses. All measurements were corrected to particle level and parton level. At particle

level, the measurements were performed in a fiducial region, while at parton level they were

performed in the full phase space.

For the charge asymmetry analysis, inclusive and differential measurements were performed

using the selected leptons and the reconstructed top and antitop quarks. The inclusive measure-

ments in the full phase space were found to be:

A``C = 0.008±0.006, Att̄C = 0.021±0.016, (9.2)

which are in agreement with the SM predictions. In the case of the differential measurements,

the transverse momentum, mass, and boost of the tt̄ system were used. No significant deviations

with respect to the Standard Model predictions were found. The measurements were also found

to be consistent with some BSM models. Since the measurements are statistically limited, more

data will help to improve the precision and test the veracity of the BSMmodels. With the current

precision, these measurements will gain extra precision in a possible combination with other

measurements performed at the LHC.

For the top spin analysis, top-quark polarizations, spin correlations, and cross-correlations

were measured. In total, 15 uncorrelated observables, each sensitive to individual elements of

the spin density matrix were measured. No significant deviation from the SM expectation was

observed. More data and larger MC samples can improve the precision of these measurements

and will encourage the exploration of BSM models in the top spin sector. Many of these observ-

ables have never been investigated before and this is the first time that a full characterization of

the spin density matrix is performed in the history of particle physics.
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A
Data/MC comparison

In this appendix the distribution of different kinematic variables are shown after event selection

and kinematic reconstruction for data and expectations. The selection used in the comparison

corresponds to the charge asymmetry analysis.

A.1 Distributions after event selection
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Figure A.1 – Comparison of HT distribution, lepton transverse momentum, and jet transverse momentum

between data and MC predictions after event selection in the ee (left), eµ (middle) and µµ channels (right). The

data/MC ratio is also shown. The shaded area shows the uncertainty on the signal and background normalization.
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Figure A.2 – Comparison of number of jets, dilepton invariant mass and Emiss
T distributions between data and

MC predictions after event selection in the ee (left), eµ (middle) and µµ channels (right). The data/MC ratio is

also shown. The shaded area shows the uncertainty on the signal and background normalization.
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A.2 Distributions after event reconstruction
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Figure A.3 – Comparison of top pT, tt̄ pT and neutrino-η distributions between data and MC predictions after

event reconstruction using Neutrino Weighting in the ee (left), eµ (middle) and µµ channels (right). The data/MC

ratio is also shown. The shaded area shows the uncertainty on the signal and background normalization.
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A.2. DISTRIBUTIONS AFTER EVENT RECONSTRUCTION

A.2.2 KIN Method
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Figure A.4 – Comparison of top pT, tt̄ pT and neutrino-η distributions between data and MC predictions after

event reconstruction using KIN method in the ee (left), eµ (middle) and µµ channels (right). The data/MC ratio is

also shown. The shaded area shows the uncertainty on the signal and background normalization.
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B
Object Resolutions

In this appendix the resolution functions for jets and Emiss
T used during the kinematic reconstruc-

tion are presented.

B.0.1 Jet Resolution
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Figure B.1 – Jet resolution function for pT in the ranges of (top-left) [20,34], (top-right) [34,42], (bottom-left)

[42,50], and (bottom-right) [50,57]. The distributions are fit using a double Gaussian.

B.0.2 Emiss
T

resolution

195



APPENDIX B. OBJECT RESOLUTIONS

h_genrec_jet_PtBin57_65

Entries  35515
Mean   0.08475
RMS    0.1854

}
#rm{truth

T
)/p}

#rm{reco

T
­p}

#rm{truth

T
(p

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

0

200

400

600

800

1000

1200

1400

1600

1800

h_genrec_jet_PtBin57_65
h_genrec_jet_PtBin57_65

Entries  35515

Mean   0.08475

Std Dev    0.1854

h_genrec_jet_PtBin57_65
h_genrec_jet_PtBin65_75

Entries  38706
Mean   0.0636
RMS    0.1788

}
#rm{truth

T
)/p}

#rm{reco

T
­p}

#rm{truth

T
(p

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

0

500

1000

1500

2000

h_genrec_jet_PtBin65_75
h_genrec_jet_PtBin65_75

Entries  38706

Mean   0.0636

Std Dev    0.1788

h_genrec_jet_PtBin65_75

h_genrec_jet_PtBin75_87

Entries  37999

Mean   0.0481

Std Dev    0.1689

}
#rm{truth

T
)/p}

#rm{reco

T
­p}

#rm{truth

T
(p

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

0

500

1000

1500

2000

2500
h_genrec_jet_PtBin75_87

Entries  37999

Mean   0.0481

Std Dev    0.1689

h_genrec_jet_PtBin75_87
h_genrec_jet_PtBin87_103

Entries  36684
Mean   0.02992
RMS    0.1594

}
#rm{truth

T
)/p}

#rm{reco

T
­p}

#rm{truth

T
(p

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

0

500

1000

1500

2000

2500

h_genrec_jet_PtBin87_103
h_genrec_jet_PtBin87_103

Entries  36684

Mean   0.02992

Std Dev    0.1594

h_genrec_jet_PtBin87_103

Figure B.2 – Jet resolution function for pT in the ranges of (top-left) [57,65], (top-right) [65,75], (bottom-left)

[75,87], and (bottom-right) [87,103]. The distributions are fit using a double Gaussian.
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Figure B.3 – Jet resolution function for pT in the ranges of (top-left) [103,130], (top-right) [130,156],

(bottom-left) [156,184], and (bottom-right) [184,500]. The distributions are fit using a double Gaussian.
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Figure B.4 – Emiss
T resolution function for Emiss

T in the ranges of (top-left) [0,375], (top-right) [375,425],

(bottom-left) [425,490], and (bottom-right) [490,540]. The distributions are fit using a Gaussian.
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Figure B.5 – Emiss
T resolution function for Emiss

T in the ranges of (top-left) [540,640], (top-right) [640,690],

(bottom-left) [690,750], and (bottom-right) [750,830]. The distributions are fit using a Gaussian.

197



APPENDIX B. OBJECT RESOLUTIONS

h_genrec_MetBin830_950

Entries  28418
Mean  4.293− 
RMS     26.82

miss,x/y

T,reco
­E

miss,x/y

T,true
E

100− 80− 60− 40− 20− 0 20 40 60 80 100
0

100

200

300

400

500

600

700

h_genrec_MetBin830_950
h_genrec_MetBin830_950

Entries  28418

Mean  4.293− 

Std Dev     26.82

h_genrec_MetBin830_950
h_genrec_MetBin950_1060

Entries  16172
Mean  5.575− 
RMS     27.96

miss,x/y

T,reco
­E

miss,x/y

T,true
E

100− 80− 60− 40− 20− 0 20 40 60 80 100

0

50

100

150

200

250

300

350

h_genrec_MetBin950_1060
h_genrec_MetBin950_1060

Entries  16172

Mean  5.575− 

Std Dev     27.96

h_genrec_MetBin950_1060

h_genrec_MetBin1060_1170

Entries  9479
Mean  6.441− 
RMS     29.67

miss,x/y

T,reco
­E

miss,x/y

T,true
E

100− 80− 60− 40− 20− 0 20 40 60 80 100

0

20

40

60

80

100

120

140

160

180

h_genrec_MetBin1060_1170
h_genrec_MetBin1060_1170

Entries  9479
Mean  6.441− 
Std Dev     29.67

h_genrec_MetBin1060_1170
h_genrec_MetBin1170_1600

Entries  10742
Mean  6.933− 
RMS     32.62

miss,x/y

T,reco
­E

miss,x/y

T,true
E

100− 80− 60− 40− 20− 0 20 40 60 80 100

0

20

40

60

80

100

120

140

160

h_genrec_MetBin1170_1600
h_genrec_MetBin1170_1600

Entries  10742

Mean  6.933− 

Std Dev     32.62

h_genrec_MetBin1170_1600

Figure B.6 – Emiss
T resolution function for Emiss

T in the ranges of (top-left) [830,950], (top-right) [950,1060],

(bottom-left) [1060,1170], and (bottom-right) [750,830]. The distributions are fit using a Gaussian.
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C
Detector systematic uncertainties

The estimation of the individual detector systematic uncertainties contribution for the differential
charge asymmetry measurements is presented in this appendix.

Fiducial Region Full phase space

Source of systematic uncertainties
0− 500 500− 2000 0− 500 500− 2000
GeV GeV GeV GeV

Missing transverse momentum 0.00286 0.00131 0.00208 0.00093

Lepton energy scale and resolution 0.00550 0.00189 0.00350 0.00260

Lepton reconstruction/identification 0.00022 0.00032 0.00063 0.00014

Jet reconstruction efficiency 0.00191 0.00287 0.00195 0.00312

B-tagging/mis-tag efficiency 0.00157 0.00074 0.00161 0.00079

Jet energy scale and resolution 0.02261 0.00592 0.01995 0.00470

Total Uncertainty 0.02358 0.00701 0.02053 0.00634

Table C.1 – Estimation of all detector modeling systematic sources for the each of the studied bins in the

measurement of the Att̄C observable as a function of the mass of the tt̄ system.

199



APPENDIX C. DETECTOR SYSTEMATIC UNCERTAINTIES

Fiducial Region Full phase space

Source of systematic uncertainties
0− 500 500− 2000 0− 500 500− 2000
GeV GeV GeV GeV

Missing transverse momentum 0.00049 0.00041 0.00034 0.00041

Lepton energy scale and resolution 0.00034 0.00059 0.00035 0.00123

Lepton reconstruction/identification 0.00018 0.00023 0.00016 0.00021

Jet reconstruction efficiency 0.00049 0.00096 0.00055 0.00121

B-tagging/mis-tag efficiency 0.00054 0.00055 0.00037 0.00048

Jet energy scale and resolution 0.00220 0.00328 0.00222 0.00341

Total Uncertainty 0.00240 0.00354 0.00237 0.00388

Table C.2 – Estimation of all detector modeling systematics sources for the each of the studied bins in the

measurement of the A``C observable as a function of the mass of the tt̄ system.

Fiducial Region Full phase space

Source of systematic uncertainties
0− 30 30− 1000 0− 30 30− 1000
GeV GeV GeV GeV

Missing transverse momentum 0.00697 0.00204 0.00055 0.00263

Lepton energy scale and resolution 0.00685 0.00537 0.00732 0.00652

Lepton reconstruction/identification 0.00122 0.00063 0.00064 0.00029

Jet reconstruction efficiency 0.00208 0.00136 0.00133 0.00086

B-tagging/mis-tag efficiency 0.00166 0.00120 0.00109 0.00051

Jet energy scale and resolution 0.01622 0.01336 0.01315 0.01031

Total Uncertainty 0.01916 0.01467 0.01517 0.01252

Table C.3 – Estimation of all detector modeling systematics sources for the each of the studied bins in the

measurement of the Att̄C observable as a function of the pT of the tt̄ system.

Fiducial Region Full phase space

Source of systematic uncertainties
0− 30 30− 1000 0− 30 30− 1000
GeV GeV GeV GeV

Missing transverse momentum 0.00089 0.00003 0.00064 0.00015

Lepton energy scale and resolution 0.00346 0.00061 0.00362 0.00085

Lepton reconstruction/identification 0.00030 0.00019 0.00023 0.00017

Jet reconstruction efficiency 0.00340 0.00202 0.00320 0.00178

B-tagging/mis-tag efficiency 0.00127 0.00049 0.00055 0.00047

Jet energy scale and resolution 0.00798 0.00283 0.00854 0.00309

Total Uncertainty 0.00947 0.00357 0.00985 0.00370

Table C.4 – Estimation of all detector modeling systematics sources for the each of the studied bins in the

measurement of the A``C observable as a function of the pT of the tt̄ system.
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Fiducial Region Full phase space

Source of systematic uncertainties 0.0− 0.6 0.6− 1.0 0.0− 0.6 0.6− 1.0

Missing transverse momentum 0.00352 0.00190 0.00304 0.00223

Lepton energy scale and resolution 0.00291 0.00400 0.00291 0.00393

Lepton reconstruction/identification 0.00036 0.00028 0.00053 0.00028

Jet reconstruction efficiency 0.00244 0.00225 0.00277 0.00214

B-tagging/mis-tag efficiency 0.00120 0.00066 0.00163 0.00073

Jet energy scale and resolution 0.02066 0.00779 0.01823 0.00696

Total Uncertainty 0.02134 0.00927 0.01899 0.00861

Table C.5 – Estimation of all detector modelling systematics sources for the each of the studied bins in the

measurement of the Att̄C observable as a function of the boost of the tt̄ system.

Fiducial Region Full phase space

Source of systematic uncertainties 0.0− 0.6 0.6− 1.0 0.0− 0.6 0.6− 1.0

Missing transverse momentum 0.00025 0.00092 0.00026 0.00076

Lepton energy scale and resolution 0.00066 0.00118 0.00082 0.00089

Lepton reconstruction/identification 0.00015 0.00012 0.00021 0.00027

Jet reconstruction efficiency 0.00040 0.00116 0.00054 0.00102

B-tagging/mis-tag efficiency 0.00064 0.00030 0.00051 0.00044

Jet energy scale and resolution 0.00257 0.00460 0.00146 0.00283

Total Uncertainty 0.00278 0.00499 0.00186 0.00327

Table C.6 – Estimation of all detector modeling systematics sources for the each of the studied bins in the

measurement of the A``C observable as a function of the boost of the tt̄ system.
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D
Signal modeling uncertainties

In this appendix all the modeling systematic contributions corresponding to the differential mea-

surements of the charge asymmetry are shown for the fiducial volume and full phase space. The

technique used for the estimation is explained in Sec. 7.2.

D.0.1 Uncertainties from the bootstrapping

A``C mtt̄ [GeV] ptt̄T [GeV]

Inclusive 0− 500 500− 2000 0− 30 30− 1000
MC generator 0.00276 ± 0.00185 0.00257 ± 0.00376 0.01109 ± 0.00480 0.01606 ± 0.00689 0.01249 ± 0.00436

ISR/FSR 0.00005 ± 0.00129 0.00176 ± 0.00262 0.00015 ± 0.00345 0.00168 ± 0.00464 0.00023 ± 0.00323

Parton Shower 0.00171 ± 0.00121 0.00172 ± 0.00220 0.00762 ± 0.00316 0.00222 ± 0.00417 0.00151 ± 0.00265

βtt̄z

0.0− 0.6 0.6− 1.0
MC generator 0.00185 ± 0.00336 0.00405 ± 0.00413

ISR/FSR 0.00070 ± 0.00239 0.00141 ± 0.00284

Parton Shower 0.00239 ± 0.00197 0.00136 ± 0.00271

Table D.1 – Modelling uncertainties for the lepton asymmetry in the full phase space. The PDF uncertainties are

not estimated using the bootstrapping procedure since the PDF variations are performed by reweighting the

sample.

203



APPENDIX D. SIGNAL MODELING UNCERTAINTIES

A``C mtt̄ [GeV] ptt̄T [GeV]

Inclusive 0− 500 500− 2000 0− 30 30− 1000
MC generator 0.00174 ± 0.00147 0.00211 ± 0.00315 0.00997 ± 0.00441 0.01360 ± 0.00593 0.01173 ± 0.00379

ISR/FSR 0.00119 ± 0.00092 0.00346 ± 0.00216 0.00125 ± 0.00323 0.00037 ± 0.00392 0.00227 ± 0.00287

Parton Shower 0.00043 ± 0.00087 0.00206 ± 0.00184 0.00716 ± 0.00294 0.00090 ± 0.00358 0.00172 ± 0.00233

βtt̄z

0.0− 0.6 0.6− 1.0

MC generator 0.00243 ± 0.00278 0.00190 ± 0.00357

ISR/FSR 0.00178 ± 0.00191 0.00142 ± 0.00250

Parton Shower 0.00240 ± 0.00158 0.00011 ± 0.00228

Table D.2 – Modelling uncertainties for the lepton asymmetry in the fiducial region. The PDF uncertainties are

not estimated using the bootstrapping procedure since the PDF variations are performed by reweighting the

sample.

Att̄C mtt̄ [GeV] ptt̄T [GeV]

Inclusive 0− 500 500− 2000 0− 30 30− 1000
MC generator 0.00575±0.00480 0.00134±0.01128 0.01206±0.00649 0.00732±0.01328 0.01457±0.00970
ISR/FSR 0.00268±0.00346 0.00268±0.00826 0.00238±0.00483 0.00908±0.00950 0.00030±0.00764
Parton Shower 0.00023±0.00292 0.00689±0.00688 0.00794±0.00404 0.00263±0.00840 0.00082±0.00599

βtt̄z

0.0− 0.6 0.6− 1.0

MC generator 0.00026±0.00885 0.00987±0.00752
ISR/FSR 0.00856±0.00676 0.00620±0.00540
Parton Shower 0.00087±0.00561 0.00268±0.00461

Table D.3 – Modelling uncertainties for the top asymmetry in the full phase space. The PDF uncertainties are not

estimated using the bootstrapping procedure since the PDF variations are performed by reweighting the sample.
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Att̄C mtt̄ [GeV] ptt̄T [GeV]

Inclusive 0− 500 500− 2000 0− 30 30− 1000
MC generator 0.00276 ± 0.00185 0.00257 ± 0.00376 0.01109 ± 0.00480 0.01606 ± 0.00689 0.01249 ± 0.00436

ISR/FSR 0.00005 ± 0.00129 0.00176 ± 0.00262 0.00015 ± 0.00345 0.00168 ± 0.00464 0.00023 ± 0.00323

Parton Shower 0.00171 ± 0.00121 0.00172 ± 0.00220 0.00762 ± 0.00316 0.00222 ± 0.00417 0.00151 ± 0.00265

βtt̄z

0.0− 0.6 0.6− 1.0

MC generator 0.00185 ± 0.00336 0.00405 ± 0.00413

ISR/FSR 0.00070 ± 0.00239 0.00141 ± 0.00284

Parton Shower 0.00239 ± 0.00197 0.00136 ± 0.00271

Table D.4 – Modelling uncertainties for the top asymmetry in the fiducial region. The PDF uncertainties are not

estimated using the bootstrapping procedure since the PDF variations are performed by reweighting the sample.
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D.0.2 Summary Tables

Fiducial Region Full phase space

Source of systematic uncertainties 0− 500 500− 2000 0− 500 500− 2000
GeV GeV GeV GeV

MC generator ±0.01128 ±0.01207 ±0.01262 ±0.01380
PDF ±0.00056 ±0.00048 ±0.00151 ±0.00073
Fragmentation Model ±0.00688 ±0.00794 ±0.00956 ±0.00727
ISR/FSR ±0.00826 ±0.00483 ±0.00913 ±0.00469
Total ±0.01560 ±0.01524 ±0.01834 ±0.01630

Table D.5 – Sources of modeling systematic uncertainty for the tt̄ asymmetry as a function of the mass of the tt̄

system.

Fiducial Region Full phase space

Source of systematic uncertainties 0− 500 500− 2000 0− 500 500− 2000
GeV GeV GeV GeV

MC generator ±0.00315 ±0.00997 ±0.00376 ±0.01109
PDF ±0.00019 ±0.00042 ±0.00052 ±0.00044
Fragmentation Model ±0.00206 ±0.00717 ±0.00220 ±0.00762
ISR/FSR ±0.00346 ±0.00323 ±0.00262 ±0.00345
Total ±0.00512 ±0.01270 ±0.00511 ±0.01390

Table D.6 – Sources of modeling systematic uncertainty for the leptonic asymmetry as a function of the mass of

the tt̄ system.
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Fiducial Region Full phase space

Source of systematic uncertainties
0.0− 0.6 0.6− 1.0 0.0− 0.6 0.6− 1.0

MC generator ±0.00885 ±0.00984 ±0.01028 ±0.01057
PDF ±0.00048 ±0.00053 ±0.00147 ±0.00091
Fragmentation Model ±0.00561 ±0.00461 ±0.00638 ±0.00465
ISR/FSR ±0.00854 ±0.00619 ±0.00838 ±0.00547
Total ±0.01353 ±0.01252 ±0.01479 ±0.01281

Table D.7 – Sources of modeling systematic uncertainty for the tt̄ asymmetry as a function of the boost of the tt̄

system.

Fiducial Region Full phase space

Source of systematic uncertainties
0.0− 0.6 0.6− 1.0 0.0− 0.6 0.6− 1.0

MC generator ±0.00278 ±0.00357 ±0.00336 ±0.00413
PDF ±0.00018 ±0.00034 ±0.00049 ±0.00036
Fragmentation Model ±0.00240 ±0.00228 ±0.00239 ±0.00271
ISR/FSR ±0.00191 ±0.00250 ±0.00239 ±0.00284
Total ±0.00415 ±0.00493 ±0.00479 ±0.00571

Table D.8 – Sources of modeling systematic uncertainty for the leptonic asymmetry as a function of the boost of

the tt̄ system.

Fiducial Region Full phase space

Source of systematic uncertainties 0− 30 30− 1000 0− 30 30− 1000
GeV GeV GeV GeV

MC generator ±0.01328 ±0.01458 ±0.01423 ±0.01019
PDF ±0.00105 ±0.00069 ±0.00195 ±0.00126
Fragmentation Model ±0.00840 ±0.00599 ±0.00858 ±0.00609
ISR/FSR ±0.00950 ±0.00764 ±0.00974 ±0.00778
Total ±0.01839 ±0.01753 ±0.01936 ±0.01425

Table D.9 – Sources of modeling systematic uncertainty for the tt̄ asymmetry as a function of the pT of the tt̄

system.
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Fiducial Region Full phase space

Source of systematic uncertainties 0− 30 30− 1000 0− 30 30− 1000
GeV GeV GeV GeV

MC generator ±0.01359 ±0.01172 ±0.01607 ±0.01250
PDF ±0.00034 ±0.00025 ±0.00104 ±0.00048
Fragmentation Model ±0.00358 ±0.00233 ±0.00417 ±0.00265
ISR/FSR ±0.00392 ±0.00287 ±0.00464 ±0.00323
Total ±0.01460 ±0.01229 ±0.01727 ±0.01319

Table D.10 – Sources of modeling systematic uncertainty for the leptonic asymmetry as a function of the pT of the

tt̄ system.
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D.0.3 PDF Uncertainties

The PDF uncertainty is estimated using the envelopmethod described in Sec.7.2, in the following

the plots used for the its estimation in all charge asymmetry measurements are presented.

Figure D.1 – Asymmetry value for all the reweighted samples used in the PDF uncertainty estimation. The top

asymmetry is shown for the inclusive measurement in (top left) fiducial volume and (top right) full phase space.

The lepton asymmetry is shown for the inclusive measurement in (bottom left) fiducial volume and (bottom right)

full phase space.
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Figure D.2 – Asymmetry value for all the reweighted samples used in the PDF uncertainty estimation. The top

asymmetry as a function of the boost of the tt̄ system is shown in the first (top left) and second bin (top right). The

lepton asymmetry as a function of the boost of the tt̄ system is shown in the first (bottom left) and second bin

(bottom right).
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Figure D.3 – Asymmetry value for all the reweighted samples used in the PDF uncertainty estimation. The top

asymmetry as a function of the mass of the tt̄ system is shown in the first (top-left) and second bin (top right). The

lepton asymmetry as a function of the boost of the tt̄ system is shown in the first (bottom-left) and second bin

(bottom right).
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Figure D.4 – Asymmetry value for all the reweighted samples used in the PDF uncertainty estimation. The top

asymmetry as a function of the transverse momentum of the tt̄ system is shown in the first (top left) and second

bin (top right). The lepton asymmetry as a function of the boost of the tt̄ system is shown in the first (bottom left)

and second bin (bottom right).

212



E
Top spin observable distributions

This appendix presents the unfolded distributions at parton level of the different spin observable.

A good agreement is observed between the unfolded results and the SM predictions generated by

Powheg-hvq.
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Figure E.1 – Comparison of the unfolded polarisation distributions and the prediction from the signal MC for the

stable-particle measurement. The total uncertainty is shown in each bin. The bin-to-bin correlations between

adjacent bins are typically between -0.9 and -0.6. The correlations between non-adjacent bins range from -0.4 to

0.6.214
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Figure E.2 – Comparison of the unfolded spin correlation distributions and the prediction from the signal MC for

the stable-particle measurement. The total uncertainty is shown in each bin. The bin-to-bin correlations between

adjacent bins are typically between -0.9 and -0.4. The correlations between non-adjacent bins range from -0.4 to

0.6.
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Figure E.3 – Comparison of the unfolded cross correlation distributions and the prediction from the signal MC for

the stable-particle measurement. The total uncertainty is shown in each bin. The bin-to-bin correlations between

adjacent bins are typically between -0.9 and -0.7. The correlations between non-adjacent bins range from -0.4 to

0.6.216
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