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Introduction
�rough scienti�c studies, physicists strive to understand the properties and
dynamics of matter from the very small scale of subatomic particles up to
the very large scale of the entire universe. At smallest scales, this continuing
search for answers and for new phenomena leads to what is called particle
physics. �e Standard Model of particle physics (SM), which was developed
in the 1960s and 1970s, describes the elementary particles of matter and the
electromagnetic, weak and strong forces, all of themmediated by the exchange
of gauge bosons. In order to test the SM and search for physics phenomena
beyond the SM a particle accelerator, the Large Hadron Collider (LHC) [1],
was built by the European Organisation for Nuclear Research (CERN). One
of the most important goals of the LHC and the two multi-purpose particle
detector experiments ATLAS [2] and CMS [3] is to prove or disprove the
existence of the Higgs boson to gain insight into the Higgs �eld as the origin
of electroweak symmetry breaking. �e Higgs boson is the last missing entity
of the SM.
On the 4th of July 2012 the ATLAS and CMS collaborations announced the

observation of a Higgs-like boson at a mass of approximately 125 GeV [4, 5].
To date, all measurements concerning the production rates, the branching
ratios and kinematic distributions are compatible with this particle being the
Higgs boson predicted by the SM. However, the SM falls short of being a
complete theory of fundamental interactions. Among other shortcomings
the SM cannot explain the observed baryon asymmetry in the universe and
does not provide any viable dark matter candidate as required by astronomical
observations [6].
Alternative models are conceived to address and solve one or more of these
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1 Introduction

problems. Since the discovery of the Higgs boson Two-Higgs-Doublet models
(2HDMs) have attracted much attention in phenomenological studies [7–11],
which provides a strong incentive for dedicated experimental investigations in
this direction. While the SM Higgs sector is based on only one complex Higgs
doublet, 2HDMs feature an additional second complex Higgs doublet [12]
and are one of the simplest ways to extend the scalar sector of the SM. �e
two complex Higgs doublets give rise to �ve Higgs bosons: two CP-even
scalars h and H, one pseudoscalar A (CP-odd), and two charged Higgs bosons
H±.
Two main categories of 2HDMs are distinguished depending on the dif-

ferent couplings of the two scalar �elds h and H to fermions and weak gauge
bosons. In the type-I model, all quarks couple to just one of the Higgs doublets.
In the type-II model, the up-type quarks couple to one Higgs doublet and
the down-type quarks couple to the other doublet. �e observed rate of
the Higgs boson at 125 GeV in various channels provides already constraints
on 2HDMs [13], mainly reducing the parameter space of the type-II model.
Searches for generic 2HDMs have been performed by the CDF collaboration
at the Tevatron [14, 15].

�e aim of the analysis presented in this thesis is to investigate the pos-
sibility that the boson observed by the ATLAS and CMS experiments at a
mass of 125 GeV originates from a Higgs boson that is part of a 2HDM. In
particular, it is assumed that the observed particle is the low mass CP-even
Higgs boson h of a 2HDM.�e analysis considers type-I and type-II models
by searching for additional signal contributions arising from the higher mass
CP-even boson H. �e Higgs boson is reconstructed in the decay to a W
boson pair. �eW bosons cannot be observed directly with the detector be-
cause they decay immediately a�er production into leptons or hadrons. Both
CP-even Higgs bosons are reconstructed in the dilepton decay channel, in
which theW boson pair decays into two isolated opposite sign leptons and
two neutrinos. �e main backgrounds are non-resonantW+W− production
and top-quark-antiquark pair production.

�e following two production modes of Higgs bosons are considered:
the gluon-fusion process and the vector-boson-fusion (VBF) process. To be
sensitive to both production mechanisms the analysis considers two di�er-
ent �nal states. In the �rst channel, two charged leptons and large missing
transverse momentum EmissT are required (0-jet channel), and in the second
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channel, which is sensitive to the VBF process, two jets with high transverse
momentum (2-jet channel) are reconstructed in addition. As a result, the
selection of candidate events is based on the identi�cation of electrons, muons,
and jets and on the reconstruction of the EmissT .
In this thesis, data recorded with the ATLAS detector in 2012 are analysed.

During the data taking period the LHC operated at a centre-of-mass energy
of 8 TeV and the analysed data set corresponds to an integrated luminosity
of 13 fb−1. Arti�cial neural networks (NN) are used to enhance the sensitivity
by combining the information contained in various kinematic variables. In
the mass interval of 135 GeV < mH < 300 GeV no signi�cant excess of events
originating from the production of a heavy Higgs boson is observed. Expected
and observed exclusion limits are calculated using a frequentist approach
based on pseudo experiments, and contours of excluded parameter regions of
the considered 2HDMs are determined.
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�eoretical Overview
�ere are four known fundamental forces in nature: electromagnetism, the
weak and strong nuclear forces and gravity. �e three former forces are de-
scribed by the SM,while the latter is described by the theory of general relativity
which describes large-scale physical phenomena like the distribution of matter
in a galaxy. �e SM, on the contrary, describes the small-scale structure of
matter, which is governed by quantum mechanics, and incorporates the three
non-gravitational forces.

�e SMcontains 61 elementary particles: 36 quarks, 12 leptons, eight gluons,
twoW bosons, one Z boson, one photon and one Higgs boson, which is the
only scalar particle in the SM.�e quarks and the leptons form the so-called
matter particles, while the gluons, theW and Z bosons and the photon are force
mediating particles, which carry the strong interaction, the weak interaction
and the electromagnetic interaction, respectively.

�e masses of the elementary particles are explained by the Brout-Englert-
Higgs (BEH)mechanism [16–20]. According to this theory, particles gainmass
by interacting with the Higgs �eld that exists throughout the universe. �e
Higgs �eld is a four-component scalar �eld that forms the simplest possible
scalar structure to implement thismechanism: just one complex SU(2) doublet.
�e before mentioned Higgs boson is a quantum excitation of one of the
four components of this Higgs �eld. For almost 50 years researchers have
endeavoured to detect the Higgs boson, the last missing particle of the SM.
In 2012, a new particle has been observed whose measured properties are in
excellent agreement with those of a Higgs boson.
A�er the discovery of a Higgs boson, one of the most important open ques-

tions is now whether the observed Higgs boson is the one predicted by the SM
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2 �eoretical Overview

or whether the new particle is part of a richer scalar sector. To answer this vital
question two directions have been pursued. On the one hand, the properties
of the observed boson are measured precisely. �is comprises the spin and
parity [21, 22] and the coupling strength [23–25]. On the other hand, exper-
imentalists search for additional particles predicted in theories beyond the
SM containing an extended Higgs sector. In this analysis, the latter approach
is adopted. Two scenarios with natural �avour conservation are investigated,
the so-called type-I and type-II models of the 2HDMs.

�is chapter is organised as follows. �e �rst part of this chapter describes
the SM, its particle content and the fundamental forces which determine the
interactions between these particles by mediating gauge bosons. Subsequently,
the BEH mechanism is explained. �e second part is about 2HDMs. A survey
of the various types of 2HDMs is given, and the calculation of the production
cross sections and decay rates is described.

2.1 �e Standard Model of Particle Physics
�e SM contains two di�erent kinds of particles, the spin-1/2 fermions and
the spin-1 vector bosons. Another elementary particle in the SM is the Higgs
boson. It is massive and has no intrinsic spin. Each elementary particle has
an antiparticle with complementary additive quantum numbers. All additive
quantum numbers of the photon, the Z boson and the Higgs boson are zero
and these bosons have therefore undistinguishable antiparticles. �ey are their
own antiparticles. All experimentally veri�ed elementary particles are shown
in �gure 2.1. �e fermions are subdivided by colour charge into quarks and
leptons. Quarks carry colour charge and participate in strong interactions,
whereas leptons do not carry colour charge. Both, quarks and leptons, come
in six �avours. �e six �avours can be arranged into three generations with
higher generation fermions in each row of �gure 2.1 di�ering inmass but not in
electric charge. For quarks these are the up- and down-, charm- and strange-,
and top- and bottom-type quarks. For leptons these are the electron, muon,
and tau with the corresponding neutrinos. All ordinary matter is made of
particles of the �rst generation. �e gauge bosons of the electromagnetic force,
the weak force and the strong force – the photon γ, theW± and Z bosons, and
the eight gluons gi – are the force carriers of the fundamental interactions.
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2.1 �e Standard Model of Particle Physics
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Figure 2.1:�e elementary particles of the StandardModel [26]. �emasses of the top
and the bottom quark are updated according to [27] and [28], respectively.

While the photon and the eight gluons are massless, theW± and Z bosons
acquire mass by coupling with the Higgs �eld. Figure 2.2 illustrates all possible
interactions between fermions via gauge bosons, the self interactions of the
weak bosons and the gluons, and interactions between massive particles and
the Higgs boson.
While the electromagnetic current has the structure of a vector, i.e. the elec-

tromagnetic interaction is symmetric under parity transformations, the weak
interaction violates paritymaximally due to itsV−A structure, whereV stands
for vector and A stands for axial vector. To unify the electromagnetic and the
weak forces into one theory the V − A structure has to be absorbed in the
parametrisation of the particles. �is means that a fermion �eld ψ has to be de-
composed into le�-handed and right-handed projections
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Leptons Quarks

Photon Weak Gluons

Higgs Boson

Bosons

γ W± Z g

qe µ τ νe νµ ντ

h

Figure 2.2: Interactions of the elementary particles of the Standard Model [29]. �e
neutrinos are considered to be massless in the SM, therefore interactions
between the Higgs boson and the neutrinos are omitted.

ψ = 1
2
(1 − γ5)ψ + 1

2
(1 + γ5)ψ (2.1)

= PLψ + PRψ= ψL + ψR ,

with

γ5 = ⎛⎜⎜⎜⎝
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎞⎟⎟⎟⎠ . (2.2)

PL and PR are the le�-handed and right-handed projection operators:
PL = (1 − γ5) /2 and PR = (1 + γ5) /2. In the SM,ψR andψL represent
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2.1 �e Standard Model of Particle Physics

eR , µR , τR , uR , dR , cR , sR , tR , bR

and

( νe
e )

L
, ( νµ

µ )
L
, ( ντ

τ )
L
, ( u

d )
L
, ( c

s )
L
, ( t

b )
L
,

respectively.
Quantum �eld theory is the mathematical framework of the SM in which

particles are described as excited states of underlying �elds. �e theory is
consistent with quantummechanics and special relativity and brings these two
theories together to account for subatomic phenomena. �e �eld equations
are obtained from the Lagrangian density

LSM = LGauge + LMatter + LHiggs + LYukawa (2.3)

by minimising the action
S = ∫ Ld4x . (2.4)

�e gauge Lagrangian LGauge is given by a sum of independent kinetic terms
and self-interaction terms of massless spin-1 gauge �elds. �e matter termLMatter consists of the kinetic terms of massless spin-1/2 particles, the leptons
and the quarks, and their interaction among each other via spin-1 gauge bosons.
�eHiggs LagrangianLHiggs and the last term, the Yukawa Lagrangian,LYukawa
describe the interaction between the Higgs �eld and the gauge bosons and
between the Higgs �eld and the fermions, respectively.

�e SM is constructed such that it possesses an additional special property:
local gauge symmetry. A symmetry is a transformation of the �elds Φa that
leaves the action invariant

δL =∑
a

∂L
∂Φa δΦa = 0. (2.5)

Here δΦa is an in�nitesimal transformation

δΦa = εrT a
r bΦ

b (2.6)
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2 �eoretical Overview

with generators T of the local group. To be a local gauge symmetry means that
the continuous in�nitesimal parameter εr is an arbitrary function of spacetime,
i.e. εr = εr(xµ). �e real world is built from matter particles and local gauge
symmetry requires the existence of gauge �elds through which the matter
particles interact with each other.

�e SM is a non-Abelian gauge �eld theory with the symmetry group U(1)⊗ SU(2)⊗ SU(3) [30–32]. �e corresponding charges, which are also the
generators of these symmetry groups, are the weak hypercharge Y , the isospin
I and the colour charge. �e colour charge determines the strong interaction
and can take one of three values: blue, green or red. �e electric charge Q is
related to the third component of the isospin I3 and the weak hypercharge Y
by the Gell-Mann-Nishijima formula [33–35]

Q = I3 + 12Y . (2.7)

�e Glashow-Weinberg-Salam model describes the electromagnetic force
and the weak force in a uni�ed electroweak theory based on the U(1) ⊗
SU(2) gauge group [30–32]. �e electromagnetic and the weak gauge bosons
originate from the vector-boson �elds of the U(1) and SU(2) gauge groups, the
B0 and the threeWi , and arise due to the spontaneous symmetry breaking.
�e gauge bosons are linear combinations of B0 and theWi in terms of the
weak mixing angle θW :

∣γ⟩ = cos θW ∣B0⟩ + sin θW ∣W1⟩∣Z⟩ = − sin θW ∣B0⟩ + cos θW ∣W1⟩ (2.8)

∣W±⟩ = 1√
2

(∣W2⟩ ± i ∣W3⟩) .
�e strong interaction is described by quantum chromodynamics (QCD)

which is a non-Abelian gauge theory based on the local symmetry group SU(3).
�e strong force has a unique property. Unlike all other forces the strong force
does increase in strength the farther two colour-charged particles are moved
away from each other. As a consequence of this feature two bound coloured
particles cannot be isolated and therefore cannot be directly observed singly.
�is property is called con�nement. Another consequence of the strength of
the strong force being dependent on the distance is asymptotic freedom which
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2.1 �e Standard Model of Particle Physics

means that two particles behave almost like free particles when they are close
to each other [36, 37].
More information about the SM and gauge theories in general can be

found in references [28, 38–40] and reference [41], respectively. Reference [42]
discusses the general principles of quantum �eld theory and its most profound
consequences.

2.1.1 �e Brout-Englert-Higgs Mechanism and the
Generation of Fermion Masses

�esimplest implementation of the electroweak symmetry breaking introduces
an extra Higgs �eld to the gauge theory, with the outcome of massive weak
vector bosons,W± and Z, and aHiggs boson. Electroweak symmetry breaking
is essential for the mass of fermions as well because in the unbroken phase,
mass terms for fermions and gauge bosons are forbidden as they are not
SU(2)⊗ U(1) gauge invariant.
To explain the masses of elementary particles via the BEH mechanism, the

SM introduces an SU(2) doublet

ϕ = ( ϕ+
ϕ0 ) (2.9)

with two complex scalar �elds, the Higgs �elds ϕ+ and ϕ0. �e Higgs potential
is de�ned as follows:

VHiggs = 12µ2ϕ†ϕ + 1
4

λ (ϕ†ϕ)2 (2.10)

with the free parameters µ and λ. As a result, the before mentioned Higgs
Lagrangian becomes

LHiggs = (Dµϕ)† (Dµϕ) − 1
2

µ2ϕ†ϕ − 1
4

λ (ϕ†ϕ)2 , (2.11)

whereDµ is the covariant derivative associated to SU(2)⊗U(1):
Dµ = ∂µ + ig′ 1

2
Y Bµ + ig 1

2
Ð→σ Ð→W µ . (2.12)
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2 �eoretical Overview

g′ and g are the gauge couplings of the U(1) and SU(2) groups, respectively.
�e weak hypercharge Y and the Pauli matricesÐ→σ are the generators of the
U(1) and SU(2) groups, respectively.

�e value of λ must be positive to have a well de�ned minimum of the
energy. �e value of µ2 can be either positive or negative, but has to be chosen
to be negative to obtain massive vector bosons. �e Higgs potential obeys a
global U(1) symmetry and its minimum is found at

v = ⟨ϕ0⟩min =
√−µ2

λ
. (2.13)

v is the so-called vacuum expectation value.
A�er expanding the potential around the vacuum expectation value in the

direction ofR (ϕ0), the Higgs �eld becomes
ϕ = ( 0

v + h(x) ) , (2.14)

where h(x) represents the �rst order of the perturbation series. Due to the
expansion, the partial derivatives in theHiggs �eld kinetic energy term in equa-
tion (2.11) break the local gauge invariance. By substitution of equation (2.14)
for the Higgs �eld and using the relation −µ2 = v2λ from equation (2.13), one
gets

LHiggs = 12 (∂µh) (∂µh) − 1
4
Ð→W µν

Ð→W µν − 1
4

BµνBµν (2.15)

+ (v + h)2 ( 1
8

g2Ð→W µ
Ð→W µ + 1

8
g′2BµBµ − 1

4
g g′BµW µ

3 )
+ 1
2

λv2 (v + h) − 1
4

λ (v + h)2
Each term of equation (2.15) has mass dimension four, otherwise the theoret-
ical model would be non renormalisable [43, 44]. �emass terms must appear
in the form m2

W WW and m2
Z ZZ because the vector �elds themselves have

mass dimension one. �erefore theÐ→W µ
Ð→W µ and BµBµ terms in the second line

can be interpreted as the mass terms of the gauge bosons. But due to the extra
mixing term that is the last term in the second line, theW i

µ and Bµ �elds do
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2.1 �e Standard Model of Particle Physics

not represent the physical mass eigenstates. To obtain three physical massive
bosons and one massless boson and remove the mixing term, theW i

µ and Bµ
�elds have to be replaced as shown in equation (2.8). �e masses of theW±

and Z bosons are

mW = 1
2

vg (2.16)

mZ = 1
2

v
√

g2 + g′2 (2.17)

Second order mass terms for the Higgs �eld h are presented in the third
line. �ese are the manifestation of the Higgs �eld as a massive physical Higgs
boson. Other terms containing mixing of the Higgs �eld h and vector-boson
�elds, B andÐ→W , can be interpreted as interactions between the Higgs boson
and the vector bosons.
A fermion mass term of the form

m f ψ̄ψ =m f (ψ̄R + ψ̄L) (ψL + ψR) (2.18)=m f (ψ̄RψL + ψ̄LψR)
is not gauge invariant and therefore not allowed in the Lagrangian shown in
equation (2.3), because the le�-handed doublets ψ̄L and right-handed singlets
ψ̄R transform di�erently under SU(2)⊗ U(1):

ψL → e i 12
Ð→α (x)Ð→σ +iβ(x)YψL

ψR → e iβ(x)YψR .
Ð→α (x) and β(x) are continuous parameters.
In the SM, the mass of fermions are given through interactions between

the fermion �elds and the Higgs doublet: λ f ψ̄LϕψR. �ese so-called Yukawa
interactions are invariant under SU(2)⊗U(1). λ f is the Yukawa coupling. �e
Lagrangian of the electron for example becomes

Le = − λe (ψ̄LϕψR + ψ̄RϕψL) (2.19)

= − λe√
2

vēe − λe√
2

hēe .

�e mass term of the electron is represented by the �rst term in the last line
with a mass of me = λev/√2 . �e interaction between the electron and the
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2 �eoretical Overview

Higgs boson is represented by the last term with a coupling proportional to
the electron mass. �e masses of the up-type quarks are given in a similar way
due to terms of the form Lup = ψ̄Lϕ̃cψR , (2.20)

where ϕ̃c = −iσ2ϕ∗.
�e spontaneous symmetry breaking via the Higgs �elds is an elegant

way to explain the masses of elementary particles and seems to be realised
in nature [4]. �e strong force, however, is not a�ected by the Brout-Englert-
Higgs Mechanism and still con�nes the quarks into hadrons. As a result of the
large binding energy, the masses of these bound states is almost una�ected of
their constituents’ masses and remain almost unchanged.
More information about themechanismof electroweak symmetry breaking

and in particular the Higgs particle of the SM can be found in the compre-
hensive review in reference [45].

2.1.2 Production and Decay of the Higgs Boson in the SM
At the LHC, the most important processes of the production of the Higgs
boson in the SM are gluon fusion, VBF, Higgsstrahlung and associated pro-
duction with a top-quark-antiquark (t t̄) pair. Tree-level Feynman diagrams
are shown in �gure 2.3. �e gluon fusion through a heavy-quark loop is the
main production channel of the SM Higgs boson and is at least one order of
magnitude larger than the cross section in the other channels as shown in
�gure 2.4. �e production of the SM Higgs boson in association with two
forward jets, denoted as VBF process, is the second main production channel,
see �gure 2.4. �ese two production modes as well as the production via
Higgsstrahlung are considered in this analysis.

�e cross sections of gluon-fusion production σ(g g → hSM), VBF produc-
tion σ(qq → qqhSM), and Higgsstrahlung production σ(pp → V hSM), as well
as the branching ratios B of the SM Higgs boson in various decay channels
used in this analysis are listed in table 2.1 and table 2.2, respectively. Next-to-
next-to-leading order (NNLO) QCD corrections and next-to-leading order
(NLO) electroweak contributions to the SM cross sections and branching
ratios are taken into account as described in [47] and the most recent values
are listed in [48].
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Figure 2.3: Examples of tree-level Feynman diagrams for Higgs-boson production
via gluon fusion (a), vector-boson fusion (b), Higgsstrahlung (c) and
associated production with a top-quark-antiquark pair (d).

Up to 300 GeV the SM Higgs boson as well as the neutral Higgs bosons of
the 2HDMs described in the next section can be assumed to be on-shell and
therefore the narrow width approximation can be imposed, decoupling their
production and decay. In addition, no colour and no spin information can be
transmitted to the �nal outgoing particles at tree level and in all corrections
that are calculated to date. As a result, there are no correlations between the
production and decay process, which simpli�es the calculation and simulation
of Higgs signatures.

�e coupling of the Higgs �eld to all particles is proportional to their
masses and the decay rates are �xed by unitarity. �e dominant decay mode
for mhSM < 135 GeV is hSM → bb̄ whereas for mhSM > 135 GeV the o�-shell
decay into aW-boson pair, hSM → WW∗, dominates over the other modes.
In the mass region of the Higgs boson where theW bosons as well as the Z
bosons become on-shell, the ratio of hSM → WW and hSM → ZZ decays is
�xed by a relative factor of two because of the additional degree of freedom of
theW-boson decay: W+W− andW−W+. �e mass range of the Higgs boson
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Figure 2.4: Standard-Model Higgs-boson production cross sections at√
s = 8 TeV [46]. �e line width indicates the uncertainty on the

various cross sections due to theory and parametric uncertainties.

in table 2.1 and table 2.2 was chosen with regard to the sensitivity of the decay
channel considered in this analysis.
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2.1 �e Standard Model of Particle Physics

Table 2.1: Cross sections of gluon-fusion, VBF and Higgsstrahlung processes for
various mass points of the SM Higgs boson. V stands for theW boson and
the Z boson, so that σ(pp → V hSM) = σ(pp →WhSM) + σ(pp → ZhSM).

mhSM[GeV] σ(pp → hSM)[pb] σ(pp → qqhSM)[pb] σ(pp → V hSM)[pb]
125 19.52 1.58 1.09
130 18.07 1.51 0.96
135 16.79 1.45 0.84
140 15.63 1.39 0.74
145 14.59 1.33 0.66
150 13.65 1.28 0.58
155 12.79 1.23 0.52
160 11.95 1.19 0.45
165 10.89 1.14 0.42
170 10.12 1.10 0.37
175 9.48 1.06 0.34
180 8.87 1.02 0.30
185 8.33 0.98 0.28
190 7.87 0.94 0.25
195 7.43 0.90 0.23
200 7.13 0.87 0.21
220 6.04 0.77 0.14
240 5.18 0.67 0.10
260 4.48 0.58 0.07
280 3.96 0.50 0.06
300 3.61 0.44 0.04
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Table 2.2: Branching ratios for various mass points of the SM Higgs boson.

mhSM[GeV] B(hSM →WW(∗)) B(hSM → ZZ(∗)) B(hSM → bb̄)
125 22% 3% 58%
130 30% 4% 49%
135 40% 4% 40%
140 50% 7% 32%
145 60% 8% 23%
150 70% 8% 16%
155 79% 7% 9%
160 91% 4% 3%
165 96% 2% 1%
170 96% 2% 1%
175 96% 3% 1%
180 93% 6% 1%
185 84% 15% < 1%
190 79% 21% < 1%
195 76% 24% < 1%
200 74% 26% < 1%
220 71% 28% < 1%
240 70% 29% < 1%
260 70% 30% < 1%
280 70% 30% < 1%
300 69% 31% < 1%
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2.2 �eory and Phenomenology of
Two-Higgs-Doublet Models

In the SM, theHiggs sector has been chosen to be as simple as possible to create
the masses of the weak bosons and the fermions. But what is seen to be the
minimalistic description is not always supported by nature. As in the case of
fermions, where instead of one generation three generations exist in reality, the
Higgs sector could also havemore �elds andmore particles than theminimum
choice in the SM. �e addition of a second complex Higgs doublet, leading to
2HDMs, is not only the most straightforward extension of the SMHiggs sector,
but also capable of producing enough CP symmetry violation to explain the
observed asymmetry between baryons and antibaryons in the universe. �e
CP symmetry is the product of two symmetries, the charge symmetry and the
parity symmetry. Charge symmetry is the invariance of physical laws under
the transformation of charge conjugation. Parity symmetry is the invariance
of physical laws under the transformation of �ipping the sign of all spatial
coordinates of a particle simultaneously. �e violation of the CP symmetry was
discovered in 1964 [49] and is one of the Sakharov conditions [50], whichmust
be satis�ed to produce the huge imbalance between matter and antimatter in
the universe [51]. �e SM predicts CP symmetry breaking in weak interactions,
which is experimentally veri�ed, but is much too small to explain the observed
matter-antimatter asymmetry of the universe.

2.2.1 �eModels
An implementation of a non-minimal Higgs sector favoured by many theories
are 2HDMs. �ese models introduce two complex scalar SU(2) doublets

ϕ1 = ( ϕ+1
ϕ01

) and ϕ2 = ( ϕ+2
ϕ02

) (2.21)

with Hypercharge +1.
One of the most serious problems of all 2HDMs is the possibility of tree

level �avour-changing neutral currents (FCNC), which must be very small in
order to satisfy the experimental bounds [52, 53]. To avoid tree level FCNC
it is necessary and su�cient, that all fermions with the same quantum num-
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2 �eoretical Overview

Table 2.3: Type-I and type-II 2HDMs which lead to natural �avour conservation. In
the type-I 2HDM, ϕu is the Yukawa coupling that determines the couplings
to u i

R, d i
R and l i

R. In the type-II 2HDM, ϕd is the Yukawa coupling that
determines the coupling to d i

R and l i
R, while ϕd determines the coupling

to u i
R. �e superscript i is the index of the various generations: u i

R =
(uR , cR , tR), d i

R = (dR , sR , bR), l i
R = (eR , µR , τR).

Type I Type II

u i
R ϕu ϕu

d i
R ϕu ϕd

l i
R ϕu ϕd

bers couple to the same Higgs doublet [54, 55]. Following this condition,
within the quark sector of the 2HDM only two possibilities exist. In the type-I
2HDM, all quarks couple to just one of the Higgs doublets with the coup-
ling constant ϕu. In the type-II 2HDM, the up-type quarks couple to one
Higgs doublet with the coupling constant ϕu and the down-type quarks to the
other doublet with the coupling constant ϕd . �e two models are presented
in table 2.3. �e type-I 2HDM can be enforced by imposing a discrete Z2
symmetry, where

ϕ1 → −ϕ1 and ϕ2 → ϕ2 .

�e type-II 2HDMcanbe enforced by a discreteZ2 symmetry, where

ϕ1 → −ϕ1 , ϕ2 → ϕ2 and d i
R → −d i

R .

�ese requirements lead to the following scalarHiggs potential

V =m2
11ϕ†1ϕ1 + m2

22ϕ†2ϕ2 − (m2
12ϕ†1ϕ2 + h.c.) + 12λ1 (ϕ†1ϕ1)2 (2.22)

+ 1
2

λ2 (ϕ†2ϕ2)2 + λ3 (ϕ†1ϕ1) (ϕ†2ϕ2) + λ4 (ϕ†1ϕ2) (ϕ†2ϕ1)
+ { 1
2

λ5 (ϕ†1ϕ2)2 + h.c.}
with h.c. as the abbreviation for Hermitian conjugate. All parameters in
equation (2.22) are real [56].
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�e neutral components ϕ01 and ϕ02 of the two doublets ϕ1 and ϕ2 acquire
two di�erent vacuum expectation values

⟨ϕ1⟩min = ( 0
v1/√2 ) and ⟨ϕ2⟩min = ( 0

v2/√2 ) (2.23)

with v2 = v21 + v22, where v is the SM vacuum expectation value de�ned in
equation (2.13). A�er expanding the potential around the vacuum expectation
values, the Higgs �elds become

ϕa = ( ϕ+a(va + ρa + iηa) /√2 ) , a = 1, 2 , (2.24)

with ρa =R(ϕ0a) − va and ηa = I(ϕ0a).
�e mass terms in the Lagrangian density for the neutral scalars, for the

pseudoscalars and for the charged scalars are

Lϕ±mass = {m2
12 − (λ4 + λ5) v1v2} ( ϕ−1 ϕ−2 )( v2/v1 −1−1 v1/v2

)( ϕ+1
ϕ+2

) (2.25)

Lη
mass = m2

A
v21 + v22

( η1 η2 )( v22 −v1v2−v1v2 v21
)( η1

η2
) (2.26)

Lρ
mass = −( ρ1 ρ2 )( m2

12v2/v1 + λ1v21 −m2
12 + λ345v1v2−m2

12 + λ345v1v2 m2
12v1/v2 + λ2v22

)( ρ1
ρ2

) , (2.27)
with λ345 = λ3 + λ4 + λ5 [56].

�e excitations of the di�erent Higgs �elds around their vacuum expecta-
tion values give rise to eight degrees of freedom, from which three can be ab-
sorbed to generate the longitudinal degrees of freedom of the SMweak bosons.
�is leaves a quintet of scalar particles: two CP-even neutral Higgs bosons h
and H, a CP-odd neutral Higgs boson A, and two charged Higgs particles H±.
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�emixing of the di�erent �elds can be written as:

(h
H) = ( sin α − cos α− cos α − sin α)(ρ1

ρ2
) (2.28)

(G
A) = (cos β sin β

sin β − cos β)(η1
η2

) (2.29)

(G±

H±
) = (cos β − sin β

sin β cos β )(ϕ±1ϕ±2) , (2.30)

where G and G± are the Goldstone bosons, which can be transformed into the
physical weak vector bosons Z andW± [56]. �e rotation angle β diagonalises
themass-squaredmatrices of the pseudoscalars and of the charged scalars. �e
rotation angle α diagonalises the mass-squared matrix of the neutral scalars.
An important parameter of the 2HDMs is the ratio of the vacuum expectation
values of the two Higgs doublets: tan β = v2/v1.

�e main reason for extending the SM to 2HDMs is the possibility of
generating new sources of CP violation. But with the aforementioned choice of
the discrete Z2 symmetry CP violation arises only from the complex Yukawa
couplings as in the case of the SM. Some ways to get new sources of CP
symmetry violation, which are proposed in [57] are:

• �e term proportional to m2
12 breaks the discrete Z2 symmetry so�ly.

�is type of violation respects the discrete symmetry at small orders of
perturbation theory and suppresses FCNC.

• �e hard symmetry breaking violates the discreteZ2 symmetry through
the complex parameter λ6 and λ7.

• �ediscrete symmetry can be dropped entirely and the FCNC is assumed
to be suppressed by other mechanisms.

• �e Yukawa couplings as well as the potential break the discrete sym-
metry, but these violations are small.
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2.2.2 Production Cross Sections and Decay Rates

�e two parameters α and β introduced in section 2.2.1 determine the interac-
tions of the various Higgs �elds with the vector bosons and with the fermions.
�ey are thus crucial in discussing 2HDM phenomenology. �e couplings in
terms of α and β relative to the SM are given in table 2.4 [56]. In both models,
the couplings of the neutral Higgs bosons to theW and Z bosons are the same:
the coupling ξV

h of the light Higgs boson to eitherW or Z bosons is the same
as the SM coupling times sin(β − α) and the coupling ξV

H of the heavy Higgs
boson to eitherW or Z bosons is the same as the SM coupling times cos(β−α).
�e quadratic sum of the couplings of the Higgs bosons to one of the vector
bosons is identical to one: (ξV

h )2+(ξV
H)2 = sin2(β−α)+cos2(β−α) = 1. While

the couplings of the neutral Higgs bosons to up-type quarks, ξu
h and ξu

H , is the
same for either the type-I or the type-II 2HDM, the couplings to down-type
quarks, ξd

h and ξd
H , di�er according to the particular model.

If α = 0, the type-I 2HDM exhibits an interesting limit, the so-called
fermiophobic limit. In this scenario, the heavy Higgs boson H has a zero
coupling to fermions at tree level and becomes a fermiophobic Higgs bo-
son.
In case α = β − π/2, another relevant scenario appears in which the light

Higgs boson becomes SM like and the heavy Higgs boson becomes a bo-
sophobic Higgs boson. �is scenario constrains the coupling of the heavy
Higgs boson to the fermions too: ξu

H = ξd
H = − tan−1 β in the type-I 2HDM and

ξu
H = − tan−1 β, ξd

H = tan β in the type-II 2HDM.
�e production of the light Higgs boson as well as the heavy Higgs boson

can proceed through gluon fusion and VBF, with decays to SM channels.
�e implementation of the gluon-fusion coupling factors to the analysis is
performedwith SusHi [59], a programwhich calculatesHiggs production cross
sections in various models. As of version 1.0.3, it is possible to calculate the
cross sections within several types of 2HDMs. �e accuracy of the predictions
calculated by SusHi is "almost" NNLO, which means that the NLO QCD
contributions from the third family of quarks are fully taken into account.
�e NNLO QCD corrections are implemented by ggh@nnlo [60] which takes
into account gluon fusion via a top-quark loop. �e electroweak corrections
up to NNLO are implemented as tabulated correction factors. �e internal
work�ow of SusHi is given in �gure 2.5, taken from [59].
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Table 2.4:�e couplings of the light (upper part) and the heavy (lower part) Higgs
bosons, h and H, in the type-I and type-II 2HDM in terms of α and β
relative to the couplings of the Standard Model [58].

Coupling Type I Type II

ξV
h sin(β − α) sin(β − α)

ξu
h cos α/ sin β cos α/ sin β

ξd
h cos α/ sin β − sin α/ cos β

ξ l
h cos α/ sin β − sin α/ cos β

ξV
H cos(β − α) cos(β − α)

ξu
H sin α/ sin β sin α/ sin β

ξd
H sin α/ sin β cos α/ cos β

ξ l
H sin α/ sin β cos α/ cos β

�eVBF cross sections of the 2HDMs are calculated bymultiplying the SM
cross sections of table 2.1 by the coupling constants of table 2.4:

σ (pp → qq h/H) = σ (pp → qq hSM) · (ξV
h/H)2 . (2.31)

�e branching ratios of the neutral Higgs bosons of the 2HDMs into two
W bosons, B (h/H →W+W−), are calculated through
B (h/H →WW) = Γ (h/H →WW)

Γtotal
(2.32)

≃ Γ (hSM →WW) (ξV
h/H)2

Γ (hSM → VV) · (ξV
h/H)2 + Γ (hSM → bb) · (ξd

h/H)2

= B (hSM →WW) (ξV
h/H)2

B (hSM → VV) · (ξV
h/H)2 + B (hSM → bb) · (ξd

h/H)2 .
�e calculated values of cross section times branching ratio in terms of cos α
and mH for the heavy Higgs boson are given in �gure 2.6.
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SusHi input �le in SLHA-style

SusHi initialisation

Transformation to speci�ed renormalisation scheme;
calculation of couplings (including resummation)

bbh@nnlo, bbh di�.

ggh@nnlo, electroweak contr.

Screen output/output �le in SLHA-style

SUSY: Higgs mass
by FeynHiggs

SM, SUSY: Higgs
mass as input

Total cross section Di�. cross section

Calculation of ggh/bbh at (NN)LO Calculation of ggh/bbh at (N)LO

Reweighting ggh: ggh@nnlo
top contr., electroweak contr.

Performing cuts in pT, y, η
ggh: dσ/dpT/dy/dη

Figure 2.5: Internal work�ow of SusHi [59]. Red boxes describe user interaction,
green boxes refer to external code.
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Figure 2.6: Cross section times branching ratio for the 2HDMs type-I and type-II in
the cos α-mH plane for tan β = 3. Figure (a) and (b) show the gluon-fusion
cross sections and VBF cross sections in the type-I 2HDM, respectively.
Figure (c) and (d) show the gluon-fusion cross sections and VBF cross sec-
tions in the type-II 2HDM, respectively. �e gluon fusion cross sections
are calculated with SusHi [59].
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LHC and the ATLAS Detector
To test the predictions of the SM and search for physics phenomena beyond the
SM, very high energies are required. �e currently highest reachable energies
are achieved by the accelerator complex at CERN, depicted in �gure 3.1. �e
accelerator complex consists of a succession of machines, which accelerates,
protons or heavy ions. For protons the energy of 4 TeV per beam is obtained
in the LHC, which is the last element in this sequence.

�ere are seven experiments at the LHC recording events from collisions
at the four interaction points where the particle beams collide: ALICE [62],
ATLAS [2], CMS [3], LHCb [63], LHCf [64], MoEDAL [65] and TOTEM [66].
A Toroidal LHC ApparatuS (ATLAS) and the Compact Muon Solenoid (CMS)
are multipurpose detectors exploring a wide range of physics processes, ran-
ging from con�rmation and improved measurements of the SM, including the
Higgs boson, to investigations of new physics phenomena, which are predicted
by distinct theories. A Large Ion Collider Experiment (ALICE) is dedicated to
heavy ion collisions to explore the generated quark-gluon plasma in which the
temperature is large enough to abrogate the con�nement of quarks and gluons.
Such a state of matter is supposed to have existed at the beginning of the uni-
verse. �e Large Hadron Collider beauty (LHCb) experiment is specialised to
bottom-quark physics to �nd and measure CP symmetry violating processes.
�e Large Hadron Collider forward (LHCf) experiment is designed to study
π0-mesons produced in the forward region of collisions close to the beam.
�e Monopole and Exotics Detector At the LHC (MoEDAL) is dedicated to
direct searches for magnetic monopoles or dyons and other highly ionising
stable (or pseudo-stable) massive particles. �e LHC’s seventh detector, TOTal
Elastic and di�ractive cross section Measurement (TOTEM), measures the
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3 LHC and the ATLAS Detector

Figure 3.1:�e accelerator complex at CERN showing the LHC and the smaller
particle accelerators, which are used to boost the particles to their �nal
energies [61].

total proton-proton cross section, studies elastic and di�ractive scattering and
accurately monitors the luminosity of the LHC.

�is chapter contains two sections, section 3.1 giving a short overview of the
accelerator complex at CERN and section 3.2 explaining in more detail the AT-
LAS detector, whose recorded data are used in this thesis.
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3.1 �e Large Hadron Collider

3.1 �e Large Hadron Collider
�e protons used by the LHC originate from a bottle of hydrogen gas. �e
hydrogen atoms are passed through an electric �eld to strip o� the electrons
and yield protons [67]. �e starting point for these protons, see �gure 3.1, is
the Linear Accelerator 2 (Linac 2) [68] in which they are accelerated to 50 MeV
for injection into the second accelerator in the chain, the Proton Synchrotron
Booster (PSB) [69]. �e PSB accelerates the protons to 1.4 GeV followed by the
Proton Synchrotron (PS) [70]. �e PS is responsible for providing 81 proton
bunches, which are discrete packets of protons, and pushes these to an energy
of 25 GeV. �eprotons are then injected into the second-largestmachine in the
accelerator complex, the Super Proton Synchrotron (SPS) [71], where the beam
energy is increased to 450 GeV. Finally, the protons are transferred to two
separate beam pipes of the LHC in such a way that one beam of protons runs
clockwise and the other one runs counterclockwise. In 2012, the LHC operated
with an energy of 4 TeV per beam, but it is designed to reach eventually an
energy of 7 TeV per beam.

�e beams are kept on their circular path around the accelerator ring
of the LHC by a strong magnetic �eld maintained by 1232 superconduct-
ing electromagnets. �ese electromagnets are made of copper-clad niobium-
titanium and their operating temperature of 1.9 K is provided by super-�uid
helium. To accelerate the bunches the LHC uses for each beam eight radio-
frequency cavities, which are metallic chambers that contain an oscillating
electromagnetic �eld [72]. Each cavity delivers 2 MV at an oscillation fre-
quency of 400 MHz.
One of the most important parameters of particle colliders is the instant-

aneous luminosity L, which is a measure of how e�ciently an accelerator
produces collision events. �e instantaneous luminosity is the number of
collisions that can be produced in a detector per square centimetre per second
at the interaction point:

L = f ·N2 · kb · F
4 · π · ε∗ · β∗

. (3.1)

f is the crossing frequency of the bunches, N is the bunch intensity (particles
per bunch), kb is the number of bunches and F is the geometric luminosity
reduction factor due to the crossing angle at the interaction point. ε∗ and β∗
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Table 3.1: Peak performance for the year 2010 to 2012 in comparison to the nominal
values [73, 74].

2010 2011 2012 Nominal

Bunch Spacing [ns] 150 50 50 25
kb 368 1380 1380 2808

β∗ [m] (ATLAS and CMS) 3.5 1.0 0.6 0.55
Nmax 1.2 × 1011 1.5 × 1011 1.7 × 1011 1.2 × 1011

ε∗ [µm] ∼ 2.0 ∼ 2.4 ∼ 2.5 3.75
Lpeak [cm−2s−1] 2.1 × 1032 3.7 × 1033 7.7 × 1033 1.0 × 1034

are the normalised transverse beam emittance and the amplitude function
at the interaction point, respectively. Di�erent values of peak performance
through the years are shown in table 3.1.

�e integral of the delivered luminosity over time is called integrated or
cumulative luminosity:

Lint = ∫ L dt . (3.2)

It is a measure of the amount of collected data in a given time period. �e
delivered and recorded total integrated luminosity and integrated luminosity
per day for proton-proton collisions in 2012 are shown in �gure 3.2. �e
�rst 13 fb−1 of the 2012 data set are analysed in this thesis. �e total number of
events N is proportional to the integrated Luminosity as well as to the cross
section σ of a speci�c process:

N = σ · Lint . (3.3)
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Figure 3.2: Integrated luminosity for proton-proton collisions at a centre-of-mass en-
ergy of 8 TeV. Figure (a) shows the total integrated luminosity versus
the day in 2012 and �gure (b) shows the integrated luminosity per
day versus the day in 2012. �e graphs show the luminosity delivered
(green) to ATLAS as well as the luminosity recorded (yellow) by ATLAS.
| ATLAS Experiment © 2013 CERN

3.2 �e ATLAS Experiment
�e ATLAS detector, which is shown as an overview in �gure 3.3, consists
of four major components around the interaction point: the inner detector
(ID) [75, 76] to track charged particles, the calorimeters to measure the energy
carried by the particles, the muon spectrometer (MS) to identify and measure
the momenta of muons and the magnet system to bend charged particles for
momentum measurement. �e expected energy and momentum resolutions
and geometric acceptances of the various subdetectors are summarised in
table 3.2.
ATLAS uses a right-handed coordinate system with its origin at the nom-

inal interaction point in the centre of the detector and the z-axis along the
beam direction. �e z-axis is parallel to the anti-clockwise beam viewed from
above. Using a Cartesian coordinate system, the x-axis points towards the
centre of the LHC tunnel and the y-axis points vertical upwards 1. Cylindrical
1Actually the y-axis is slightly di�erent from vertical due to the general tilt of the LHC
tunnel.
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Figure 3.3: Schematic view of the ATLAS detector including all subdetectors.
| ATLAS Experiment © 2013 CERN

Table 3.2: Performance goals of the various subdetectors of the ATLAS detector. �e
units of E and pT are GeV.

Detector Component Required Resolution η Coverage
Measurement Trigger

Tracking σpT/pT = 0.05% · pT ⊕ 1% ±2.5 -
EM Calorimetry σE/E = 10% /

√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic Calorimetry
Barrel and End-Cap σE/E = 50% /

√
E ⊕ 3% ±3.2 ±3.2

Forward σE/E = 100% /
√

E ⊕ 10% 3.1 < ∣η∣ < 4.9 3.1 < ∣η∣ < 4.9
Muon Spectrometer σpT/pT = 10% at pT = 1 TeV ±2.7 ±2.4
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coordinates are o�en used for convenience. In this case, the azimuthal angle
ϕ is measured from the x-axis in the x-y-plane, so that ϕ = π/2 is pointing up.
�e polar angle Θ is measured with respect to the positive z-axis. Instead of
Θ usually the rapidity

y ∶= 1
2
ln(E + pz

E − pz
) (3.4)

or the pseudorapidity

η ∶= − ln(tan Θ
2
) (3.5)

are used. �e di�erence between the rapidities of two particles ∆y = y1 − y2
is invariant under Lorentz transformations along the z-axis. η is a zero-mass
approximation of y that can be applied for highly relativistic particles. While
the region with high values of ∣η∣ are regarded as "forward", the region with
small values of ∣η∣ are called "central". Tomeasure distances between directions
of two objects the angular distance ∆R de�ned as

∆R ∶= √(∆η)2 + (∆ϕ)2 (3.6)

is used. �e transverse momentum pT, de�ned as

pT ∶= √
p2x + p2y , (3.7)

is the projection of the momentum p onto the x-y-plane and the energy ET,
de�ned as

ET ∶= E sinΘ = √
m2 + p2T , (3.8)

which is used for calorimetric measurements. For massless particles ET is
identical to the magnitude of the transverse momentum.

3.2.1 �e Inner Detector
�e ATLAS inner detector (ID) is the innermost part of a series of ever-larger
concentric detectors around the interaction point. It is designed to precisely
measure trajectories of charged particles in a high occupancy environment of
numerous tracks within the region ∣η∣ < 2.5. �is includes momentum meas-
urement, pattern recognition and the identi�cation of primary vertices that
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are the space points where inelastic proton-proton collisions have occurred.
For the momentum measurement a solenoid magnet [77] that surrounds the
ID produces a magnetic �eld of 2 T to curve even very energetic particles. �e
ID consists of three subdetectors, from inside out:

• �e pixel detector [78], see �gure 3.4, allows an accurate reconstruction
of vertices. It consists of three barrel layers and three end-cap discs
per side with a spatial resolution of 10 µm in r-ϕ-direction, i.e. the
concentric plane around the beam axis, and of 115 µm along the beam
axis. �e pixel detector provides three measurement space points per
track.

• �e semiconductor tracker (SCT) [79] contributes to the measurements
of momentum, impact parameter, and vertex position. �e detecting
medium is formed by silicon microstrip sensors. �e SCT consists of
four barrel layers and nine end-cap discs per side with a spatial resolution
of 17 µmin r-ϕ-direction and of 580 µmalong the beamaxis. Tomeasure
three dimensional space points, single-sided sensors are glued back-
to-back, such that a small stereo angle exists between them, to form
double-sided modules. �e SCT provides at least four measurement
space points per track if all modules work with maximum e�ciency.

• �e transition radiation tracker (TRT) [80] is designed as a combined
tracking and electron identi�cation detector within the region ∣η∣ < 2.0.
Its detecting elements are thin-walled straw dri� tubes with a resolution
of 130 µm. When a charged particle traverses the straw, it ionises the
gas. �e accrued free electrons dri� towards the wire, cascade in the
strong electric �eld close to the wire and produce a detectable signal.
�e space between the straws is �lled with material of widely varying
indices of refraction. At the boundary between two of these media
relativistic charged particles emit photons in strongly forward direction.
�e emitted photons interact with the straw gas resulting in a higher
signal strength. �e probability of transition radiation increases with the
relativistic Lorentz factor γ = 1/√1 − v2/c2 , where v and c are the speed
of the charged particle and the speed of light, respectively. Electrons
produce signi�cantly more transition radiation than pions because of
their higher relativistic Lorentz factor. �e higher amplitude of the signal
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Figure 3.4:�e ATLAS pixel detector. | ATLAS Experiment © 2013 CERN

is used to distinguish electrons from pions. �e TRT provides an average
of 36 measurement space points per track for charged particles with
transverse momenta of pT > 0.5 GeV.

3.2.2 �e Calorimeter System
�e ATLAS calorimeter system [81–83], which is situated outside the solenoid
magnet, measures the energies of charged and neutral particles. It is built
up of two di�erent calorimeters: the inner electromagnetic calorimeter [84]
to measure the energy from electromagnetically interacting particles, which
produce electromagnetic showers of electrons and photons, and the outer
hadronic calorimeter [85] to measure the energy from all particles that pass
through the electromagnetic calorimeter.

�e electromagnetic calorimeter is a sampling detector, which covers a
pseudorapidity range of ∣η∣ < 3.2 and the whole range in the ϕ-direction. It
consists of a barrel part within the range ∣η∣ < 1.5, the endcap within the range
1.5 < ∣η∣ < 2.5, and the forward calorimeter within the range 2.5 < ∣η∣ < 3.2.
Lead and copper are used as the energy absorbing passive materials and liquid
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argon (LAr) is used as the active sampling material.
�e hadronic calorimeter is mainly used to measure the energy of jets

by stopping them. It is divided into three components: the tile calorimeter
(TileCal), which is subdivided into a barrel and one extended barrel per side,
operating in the range ∣η∣ < 1.7, the LAr hadronic endcap calorimeter (HEC)
within the range 1.5 < ∣η∣ < 3.2, and the LAr forward calorimeter (FCal) within
the range 3.1 < ∣η∣ < 4.9. �e TileCal uses steel as absorber material and
scintillating tiles as active material. �e HEC is a sampling LAr calorimeter
with parallel plates of copper as absorber material.

3.2.3 �eMuon Spectrometer
�emuon spectrometer (MS) [86] surrounds the calorimeter system and is
the outermost part of the ATLAS detector. It provides tracking information of
muons to determine their momenta in the pseudorapidity region of ∣η∣ < 2.7.
�e MS consists of three parts:

• �e barrel toroid and the endcap toroid provide a magnetic �eld of 0.5 T
and 1 T, respectively, to bend the muon tracks and thus enable the mo-
mentum measurement.

• �e cathode strip chambers (CSCs) operating in the range 2.0 < ∣η∣ < 2.7
and the monitored dri� tubes (MDTs) operating in the range ∣η∣ <
2.7, both provide tracking information with high spatial resolution of
the outgoing muons. �e CSCs are multi-wire proportional chambers
installed in the endcaps. �ey have a high counting rate capability as
well as an excellent spatial resolution of 50 µm per chamber. �e MDTs
consist of three layers of dri� tubes with an aluminium casing providing
a resolution of 35 µm per chamber.

• A set of trigger chambers with an accurate time resolution within the
region of ∣η∣ < 2.4.

3.2.4 Trigger and Data Acquisition System
Due to large amounts of raw data per second produced by the ATLAS detector
an e�ective trigger system, which selects the interesting events and rejects the
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other ones as much as possible, is a necessity. �e ATLAS trigger and data
acquisition system [87–89] reduces the output rate of events in real time. It
consists of three trigger levels of which each re�nes the decision of the previous
level:

• �e hardware-implemented level-1 trigger is based on a calorimeter trig-
ger processor for electrons, photons, jets, taus, EmissT , and total transverse
energy, and a muon trigger processor for high transverse momentum
muons in barrel and endcaps. It reduces the nominal bunch crossing rate
of 20 MHz to 75 kHz within a total latency of 2 µs maximum, including
the propagation delays on cables.

• �e so�ware-based level-2 trigger receives candidate events that are
selected before by the level-1 trigger and stored in readout bu�ers. �is
high-level trigger re�nes the selection to an output rate of ∼ 5 kHz within
an average latency of up to ∼ 10 ms.
• �e so�ware-based event �lter (EF), the second high-level trigger, is the
last step of the trigger system and implies a full o�ine event reconstruc-
tion. �e event builder collects all fragments from one event, which are
stored in readout bu�ers, into a single memory of an EF processor. As a
result, the EF has access to the complete properties of an event and can
apply time-consuming pattern recognition algorithms to reduce the �nal
output rate of candidate events to ∼ 600 Hz. �e average latency in the
EF is about 4 s. Since the EF provides an o�ine-like environment, the
selection so�ware of the EF is based on the ATLAS o�ine reconstruction
and analysis framework.
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Data Samples and Samples of
Simulated Events

�e interpretation of almost all physics results at the LHC requires the model-
ing of hard interactions, i.e. the collisions of one proton with another proton at
high energies. For this purpose aMonte Carlo (MC) event generator is utilised,
which simulates high-energy particle-physics events in full detail down to the
level of individual stable particles. An MC simulation samples con�gurations
of the phase space, which is a representation of the coordinates and momenta
of all particles, such that each phase-space dimension corresponds to a particle
degree of freedom. �e aim is to generate a large number of simulated events
consistent with the kinematic properties of �nal-state particles produced in the
real world and consistent with their probability to be produced. �e �nal-state
particles generated by MC event generators are used as input for a detector
simulation program, which simulates interactions with the detector material
to allow a precise prediction for the entire system of experimental setup. �e
ATLAS detector simulation includes the digitisation in which the electronic
response is modelled, taking into account resolution and detector response
e�ects. A�er the detector simulation, the event reconstruction is performed
with the same algorithms as used for collision data.
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4.1 Parton-Shower Monte-Carlo Event Generators
A typical MC event generator simulates a hard subprocess as shown as a big
red blob in �gure 4.1. �e hard scattering process can be described using
perturbation theory in which some partons, i.e. quarks and gluons, of the
colliding protons interact at a high momentum scale. �e momentum of these
interacting constituents of the colliding particles are determined by sampling
the parton distribution functions (PDFs), shown in �gure 4.2. �e parton
distribution functions represent the probability of �nding a speci�c parton
with a given longitudinal momentum fraction x in a proton at the energy scale
Q2. �e outgoing particles of the hard subprocess are fundamental objects of
the SM or hypothetical particles of new theories.
All particles with colour charge produced during the hard subprocess

can themselves emit further gluons. Gluons can split into quark-antiquark
pairs leading to a parton shower (red lines in �gure 4.1). Electroweak inter-
actions, which are shown as small red blobs in �gure 4.1, are also part of the
parton shower. Even though the hard subprocess can be considered as the
starting point of the main process, the order of the parton shower following
the hard subprocess is not entirely correct. Radiation corrections like the
initial-state radiations, which are also part of the showering model, occur
before the hard scattering process. Initial-state radiations arise by a parton of
the incoming protons emitting coloured or charged objects, which may give
large corrections to the overall topology of the events. Initial-state radiations
are shown as pink lines in �gure 4.1 going o� the lines, which produce the
hard subprocess.
Since the higher-order corrections developed in the parton shower cannot

be calculated exactly, an approximation scheme is used. In each order, the
dominant contribution are calculated by the collinear parton splitting of a
parton of the type i into two partons i → j + k:

dσn+1 ≈ dσn
αs

2π
dθ2
θ2
dz dϕ Pi j(z, ϕ) . (4.1)

αs is the strong coupling constant, θ and ϕ are the opening angle and the
azimuthal angle of the outgoing particles, respectively, and Pi j(z, ϕ) is the i → j
Altarelli-Parisi splitting function [92], which describes the distribution of the
energy fraction z of i carried by j. �e sequential application of equation (4.1)
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Figure 4.1: Simulation of a high-energy collision by a parton shower Monte Carlo
event generator [90].
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Figure 4.2:�e CT10 parton distribution functions [91] for up quarks (black), down
quarks (red dashed), bottom quarks (green dotted) and gluons (blue
dashed-dotted).

produces a parton shower for each coloured parton of the hard subprocess. For
each iteration the splitting values of z, θ and ϕ are generated byMC generators.
For more details the reader is referred to the publication [93] explaining the
QCD factorisation theorem and the comprehensive handbook [94] describing
perturbative QCD.
During the parton shower the interaction scale drops and the partons co-

alesce into composite states, the hadrons. �is process is called hadronisation
and cannot be calculated with perturbative techniques. �e hadronisation
process is shown in �gure 4.1 as light green elliptic blobs. In contrast to the
non-observable coloured particles occurring during the parton shower, the
hadrons are colourless particles, which a�er subsequent decays become stable
as shown as dark green blobs in �gure 4.1.
As an approximation of the hadronisation process the Lund string model

is used, which takes advantage of the fact that at large distances the potential
energy of coloured particles increases linearly with the distance between them.
Besides the string model, the cluster-fragmentationmodel based on a property
called precon�nement [95], in which the partons are clustered in colourless
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quark-antiquark pairs, is applied in generators used atATLAS.
�e hard scattering leaves the coloured proton remnant behind, which

takes the rest of the collision energy. �e proton remnant is colour connected
to the hard interaction and is therefore part of the same fragmentation model.
�e underlying event is the sum of all processes in a single particle collision not
directly associated with the hard scattered subprocess. It is depicted as pink
lines in �gure 4.1 resulting in the pink elliptic blob, which also undergoes the
parton shower and the hadronisation as described before.
At high-energy colliders like the LHC, it is important to consider the

possibility that several proton-proton interactions can occur in the same
bunch crossing. Typically, only one of these collisions occurs at a high mo-
mentum scale, resulting in an interesting event for high-energy physics re-
search. �e additional overlaid interactions are called pile-up events and
are disturbing the reconstruction of the hard-scattering event, but need to
be simulated properly to give a realistic representation of the LHC collision
environment.

�ere are several matrix-element generators for the simulation of the hard
subprocess available. �e generated events of these matrix-element generators
are fed to one of the three main general-purpose event generators, which
provide showering and hadronisation. �e following matrix-element generat-
ors are relevant for this analysis:

• ALPGEN [96] is dedicated to generate multiparton hard subprocesses.
A computation of exact matrix elements for a large set of parton-level
processes is performed at the leading order (LO) inQCDand electroweak
interactions. �e di�erent emissions of ALPGEN and the parton-shower
generator may produce the same �nal-state kinematics as shown in
�gure 4.3. To avoid this double counting a matrix-element and parton-
shower matching scheme [97–100] has to be applied. For this purpose
ALPGEN implemented the so-called MLM matching [101] in which the
event is kept if each parton with large transverse momentum can be
matched to a jet. Otherwise it is rejected. ALPGEN utilises helicity
correlation in top-quark and gauge-boson decays, and includes masses
for the bottom quark as well as for the top quark. �e generated events
feature full information on their colour structure and �avour structure.

• GG2WW [102] is an event generator for loop-inducedWW production, e.g.
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g g → H → W+W− → leptons processes. Contributions from interme-
diate top-bottom massive-quark loops and the Higgs signal process are
included. GG2WW computes cross sections and di�erential distributions,
whereby arbitrary invariant masses of theW bosons are allowed.

• MadGraph [103–105] is a multipurpose matrix-element generator de-
signed for any model that can be written in the form of a Lagrangian.
For all relevant subprocesses that correspond to a speci�c �nal state
the Feynman diagrams and the amplitudes are generated. MadGraph
provides full automation and optimisation of NLO computations in the
SM and in renormalisable theories beyond the SM.

• MC@NLO [106] is capable of computing partonic hard subprocess, includ-
ing full NLO QCD corrections. Generated processes include the had-
roproduction of single-vector bosons and Higgs bosons, vector-boson
pairs, heavy-quark pairs, single top-quark production with and without
an associatedW boson or charged Higgs boson in type-I and type-II
2HDMs, lepton pairs, and Higgs bosons in association with aW boson
or a Z boson.
�e absence of a well de�ned initial-parton con�guration a�er the LO
matrix-element calculation results in the beforementioned double count-
ing. An additional problem occurs as part of the double counting by an
NLO matrix-element generator, like MC@NLO, during the matching with
the parton shower: �ere is no well-de�ned starting energy scale xM(x)
of the parton-shower generator. �e NLO matrix element may gener-
ate a two-parton con�guration with xmax < 1 as shown in �gure 4.4(a),
or the Born and virtual parts of the NLO matrix element produce a
one-parton con�guration with xmax = 1 as shown in �gure 4.4(b). �e
Kinoshita-Lee-Nauenberg theorem [107, 108] only ensures the cancel-
lation of divergences if one sums over all infrared and real-emission
singularities of the same order. But the infrared divergences may occur
in the real emission of the matrix-element generator as well as in the
parton-shower generator. MC@NLO is speci�cally designed to work with
the parton-shower MC simulation implemented in HERWIG [109] facing
the matching of NLO+PS without double counting by a so-called modi-
�ed subtraction.
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Figure 4.4: An illustration of two di�erent kinds of emission resulting in di�er-
ent starting energy scales in the parton shower.

• AcerMC [110] is an MC event generator simulating SM processes. �e
hard subprocess generated by AcerMC is completed by the initial-state
and �nal-state radiation, hadronisation and decays using either PYTHIA
or HERWIG. While the modi�ed Kajantie-Byckling formalism [111] is used
for phase-space construction, further smoothing of the phase space is
obtained by using a modi�ed ac-VEGAS algorithm [112]. �is leads to
an e�cient phase-space sampling as an distinctive feature of AcerMC. In
addition, the AcerMC generator incorporates the ACOT prescription [113–
115] to consistently describe heavy quarks as massive particles in the
initial state of speci�c processes, such as associated Zb production and
t-channel single top-quark production.

• POWHEG [116, 117] is a shower-independent method to interfacing NLO
QCD computations with parton-shower generators like HERWIG and
PYTHIA. It is possible to generate only positive weighted events by using
the exact NLO matrix elements.

�e following multipurpose generators are used, mainly for parton-shower
simulation and hadronisation:

• HERWIG [118] is a general-purpose MC event generator for simulation of
hadronic �nal states. It includes the simulation of hard lepton-lepton,
lepton-hadron and hadron-hadron scattering and so� hadron-hadron
collisions. HERWIG provides an implementation of perturbative QCD as
complete as possible, and includes a simple model of non-perturbative
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e�ects. �e hadronisation process uses the before mentioned cluster-
fragmentation model and a cluster-based simulation of the underlying
event. Multiple parton interactions are not available within HERWIG.
�erefore, the program JIMMY [119] is used to simulate the underlying
event.

• PYTHIA6 [120] is a prevalent general-purpose MC event generator with
many implementations di�erent from HERWIG. For the hadronisation
mechanism the string model is used as opposed to the cluster-fragmen-
tation model in HERWIG. �e initial-state and �nal-state QCD-radiation
algorithm is based on pT-ordered evolution, while HERWIG uses angular
ordering in the parton shower. �e successor to PYTHIA6 is PYTHIA8,
which accommodates some new physics features. In PYTHIA8, the �nal-
state evolution is interleaved with the initial-state evolution and the
simulation of multiple interactions into one common sequence of pT-
decreasing evolution. �e production of photons, charmonia and bot-
tomonia, low-mass Drell-Yan pairs, and the t-channel γ∗/Z/W± ex-
change is also included during the calculation of multiple interactions.

4.2 Monte Carlo Samples
�e signal of this analysis consists of two neutral Higgs bosons produced
mainly via gluon-fusion and vector-boson-fusion processes with the sub-
sequent decay h/H → WW(∗) → eνµν. �e dominant backgrounds are
non-resonantW+W− production and top-quark-antiquark pair production.
Additional background processes are Z/γ∗ + jets and the diboson processes
W(Z/γ∗) and ZZ.
In the presented analysis, the production of the two CP-even Higgs bosons

h andH of the 2HDMs ismodelled with samples of simulated events generated
for SM Higgs-boson studies, which feature the same kinematic properties.
�e production cross sections are scaled according to the parameters of the
2HDMs as described in section 2.2.2. �e mass of the light Higgs boson h is
set to mh = 125 GeV. �e mass of the heavy Higgs boson H is varied between
135 and 300 GeV, using steps of 5 GeV between 135 and 200 GeV and steps of
20 GeV between 200 and 300 GeV. In this mass region, the natural width of
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the Higgs bosons, see �gure 9.2, is negligible with respect to the experimental
resolution.

�e samples of simulated events for the Higgs-boson gluon-fusion and the
VBF processes are generated with the POWHEG package, interfaced to PYTHIA8
for showering and hadronisation as listed in table 4.1. �e associatedWH and
ZH production processes are modelled using PYTHIA8, with the Higgs boson
decaying toW+W−, while the associatedW boson or Z boson decays to all
possible modes. �eW bosons that stem from the Higgs boson are forced to
decay leptonically. �e CT10 set of PDFs is used for the gluon-fusion, the VBF,
and theWH/ZH samples.

�e cross section of the gluon-fusion process has been computed with
NNLOQCD corrections [60, 121, 122], NLO electroweak corrections [123, 124],
and corrections arising from the resummation of so�-gluon terms [125]. When
rescaling the SM gluon-fusion cross section to a speci�c 2HDM, the di�erent
scaling of the top-quark-loop and bottom-quark-loop contributions, as well as
their interference, is properly accounted for by using calculations that provide
the relevant split of these three contributions [59, 126]. �e expectation value of
VBF Higgs-boson production is computed by using theoretical cross-section
predictions that include full NLO QCD and electroweak corrections [127–129]
and approximate NNLOQCD corrections [130]. �e theoretical cross sections
for the Higgs-strahlung processesWH and ZH are calculated with NNLO
QCD corrections [131] and NLO electroweak corrections [132]. �e relative
uncertainty on the signal cross sections (gluon fusion, VBF andWH/ZH) is
determined following Ref. [46, 133]. �e relative cross-section uncertainty of
these processes is assumed to be 25% for gluon fusion in the 0-jet channel and
30% in the 2-jet channel, while the uncertainty on the combinedVBF/WH/ZH
category is 10%. �ese uncertainties also account for uncertainties in the
modelling of the underlying event. �e cross-section uncertainties in the
gluon-fusion process are treated uncorrelated between the 0-jet channel and
the 2-jet channel, since they arise from di�erent sources.
Inclusive W and Z/γ∗ vector-boson production is simulated using the

LO generator ALPGEN. �e parton-level events are showered with HERWIG in
connection with the JIMMY [119] underlying-event model. W+jets and Z+jets
events with up to �ve additional partons are generated. �e joint cross-section
uncertainty for Drell-Yan production and Z+jets is 34%.

�e irreducible diboson processesWW ,W(Z/γ∗) and ZZ are generated
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using POWHEG. �e POWHEG events are showered with PYTHIA6. An additional
contribution to the continuumWW background from gluon-initiated dia-
grams is modelled using gg2WW [102], also interfaced to HERWIG and JIMMY.
�e matrix-element generators MADGRAPH and ALPGEN (interfaced to HERWIG)
are used to modelW(Z/γ∗) with m(Z/γ∗) < 7 GeV andWγ, respectively. �e
treatment of the diboson backgrounds is strongly a�ected by theoretical un-
certainties. A cross-section uncertainty of 25% is used for these backgrounds.
�e uncertainty corresponds to the di�erence between the LO and the NLO
prediction.
Samples of the t-channel single top-quark process are produced with the

AcerMC program linked to PYTHIA6 for showering and hadronisation. �e
s-channel single top-quark process andWt production are generated using
MC@NLO and the resulting events are showered with HERWIG+JIMMY. Samples
modelling t t̄-pair production are generated with MC@NLO+HERWIG+JIMMY. All
top-quark processes are produced with a top-quark mass of 172.5 GeV. �e
mere cross-section uncertainty of the top-quark processes is 6% [134–138].
Table 4.1 summarises the cross sections used to normalise each of the signal

and background processes. More details on the event generators applied in
this analysis and on the theoretical cross sections used to normalise these
samples can be found in Ref. [139], describing the SM Higgs-boson analysis in
the hSM →WW(∗) channel.
A�er the event-generation step, all samples are passed through the full

simulation of the ATLAS detector [140] based on GEANT4 [141] and are then
reconstructed using the same procedure as for collision data. �e simulation
includes the e�ect of pile-up at a variable rate, and the events are weighted to
match the conditions of the data sample using the average number of collisions
per bunch crossing.

49



4 Data Samples and Samples of Simulated Events

Table 4.1: Cross-sections at the centre-of-mass energy of
√

s = 8 TeV for signal and
background processes (given for mhSM = 125 GeV in the case of the signal
processes). �e cross sections are combined with the branching fractions
for processes for which a decay mode is speci�ed. Processes are inclusive if
no decay mode is speci�ed. �e generators used for the simulation of the
various processes are also indicated.

Process Generator (Tunes) σ ·B [pb]
ggF POWHEG+PYTHIA8 (AU2) 0.441
VBF POWHEG+PYTHIA8 (AU2) 0.035
WH/ZH PYTHIA8 (AU2) 0.025

qq̄/g →WW POWHEG+PYTHIA8 (AU2) 5.68
g g →WW GG2WW+HERWIG (AUET2) 0.16
t t̄ MC@NLO+HERWIG (AUET2) 238.1
tW/tb MC@NLO+HERWIG (AUET2) 28
tqb AcerMC+PYTHIA6 (AUET2B) 88
InclusiveW ALPGEN+HERWIG (AUET2) 37 · 103
Inclusive Z/γ⋆ ALPGEN+HERWIG (AUET2) 16 · 103
Z(∗)Z(∗) → 4l POWHEG+PYTHIA8 (AU2) 0.73
W(Z/γ∗)(m(Z/γ∗) > 7) GeV POWHEG+PYTHIA8 (AU2) 3.63
W(Z/γ∗)(m(Z/γ∗) < 7) GeV MADGRAPH+PYTHIA6 (AUET2B) 14.3
Wγ ALPGEN+HERWIG (AUET2) 369

4.3 Data Samples
�e analysis described in this thesis uses LHC proton-proton collision data
at a centre-of-mass energy of 8 TeV collected with the ATLAS detector [142]
between April and September 2012. Stringent detector and data quality re-
quirements are applied, resulting in a dataset corresponding to an integrated
luminosity of 13.0 fb−1.

�e detector control system is used to oversee the conditions of the indi-
vidual sub detectors. �e information about the quality of the data taking
is stored in the ATLAS conditions database and is summarised to provide
data quality status �ags. In physics analyses, the data-quality information is
used through dedicated lists of runs and luminosity blocks, the so-called good
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4.3 Data Samples

Table 4.2:Data-taking periods and corresponding integrated luminosity.

Data Period Corresponding Luminosity

A 0.740 fb−1
B1-B3 0.299 fb−1
B4-B8 1.964 fb−1
B8-B11 1.194 fb−1
B12-B14 1.640 fb−1
C1-C9 1.321 fb−1
D1-D8 3.301 fb−1
E1-E5 2.281 fb−1

run lists. A luminosity block is a small data block of roughly two minutes of
data taking, in which the luminosity is supposed to remain approximately
constant.
Events used in this analysis are required to be recorded with optimal data-

taking conditions for the detector system. For all events the good run list de-
noted as data12_8TeV.periodAllYear_DetStatus-v53-pro13-04_CoolRunQuery-
00-04-08_All_Good.xml is used. �e data12 and 8TeVmeans that the proton-
proton collision data was collected in 2012 at a centre-of-mass energy of 8 TeV.
�e number in v53 and in pro13-04 represent the data-quality virtual-�ag
version and the ATLAS-metadata-interface tag corresponding to the pro-
cessing campaign, respectively. �e term CoolRunQuery-00-04-08 indicates
the version of the defect logic used to calculate if data are good, and the
su�x All_Good gives the name of the good run list template. �e total num-
ber of events included in this good run list is 3,149,698,147 divided in 308
runs.

�e data run is divided in data periods, such that they represent data with
a coherent con�guration of the detector and the trigger and data acquisition
system. �ese data periods are listed in table 4.2.
Candidate events of the h/H →WW(∗) → eνµν process are recorded us-

ing unprescaled single-electron [143, 144] and single-muon [145, 146] triggers
with a pT threshold of 24 GeV.
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• Electron trigger
For electrons a logical "OR" of EF_e24vhi_medium and EF_e60_medium
triggers is used. �e numbers a�er EF_e in the trigger names stand for
the nominal pT-threshold values in GeV. �e tightness in the electron
identi�cation criteria is indicated by the su�xmedium. �e vhmeans
that the trigger has η-dependent pT thresholds and a hadronic leakage
cut between one and two percent at the level 1 trigger. �e imeans that
an isolation criterion is applied during the online event selection. In case
of the EF_e24vhi_medium trigger a relative track isolation cut is used at
the EF selection stage, see section 3.2.4:

∑ pT
pT(e) < 0.1

∑ pT is the scalar sum of the transverse momenta of tracks having pT >
1 GeV found in the inner detector in a cone of ∆R = 0.2 around the
electron candidate, a�er subtracting the pT of the electron.

• Muon trigger
Formuons a logical "OR" of EF_mu24i_tight and EF_mu36_tight triggers
is used. �e number a�er EF_mu, the su�x tight and the i a�er the
threshold value in the trigger names have the meaning as explained
for the electron trigger. For the EF_mu24i_tight trigger a relative track
isolation cut is used at the EF selection stage:

∑ pT
pT(µ) < 0.12

∑ pT is the scalar sum of the transverse momenta of tracks having pT >
1 GeV found in the inner detector in a cone of ∆R = 0.2 around the
muon candidate, a�er subtracting the pT of the muon.
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�e large number of around 100 million individual readout channels in a
high-occupancy environment with on average 20 inelastic proton-proton
interactions per bunch crossing (see �gure 5.1) requires a sophisticated pro-
cessing of the information of the various detector components to form objects
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Figure 5.1:�e luminosity-weighted distribution of the mean number of interactions
per crossing for the 2011 and 2012 data [147, 148].
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like charged particle tracks and energy clusters. �ese reconstructed objects
are used to select, identify and build high-level physics objects like electrons,
muons and jets to reconstruct the event. A�er particle identi�cation and
event reconstruction an optimised event selection is necessary to enhance the
fraction of signal candidate events.

5.1 Object Reconstruction

A calorimeter cell (CaloCell), providing only one energy measurement, is the
smallest data object used by the electromagnetic calorimeter as well as the
hadronic calorimeter. Each CaloCell is uniquely identi�ed by its geometrical
position in an η-ϕ grid and includes the information of time and quality of the
measured signal. In order to reconstruct the full energy of prototype physics
objects, the second step of calorimeter reconstruction is to build calorimeter
clusters (CaloCluster) by combining several CaloCells. To produce a Calo-
Cluster, ATLAS uses the topological clustering algorithm [149]. �is algorithm
is designed to group all neighbouring CaloCells with signals su�ciently above
the expected noise and to sum the total deposited energy within each cluster.
�e topological clustering algorithm also includes a mechanism to search for
local maxima in terms of energy and split these topologically connected areas
originating from di�erent close-by particles [150].
Charge particle tracks are reconstructed in three subsequent steps: seed

�nding, track �nding and track �tting. Pattern recognition algorithms are
used as seed �nder by combing triples of hits in the pixel layer with hits in
the �rst SCT layer and checking if they constitute a valid track candidate.
�e parameters of each track like position, direction and bending are then
transported through the detector layers by including real hits one-by-one
via the Kalman algorithm [151]. In the last step, a �nal track �t based on
the Kalman-�lter results is performed and applies corrections to optimally
determine the found track candidates and resolve ambiguities where track
candidates share hits. At the end of the track �t procedure the quality of the
track candidate is evaluated to decide whether it is accepted as a real particle
track.
A typical collision event features several primary vertices (PVs) as well

as secondary vertices (SVs) arising from decays of long-lived particles like
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bottom quarks or photon conversions. PVs are space points where inelastic
proton-proton interactions have occurred.
It is important for all physics analyses to identify and �nd the location

of the PV that stems from the hard inelastic subprocess of interest and to
distinguish this PV from the several additional vertices originating from low-
pT proton-proton collision events.

�e reconstruction of PVs can be subdivided in two tasks: PV �nding and
PV �tting. �e before mentioned reconstructed tracks are used as input to the
vertex �nder. While the �nder associates the tracks to a particular vertex can-
didate, the PV �tter is responsible for the reconstruction of the vertex position,
the corresponding covariance matrix and the quantities related to the quality
of the �t. Since these two processes are not easily distinguishable from each
other, two approaches are implemented in ATLAS: the �tting-a�er-�nding
approach and the �nding-through-�tting approach.

�e InDetPriVxFinder algorithm [152] implements the �tting-a�er-�nding
approach. Here the reconstructed tracks compatible with the beam spot, i.e.
the luminous interaction region, are preselected and then clustered. �e centre
of the cluster is de�ned as the z value at the point of the closest approach. �e
obtained vertex candidates are then iteratively �tted whereby the outliers, i.e.
tracks for which the probability of the χ2 between the vertex estimate and the
trajectory in question is less than 8%, are rejected in each iteration. �e �tting
procedure ends as soon as no incompatible tracks are le� or the cluster size
becomes too small to continue.

�e AdaptiveMultiVertexFinder algorithm [153, 154] is used as the �nding-
through-�tting approach, which is the default strategy for PV �nding in
ATLAS, because it provides a better treatment of outliers. In the �rst step
of the AdaptiveMultiVertexFinder algorithm, all reconstructed tracks that are
compatible with the beam spot are pre-selected. �ese pre-selected tracks
are then �tted to an independent PV candidate, which is formed by the ob-
tained track cluster in z projection, i.e. the z impact parameter. In contrast
to the �tting-a�er-�nding approach, reconstructed tracks that are classi�ed
as outliers during the �rst iteration are used to create a new vertex seed as a
PV candidate. In the next iteration, the two vertices undergo a simultaneous
adaptive �t in which both candidates compete with each other in order to
gain more tracks. At the end of the �t all reconstructed tracks that do not
enter any vertex with a probability of χ2 > 1% have no in�uence on the �t
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result. �e vertex with the highest∑ p2T of constituent tracks is selected as the
hard-scatter PV.

5.2 Particle Identi�cation
Starting from the basic building blocks described in the last section high-level
objects are identi�ed and reconstructed. �e analysis presented in this thesis
makes use of electron andmuon candidates, jets, and EmissT (missing transverse
momentum) signalling the presence of neutrinos which do not interact with
the detector. A number of requirements are applied in order to ensure a high
quality of reconstructed particles and to remove mis-reconstructed events.
Events are selected if they contain at least one good PV candidate with at least
three associated tracks with pT > 0.4 GeV. Events that are compatible with
non-collision backgrounds are excluded, this includes cosmic rays passing
through the detector, beam backgrounds, and events with special instrumental
e�ects like noise bursts in certain parts of the detector.

5.2.1 Electron Candidates
Agood electron identi�cation is crucial inasmuch as themajority of theW+jets
background originates from fake electrons. �e electron candidates are re-
quired to ful�l stringent criteria regarding calorimeter shower shape, track
quality, track-cluster matching, and transition radiation energy to ensure high
identi�cation quality.

�e electron isolation based on the topological cluster algorithm [149] is
used to reduce the pile-up dependence. �e energy of an electron candidate is
taken from the LAr electromagnetic calorimeter by summing the energy of
uncalibrated topological clusters contained in a cone of size ∆R = 0.3, which is
represented as a yellow circle in �gure 5.2. A rectangle of 5 × 7 electromagnetic
calorimeter cells centred on the electron candidate is removed to subtract the
energy of the electron itself. �e energy that leaks outside of this rectangle is
called the isolation energy of the electron candidate. �e measured isolation
energy is modi�ed by a correction derived from a single electron MC sample.
�e correction is applied separately in at most 10 bins in pseudo-rapidity. In
addition, the scalar sumof the transversemomenta of tracks having pT > 1 GeV
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η

ϕ

Figure 5.2: A pictorial view of the computation of topological calorimeter isolation
∑(pcaloT ). �e grid represents the electromagnetic calorimeter granularity.

in a cone of ∆R = 0.3, a�er subtracting the pT of the electron, is used as a
tracking based discriminator. �e advantage of the track isolation criteria is
the ability to reject tracks from the SVs. Electron candidates are required to
be isolated by placing cuts on the isolation energy of the calorimeter∑(pcaloT )
and the isolation energy of the tracking system ∑(ptrackT ). For an electron
candidate the fractional track based isolation∑(ptrackT )/pT is required to be
below 0.16, and this is tightened to 0.12 for candidates with pT below 25 GeV
which have more background, while ∑(pcaloT )/pT is required to be below
0.16.
If two electron candidates are reconstructed within a cone of ∆R = 0.1, the

candidate with the lower pT is discarded. Electron candidates with transverse
energy above ∼ 3 GeV are selected from topological clusters and matched to
tracks. η and ϕ of the electron candidate stem from the track of the inner
detector with at least one hit in the pixel layer and at least six hits in the
SCT.
It is further required that the electron track points back to the PV with
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Table 5.1: Electron-isolation and impact-parameter cuts.

Cut Value

∑(pcaloT )/pT < 0.16
∑(ptrackT )/pT

⎧⎪⎪⎨⎪⎪⎩
< 0.12 if 15 GeV < pT < 25 GeV< 0.16 if pT > 25 GeV

d0 signi�cance < 3.0
z0 · sin θ < 0.4 mm

transverse impact-parameter signi�cance, i.e. the ratio of the transverse impact
parameter to its uncertainty, less than 3. �e longitudinal impact parameter
z0 of the track has to be compatible with the PV such that z0 · sin θ < 0.4 mm.
Electron candidates are excluded if they lie in the pseudorapidity ranges 1.37 <∣η∣ < 1.52 or ∣η∣ > 2.47. �e transverse energy is required to be larger than
15 GeV. Table 5.1 summarises the electron-isolation and impact-parameter
cuts.

5.2.2 Muon Candidates
Muons are reconstructed by taking a statistical combination of the matched
tracks in the Inner Detector (ID) and in the Muon Spectrometer (MS). �e
muon candidates are required to have a su�ciently large number of hits in
the silicon detector and the Transition Radiation Tracker (TRT) to ful�l the
highest purity of all muon types in ATLAS.Muon tracks are required to have at
least one hit in the pixel detector, and four or more hits in the Semiconductor
Tracker (SCT). Tracks are vetoed if they have more than two missing hits in
the SCT and pixel detectors, as well as tracks with an excessive number of
outlier hits, i.e. hits far away from the �tted tracks, in the TRT. Within the
pseudorapidity region 0.1 < ∣η∣ < 1.9 more than �ve TRT hits are required,
nhitsTRT > 5, and the number of TRT outliers on the muon track must satisfy
noutliersTRT < 0.9n, where n = nhitsTRT + noutliersTRT . For ∣η∣ ≥ 1.9 it is required that
noutliersTRT < 0.9n, if n > 5.

�e momentum as measured using the ID is required to agree with the
momentum measured using the MS a�er correcting for the predicted muon
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Table 5.2:Muon-isolation and impact-parameter cuts.

Cut Value

∑(pcaloT )/pT
⎧⎪⎪⎨⎪⎪⎩
< (0.014 · pT/GeV) − 0.15 and< 0.20

∑(ptrackT )/pT
⎧⎪⎪⎨⎪⎪⎩
< (0.01 · pT/GeV) − 0.105 and< 0.15

d0 signi�cance < 3.0
z0 · sin θ < 1.0 mm

energy loss in the calorimeter. Muon candidates are required to have pT >
15 GeV and ∣η∣ < 2.4, and must satisfy a similar isolation requirement. z0
of the track has to be compatible with the PV such that z0 · sin θ < 1.0 mm.
�e required calorimeter isolation is ∑(pcaloT )/pT < (0.014 · pT/GeV) − 0.15
and ∑(pcaloT )/pT < 0.20, while for the track based isolation ∑(ptrackT )/pT <(0.01 · pT/GeV) − 0.105 and ∑(ptrackT )/pT < 0.15 is required. If an electron
lies in a cone of ∆R = 0.1 around a reconstructed muon, the electron can-
didate is ignored. Table 5.2 shows the muon-isolation and impact-parameter
cuts.

5.2.3 E�ciency Calibration
�e reconstruction, identi�cation and trigger e�ciencies of electron andmuon
candidates are measured using tag-and-probe methods on samples enriched
with Z → ℓℓ, J/ψ → ℓℓ, or W± → ℓν (ℓ = e , µ) events [155–157] in order
to correct for di�erences between MC and data. Figure 5.3(a) shows the
improvement of the electron reconstruction e�ciency in 2012 as a function
of the electron cluster η with respect to the 2011 data taking. �e electron
reconstruction e�ciency is shown for data (�lled markers) and MC (open
markers) with ET in between 15–50 GeV. In the barrel region, the e�ciency
is increased in 2012 by ∼ 2% compared to 2011, while the e�ciency increase
amounts to ∼ 8% in the endcap region. Except some smaller discrepancies
in the forward region, �gure 5.3(a) shows a good agreement between data
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Figure 5.3: Reconstruction e�ciency (a) and identi�cation e�ciency (b) of electrons
are shown as a function of the pseudorapidity η and transverse energy ET,
respectively [158].
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Figure 5.4:�e reconstruction e�ciency of muons is shown as a function of the
pseudorapidity η [157]. �e CaloTag muons are used only in the central
region ∣η∣ < 0.1 while elsewhere the combined (CB) muon is used. �e
lower histogram shows the ratio between the measured and predicted
e�ciencies.

and MC. �e electron identi�cation e�ciency in 2012 as a function of the
electron ET is shown in �gure 5.3(b) with di�erent sets of quality cuts and a
pseudorapidity of ∣η∣ < 2.47.

�e reconstruction e�ciency of muons with pT > 20 GeV is shown as
a function of muon η in �gure 5.4. �is e�ciency is strongly a�ected by
two main gaps of acceptance in the MS. �ese acceptance losses occur in
the region at 2.0 < η < 2.1 and in the region at ∣η∣ < 0.1, where the MS is
only partially equipped. In the region at 1.5 < η < 2.2, the modelling of
the ID reconstruction e�ciency is not correct due to non-operating pixel
modules.

5.2.4 Jet Candidates
Jets are reconstructed from topological CaloClusters using the anti-kt al-
gorithm [159]. �e anti-kt jet-�nding algorithmbelongs to the class of sequential-
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recombination algorithms. �ese clustering algorithms are all based on a
speci�c way to measure the distance between all pairs of entities (particles,
pseudojets) i and j

di j =min (p2mT,i , p2mT, j) (∆Ri j)2
R2

(5.1)

and the beamdistance between all entities i and the beamof the LHC

diB = p2mT,i . (5.2)

�eparameterm de�nes the speci�c algorithm: m = −1 corresponds to the anti-
kt algorithm, while m = 0 and m = +1 corresponds to the Cambridge/Aachen
algorithm and the (inclusive-)kt algorithm, respectively. �e radius parameter
R = 0.4 is used. For each entity i the smallest distance of all di j and diB has to
be identi�ed. If a di j is the smallest one, then i and j are combined to a new
pseudo particle. If diB is the smallest distance, then i is removed from the list
of candidates and called a jet.

�e anti-kt algorithm as well as the Cambridge/Aachen algorithm and
the (inclusive-)kt algorithm are infrared and collinear safe to all orders of
perturbation theory. Collinear unsafe means that two hard particles 1 and 2
with transverse momenta pT,1 > pT,2 may change their pT order, when the
hardest particle is split into a nearly-collinear pair (pT,1a, pT,1b). �e con-
sequence would be a drastically di�erent clustering of particles to jets as
shown in �gure 5.5. �is e�ect originates from the squared matrix element,
which is proportional to 1/ (p1 + p2)2 = 1/2E1E2(1 − cos2 θ) and is collinear
divergent for θ → 0 and θ → π. Ei and pi are the energies and momenta
of the pseudo particles, respectively, and θ is the solid angle between both
particles. Infrared-unsafe algorithms may also produce a di�erent �nal set
of jets. Adding a new so� seed particle may lead to new stable cones, see
�gure 5.5. �is corresponds to the infrared divergence of the squared matrix
element for Ei → 0.
A�er the application of the jet-�nding algorithm, the average additional

energy due to pile-up events is subtracted from the energy of the prototype jets
measured in the calorimeter. A�er that, the prototype jets need to be calibrated
to correct the reconstructed energy thatmay be impaired due to a non-uniform
detector response, instrumental ine�ciencies, e.g. dead detector material and
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pT,1
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pT,1

Figure 5.5:Depiction of a collinear-unsafe (top) and an infrared-unsafe (bottom)
jet-�nder algorithm.

gaps between several subdetectors, and detector independent e�ects, e.g. out-
of-cluster energy and the underlying event [150, 160].
In a �rst step, the jet energy of the reconstructed jets is calibrated. �is cal-

ibration is based on truth jets, which are formed by using the same jet �nding
algorithm on stable MC truth particles in simulated events. �e corrected jet
energy is calculated by

Erecojet = ∑
i∈jet

wi(ρi)Ei , (5.3)

where wi is a weighting function, which depends on the energy density ρi in
cell i of the calorimeter, and Ei is the energy deposited in the ith cell. A�er
that �rst step of calibration the jet energy scale does not depend any more on
the characteristics of the calorimeter.
In the second step, the detector independent e�ects are corrected through

an in-situ validation using suitable physics processes. �e validation procedure
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of the jet energy scale checks the uniformity of the calibration as a function of
ϕ and η by looking at QCD dijet events. �e absolute hadronic energy scale
is determined using Z/γ∗+jets events. �e momentum is balanced between
the jet and the Z/γ∗-boson. �e Z/γ∗-boson is reconstructed via the decay
to two electrons or two muons. An improved calibration can be derived by
relating the hadronic energy scale of the jets to the better understood energy
of the electromagnetic-interacting objects.

�e selected jets are required to have pT > 25GeV at the calibrated hadronic
energy scale. �is threshold is increased to 30 GeV in the forward region
(∣η∣ > 2.5) which is more sensitive to misreconstruction of jets arising from
pile-up events. Only jets within ∣η∣ < 4.5 are used. If a jet candidate lies within a
cone of ∆R = 0.3 around a reconstructed electron candidate, the jet candidate
is ignored.
To reject jets from pile-up events, a quantity called jet-vertex fraction

(εJVF) [161] is de�ned as the ratio of∑ pT,i∈PV for all tracks within the jet that
originate from the PV associated to the hard-scattering collision to the∑ pT,i
of all tracks matched to the jet:

εJVF( j, PV) = ∑ pT,i∈PV∑ pT,i
. (5.4)

See �gure 5.6 for an illustration of the jet-vertex-fraction discriminant. It is
required that εJVF > 0.5. For jets having no matched tracks, this criteria is
omitted.
Selected jets are identi�ed as b-quark jets by reconstructing SVs (see �g-

ure 5.7) from the tracks associated with each jet and combining lifetime related
information with an NN [162]. �e jets passing the identi�cation requirements
are called b-tagged jets. �e chosen identi�cation requirement has an e�-
ciency of 85% for b-quark jets in t t̄ events.
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Figure 5.6: A pictorial view of the jet-vertex-fraction discriminant.
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Figure 5.7: An illustration of a secondary-vertex reconstruction. d0 stands for the
impact parameter.
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5.2.5 Missing Transverse Energy

�e Ð→E missT is reconstructed starting from topological energy clusters in the
calorimeters [163]. Corrections for measured muons are applied. To reduce
the e�ect of mismeasurements of jets and leptons leading to arti�cial EmissT , the
event selection uses the EmissT,rel variable which is de�ned as

EmissT,rel =
⎧⎪⎪⎨⎪⎪⎩

EmissT sin(∆ϕmin) if ∆ϕmin < π/2
EmissT if ∆ϕmin ≥ π/2 (5.5)

where ∆ϕmin is the minimum separation in the azimuth angle ϕ between any
lepton or any jet with pT > 25 GeV andÐ→E missT . Figure 5.8 illustrates the e�ect
of mis-reconstructing the energy of the nearest objectÐ→ℓ /Ð→j on EmissT as well as
onÐ→E missT,rel.

Ð→E missT,rel is less prone to variation of the energy of the nearest objects
due to misreconstruction.

Ð→ℓ /Ð→j

rec. Ð→E missT

trueÐ→E missT

∆Ð→E

−∆Ð→E

∆ϕmin

Ð→E missT,rel

Figure 5.8: Illustration of EmissT,rel, which is the magnitude of the projection of
Ð→E missT

onto the direction perpendicular of the nearest object,
Ð→ℓ /Ð→j , in the

Ð→E missT –(Ð→ℓ /Ð→j ) plane. �e misreconstruction of the energy of Ð→ℓ /Ð→j
leads to −∆Ð→E , which changes the direction and the magnitude of the
true

Ð→E missT . However,
Ð→E missT,rel is invariant under misreconstruction of the

energy of
Ð→ℓ /Ð→j .
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5.3 Event Selection
�e presence of the high pile-up environment has a signi�cant impact on the
Ð→E missT , leading to an intense increase of the DY background in the same-�avour
�nal state. �is analysis includes therefore only the di�erent-�avour �nal state:
h/H →WW(∗) → eν µν.
Many background processes produce �nal states that look similar to the

Higgs boson in the h/H → WW(∗) → eν µν decay channel. �e main back-
ground contributions come from the irreducible non-resonant WW back-
ground (see �gure 5.9), from t t̄ production (see �gure 5.10(a)) and single
top-quark production (see �gure 5.10(b) – 5.10(d)). �eWW events exhibit
exactly the same �nal state as the signal if bothW bosons decay leptonically.
Another important background isW+jets production (see �gure 5.11(a)) in
which one of the jets is misidenti�ed as a lepton. Other backgrounds are due
to the production of Z+jets (see �gure 5.11(b)) and non-WW diboson produc-
tion (see �gure 5.12), i.e. WZ/ZZ/Wγ(∗). �e number of expected events
of the diboson background, the Z/γ∗ + jets background and the top-quark
backgrounds are estimated by using the theoretical cross sections, detector
acceptances from simulated events, and data-driven correction factors for
identi�cation and reconstruction e�ciencies.
In order to enhance signal events relative to background events, the fol-

lowing preselection requirements for h/H →WW(∗) → eν µν candidates are
imposed. �ese requirements are the same as for the SM hSM →WW(∗) ana-
lysis [139]. Exactly two charged leptons of di�erent �avour (electron or muon)
and opposite charge are required. �e lepton with the highest pT is called the
leading lepton ℓ1 andmust have pT > 25 GeV, while the second lepton ℓ2 ful�ls
pT > 15 GeV. �e invariant mass of the two leptons m(ℓ1ℓ2) is required to be
larger than 10 GeV. Events with EmissT,rel smaller than 25 GeV are removed. �is
provides a strong suppression against multijet production via QCD processes
and against the Z+jets background which originates predominantly from the
Z → τ+τ− decay channel. Figure 5.13 shows the number of events for each
background process and the SM Higgs-boson distribution as a function of jet
multiplicity a�er the preselection cuts are applied.
A�er the preceding cuts the events are divided into two analysis channels:

the 0-jet channel, in which exactly zero jets are required, and the 2-jet channel,
which features exactly two jets. In the 0-jet channel, additional requirements

67



5 Physics Objects and Event Reconstruction

q

q̄ W∓

Z/γ∗ W±

(a)

g

g
q

W∓

Z/γ∗ W±

(b)

g

g
q

W∓

W±

(c)

Figure 5.9: Examples of Feynman diagrams forWW production: tree-level Feynman
diagram in qq̄ annihilation (a) and loop-induced gluon-fusion Feynman
diagrams (b)–(c).
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Figure 5.10: Examples of tree-level Feynman diagrams for t t̄ production (a) and single
top-quark production in associationwith aW boson (b), single top-quark
production in the s-channel (c), and single top-quark production in the
t-channel (d).
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Figure 5.11: Examples of tree-level Feynman diagrams forW-boson production (a)
and Z-boson production (b) in association with quarks.
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Figure 5.12: Examples of tree-level Feynman diagrams for non-WW diboson produc-
tion.

are applied on the absolute value of the di�erence in the azimuth angles ϕ of
the two leptons, ∣∆ϕ(ℓ1, ℓ2)∣ < 2.4, and on the invariant mass of the dilepton
system, m(ℓ1ℓ2) < 75 GeV. Both cuts are illustrated in �gure 5.14. �ese two
cuts remove background in regions where only a small signal contribution is
expected.
Processes involving top-quarks form a substantial background and have the

same kinematic signature concerning the leptons and EmissT,rel. �erefore, events
containing a b-tagged jet are rejected in the 2-jet channel. �e two selected jets
are required to lie in opposite pseudorapidity hemispheres, η( j1) × η( j2) < 0,
and the two selected leptons have to have m(ℓ1ℓ2) < 80 GeV. An additional
cut is placed on the transverse mass of the lepton-EmissT system mT which is
de�ned as [164]

mT = √(ET(ℓ1ℓ2) + EmissT )2 − (Ð→p T(ℓ1ℓ2) +Ð→E miss
T )2 (5.6)
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with

ET(ℓ1ℓ2) = √
Ð→p 2T(ℓ1ℓ2) + m2(ℓ1ℓ2) . (5.7)

It is required that mT < 180 GeV. �e cuts on m(ℓ1ℓ2) and mT are illustrated
in �gure 5.14.

�eW+jets background consist of events in whichW bosons are produced
in association with jets, and one jet is misidenti�ed as a lepton. �eW+jets
background is estimated using a data-driven technique [139, 165] because the
rate at which jets are misidenti�ed as leptons is not accurately described by the
detector simulation. A control sample is de�ned by one lepton that satis�es all
identi�cation requirements as de�ned in the main analysis and one so-called
anti-identi�ed lepton that fails these criteria, but passes a looser selection. �e
anti-identi�ed electrons are required to have at least one hit in the pixel layer
and at least three hits in the SCT. �e calorimeter based isolation must satisfy∑(pcaloT )/pT < 0.3, while for the track based isolation∑(ptrackT )/pT < 0.16 is re-
quired. No d0-signi�cance cut is required for anti-identi�ed muons. Particles
passing this alternative lepton de�nition are referred to as the denominator
objects and are treated as identi�ed leptons. Except for the lepton identi�ca-
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Figure 5.14: Illustration of cuts applied in addition to the event preselection. Norm-
alised distributions of ∣∆ϕ(ℓ1, ℓ2)∣ (a) without cuts on ∣∆ϕ(ℓ1, ℓ2)∣ and
m(ℓ1ℓ2), and m(ℓ1ℓ2) (b) without a cut on m(ℓ1ℓ2), both in the 0-jet
channel. Normalised distributions of mT (c) without cuts on mT and
m(ℓ1ℓ2), andm(ℓ1ℓ2) (d) without cut onm(ℓ1ℓ2), both in the 2-jet chan-
nel. �e vertical dashed line illustrates the additional cuts which have
been applied in this analysis. �e red shapes represent the signal for
mH = 150 GeV. �e last bin of the histogram represents an over�ow bin.
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tion the events in theW+jets-enriched control sample pass all other selections
as required for the signal samples. �e number of these events is denoted
as NLepton+Denominator. To obtain an estimate of the number ofW+jets in the
signal sample, the e�ciency εfake to misidentify an anti-identi�ed lepton as a
lepton is given by

εfake = NLepton
NDenominator

, (5.8)

where NLepton and NDenominator are the number of events of the fully identi�ed
leptons and the number of events of the denominator objects, respectively. �is
so-called fake factor is de�ned for electrons and muons, and is determined
as a function of the pT of the anti-identi�ed lepton by using a dijet data
sample.

�e number of events in theW+jets-enriched control sample is scaled by
the fake factor to calculate theW+jets background:

NW+jets = εfake × NLepton+Denominator . (5.9)

Residual contributions of leptons originating fromW-boson decays and Z-
boson decays are subtracted. W+jets, Wγ(∗), WZ(∗) and Z(∗)Z(∗) produc-
tion are the background processes that produce the majority of same-charge
dilepton events. �erefore, the normalisation and kinematic distribution of
these backgrounds can be validated in the same-charge validation region as
shown in �gure 5.15.
Table 5.3 shows the event yield of background and signal processes in the

0-jet channel and in the 2-jet channel a�er all selection cuts. �e signal is split
into two rows to distinguish between the light Higgs boson at mh = 125 GeV
and the heavy Higgs boson at mH = 150 GeV in the 2HDM. �e t t̄ control
region (top CR) is obtained by requiring at least one b-tagged jet, using an
operating point leading to a b-jet identi�cation e�ciency of 85%. �e diboson
control region (WW CR) is de�ned by events passing the full event selection
except the cut on m(ℓ1ℓ2). Rather than m(ℓ1ℓ2) < 75 GeV it is required that
m(ℓ1ℓ2) > 80 GeV. To reduce the Z/γ∗ + jets background in this control
region, one additionally requires that pT(ℓ1ℓ2) > 30 GeV. In the subsequent
statistical analysis, the a-priori estimates given in table 5.3 are re-evaluated in
the maximum-likelihood �t to the NN-discriminants and the event yield in
the top-quark control region.
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Figure 5.15: mT distribution (a) and ∆ϕ(ℓ1, ℓ2) distribution (b) in the same-charge
validation region [139].
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Table 5.3:�e expected number of signal and background events for 13 fb−1 of integ-
rated luminosity in the 0-jet channel and in the 2-jet channel a�er all selec-
tion cuts. �e event yield of a potential signal is illustrated for a light Higgs
boson with mh = 125 GeV and a heavy Higgs boson with mH = 150 GeV
in a type-I 2HDM with tan β = 3 and α = π/2. �eW+jets background
is entirely determined from data [139]. �e uncertainties quoted in the
table are determined as the sum in quadrature of two sources: the total
rate uncertainty, see Table 7.1, and the corresponding cross-section uncer-
tainties. Since theW+jets background is derived from collision data the
uncertainties of the data-driven estimation are used. �e lowermost row
shows the observed numbers of events in the data.

Process 0 jet 2 jet Top CR WWCR

Signal (mh = 125 GeV) 2.55 ± 0.50 5.52 ± 0.71 1.35 ± 0.19 0.76 ± 0.13
Signal (mH = 150 GeV) 470 ± 140 76 ± 19 20.9 ± 5.7 16.1 ± 3.9
WW/WZ/ZZ/Wγ(∗) 1140 ± 290 63 ± 18 22.1 ± 6.2 1170 ± 310
Z/γ∗ + jets 41 ± 15 194 ± 72 84 ± 31 15.7 ± 6.4
W+jets 135 ± 58 23.4 ± 9.7 18.3 ± 7.6 78 ± 32
t t̄/tW/tb/tqb 175 ± 49 168 ± 77 1760 ± 440 313 ± 97
Total background 1490 ± 420 450 ± 180 1890 ± 480 1580 ± 450
Sh+H/B 0.31 0.18 − −
Observed 1815 483 1986 1725
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�e kinematic distributions of few basic variables are shown in the top
CR and the WW CR in �gure 5.16 to verify the correct modelling, i.e. the
agreement between data and MC. �e MC prediction is normalised to the
number of events observed in data. Striped error bands indicate the total
statistical and systematic uncertainty (see chapter 7). For each distribution
the χ2 probability is shown. To determine this value the χ2 statistic has to be
calculated by

χ2 = n∑
i=1

(Oi − Ei)2
Ei

, (5.10)

where n is the number of bins, Oi is the observed number of events in the ith
bin, and Ei is the expected number of events of all processes in the ith bin. �e
χ2 probability is the probability of getting a χ2 value equal or higher than the
observed one out of a normalised χ2 distribution with n− 1 degrees of freedom.
�e χ2 distribution with n − 1 degrees of freedom is de�ned as the sum of
n − 1 standard normal distributions. �e χ2 probability is only valid for large
values of Oi and Ei (typically values larger than 10 are su�cient), and depends
strongly on the choice of binning. In addition, the signi�cance of deviations
between the model prediction and the observed data is computed bin-by-bin,
following [166], and is shown in the lower histograms. A good modelling is
found for the leptons and jets as well as for the EmissT,rel.
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Figure 5.16: Distributions of some basic variables in the diboson control region (top)
and in the t t̄ control region (bottom) compared to a model based on
simulated events that are normalised to data. Striped error bands indic-
ate the total statistical and systematic uncertainty. �e signi�cance of
deviations between the model prediction and the observed data is shown
in the lower histograms, following [166]. �e last bin of the histogram
represents an over�ow bin.
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Figure 5.17 shows a Higgs-candidate event in the 0-jet channel containing
one identi�ed electron and one identi�ed muon with the following event
information:

Run 204026
Event 33133446
Luminosity Block 236
Date 2012-05-28 07:23:47 CEST
mT 94.4 GeV
∆ϕ(ℓ1, ℓ2) 0.295
pT(e) 32.8 GeV
pT(µ) 29.0 GeV
pT(ℓ1ℓ2) 61.1 GeV
EmissT,rel 35.0 GeV
m(ℓ1ℓ2) 15.1 GeV

While the muon (red) has a clear signature in the ID and the MS, the recon-
structed electron (green) reveals a good track in the ID and a clear signature
in the electromagnetic calorimeter. �e event shows two characteristic fea-
tures of a good Higgs candidate: the relatively small angle ∆ϕ(ℓ1, ℓ2) between
these two leptons combined with the high missing transverse momentum
(magenta) pointing in the opposite direction indicates this event as a good
Higgs candidate.
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Signal and Background
Discrimination

In the previous chapter, the identi�cation and reconstruction of electrons,
muons, jets, and EmissT,rel was explained. �e purity, which is de�ned as the frac-
tion of signal events over background events, shown in table 5.3 for tan β = 3
and α = π/2 is quite good and actually one of the best of all parameter regions.
With such a good purity little e�ort is needed to �nd the heavy Higgs boson
of the 2HDMs at around mH = 150 GeV if there is one, or exclude it if there
is none. But there are large regions of the parameter space with a low purity
because of the decreasing values of σ ×B for high values of ∣ cos(α)∣ as shown
in �gure 2.6. �e described event selection is optimised to keep as much signal
events as possible as opposed to a cut-based scenario, where one would use
a few variables with some discrimination power and select small interesting
signal regions from a possibly large background. By following this path of get-
ting as much information as possible out of the selected data set, multivariate
analysis (MVA) techniques are used to combine the information from several
variables into one multivariate discriminant. �is method is described in this
chapter as well as characteristics of the Higgs-boson decay in theWW decay
channels.

6.1 Event Reconstruction
�e h/H → WW(∗) → eνµν + 0-jet channel features a signature of two
isolated charged leptons, which exhibit large transverse momenta, and a large
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EmissT . �e asterisk means that the particular particle which carries the asterisk
is virtual, i.e. for Higgs-boson masses lower than 160 GeV one of the W
bosons is on-shell (real), while the other one is o�-shell (virtual). To be o�-
shell implies that the particle in question does not obey the energy-momentum
relation (in natural units):

E2 = p2 + m2 , (6.1)

where E is the energy of the particle, and p and m are its momentum and its
rest mass, respectively. For higher Higgs-boson masses bothW bosons are
produced on-shell.
Characteristic topologies of the �nal-state particles are determined by the

properties of their parent particles, i.e. theW bosons. �e kinematic distri-
butions of the W bosons, in turn, are determined by the properties of the
Higgs boson. In its rest frame, the spin-0 Higgs boson emits two spin-1W
bosons back-to-back due to momentum conservation. �e spin directions
of theW bosons need to be opposite to satisfy angular momentum conserva-
tion. EachW boson decays further into one charged lepton and one neutrino,
whereby neutrinos have to have negative, i.e. le�-handed, helicity states and
antineutrinos have to have positive, i.e. right-handed, helicity states due to the
V −A structure of the weak interaction. As a result of the angular momentum
conservation, the charged leptons are emitted in the same direction in the
inertial reference frame of the Higgs boson as shown in �gure 6.1. �is feature
is preserved in the reference frame of the laboratory as shown in �gure 6.2(a).
�e EmissT is large due to the small angle between the two neutrinos (see �g-
ure 6.2(b)). �ree main observables are the dilepton invariant mass m(ℓ1ℓ2),
the transverse mass of the Higgs boson mT, and the dilepton transverse mo-
mentum pT(ℓ1ℓ2), where the last two are highly correlated. m(ℓ1ℓ2) is highly
correlated to cos θ(ℓ1, ℓ2) (see �gure 6.2(a)), since

m(ℓ1ℓ2) = 2 · pT(ℓ1) · pT(ℓ2) · {1 − cos θ(ℓ1, ℓ2)} (6.2)

if the leptons are considered to be massless.
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Figure 6.1: Visualisation of the decay of a Higgs boson into twoW bosons. �e sub-
sequent decay of eachW boson into one charged lepton and one neutrino
is determined by spin conservation as well as momentum conservation.
Black arrows and coloured arrows represent the spin and the momentum
of a particular particle, respectively.
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Figure 6.2:Normalised distributions of cos θ(ℓ1, ℓ2) (a) and EmissT (b) in the 0-jet
channel. �e distribution is shown for a Higgs boson with a mass of 180
GeV.
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Figure 6.3:Normalised distributions of the pseudorapidity of both jets (sorted by pT)
in the 2-jet channel. �e two jets point predominantly in the forward and
backward direction.

�e h/H → WW(∗) → eνµν + 2-jets channel produces a signature with
two isolated charged leptons, two energetic hadronic jets, and a large EmissT .
�e most distinctive feature of the signal topology in this channel originates
from the VBF process, where the two jets point predominantly in the forward
and backward directions with respect to the proton beamline (see �gure 6.3).
�is property combined with the absence of QCD colour exchange as an
additional feature of VBF leads to a rapidity gap. �e twomain observables are
the dijet invariant mass m( j1 j2) and the transverse mass of the Higgs boson
mT.
A complete reconstruction of all �nal-state particles is not possible because

the WW channel involves two neutrinos with unknown momenta. Since
the Higgs-boson mass cannot be reconstructed directly the fully determined
kinematic variable mT is used as an approximation. Figure 6.4 shows the
normalised distribution of mT. A Gaussian distribution is �tted to the data.
�e standard deviation of the �t is 18 GeV and is used as an estimation of the
mass resolution.
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Figure 6.4: Gaussian curve �tted to the reconstructed transverse mass. �e standard
deviation of the �t is 18 GeV.

6.2 Neural Networks

To separate 2HDM Higgs-boson signal candidate events from background
in the WW channel, several kinematic variables are combined to one dis-
criminant in each of the two analysis channels by employing NNs. �e
NeuroBayes [168] tool is used for preprocessing the input variables and for the
training of the NNs. A large number of input variables is studied, but only the
highest-ranking variables are chosen for the training of the NNs. �e ranking
of the variables is automatically determined as part of the preprocessing step
and is independent of the training procedure [169].
As a result of this optimisation procedure in the 0-jet channel, six kinematic

variables are identi�ed that serve as inputs to the NNs. Several NNs are trained
since the kinematic distribution of the signal varies at di�erent mass points
of the Higgs boson. �ree NNs are trained at three di�erent Higgs-boson
mass points mH = 150 GeV, 180 GeV, and 240 GeV to cover the entire mass
range between 135 and 300 GeV in which a good sensitivity to the signal can be
achieved. For eachNN, the same six input variables were used. �eNN trained
at mH = 150 GeV is evaluated at the mass points from 135 GeV to 160 GeV,
the NN trained at mH = 180 GeV is applied in the range from 165 GeV to
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200 GeV, and the NN trained at mH = 240 GeV is used at the mass points
from 220 GeV to 300 GeV. �e evaluation of the background samples and the
observed data remains the same for each NN, and only the distributions of the
2HDMHiggs-boson samples vary from mass point to mass point. Dedicated
studies showed that the NNs at these three mass points achieve the same
sensitivity as a large number of NNs that are trained with a spacing of 5 GeV
in mH . �e physical reason for this is the relatively low mass resolution in the
h/H → WW(∗) → ℓ+νℓ−ν̄ channel of 18 GeV (see �gure 6.4). It was further
studied that the addition of more variables to the NNs would lead only to an
improvement well below 1% in the expected CLs values across the cos α–mH
plane (see chapter 8). In the same way, three NNs are trained in the 2-jet
channel sharing nine input variables.

�e selected variables are listed and explained in table 6.1. �e three most
important input variables for the NN in the 0-jet channel are m(ℓ1ℓ2), mT,
and pT(ℓ1ℓ2), while the three most important input variables for the NN in
the 2-jet channel are m( j1 j2), m(ℓ1ℓ2), and mT.
In the preprocessing step, the variables are �rst transformed to be dis-

tributed between 0 and 1 to reduce the in�uence of extreme outliers: �e
correlation matrix of all preprocessed input variables is calculated, including
the correlation of all variables to the target [169]. �e target function assumes
the value 1 for signal events and 0 for background events. �e variables are
decorrelated and the total correlation of the entire set of variables to the target
is computed. To �nd a ranking of the variables, one variable a�er the other
is omitted to determine the loss of the total correlation to the target caused
by its removal. �e variable with the smallest loss of correlation is discarded
leading to a set of (n − 1) variables. �e same procedure is repeated with the
reduced set of variables to �nd the least important one of the (n−1) remaining
variables. At the end of this iterative process, a list of variables ordered by
importance is obtained. Considering the number of simulated events used to
compute the ranking, one can compute the signi�cance of the information
loss upon removal of a certain variable.

�e choice of a certain set of variables is a compromise between dis-
crimination power that increases with the number of variables and keep-
ing the number of variables manageable. �e resulting choice of variables
are shown in the ranked list of the selected variables for mH = 150 GeV
in table 6.2, for mH = 180 GeV in table 6.3, and for mH = 240 GeV in
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Table 6.1: Input variables used for the NNs in the 0-jet and 2-jet channels. �e de�ni-
tions of the variables use the terms leading lepton and leading jet, de�ned
as the lepton/jet with the highest pT.

Variables used in the 0-jet channel and the 2-jet channel

∣η(ℓ1)∣ �e absolute value of the pseudorapidity of the leading lepton.
mT �e transverse mass of the lepton-EmissT system, as de�ned in

Equation (5.6).
m(ℓ1ℓ2) �e invariant mass of the dilepton system.

Variables used in the 0-jet channel only

pT(ℓ1ℓ2) �e transverse momentum of the dilepton system.
EmissT,rel �e projection of the calorimeter-based missing transverse

momentum onto the direction perpendicular of the nearest object as
de�ned in (5.5).

∣∆y(ℓ1, ℓ2)∣ �e absolute value of the rapidity di�erences of the two charged
leptons.

Variables used in the 2-jet channel only

pT(ℓ2) �e transverse momentum of the second-leading lepton.
pT( j1) �e transverse momentum of the leading jet.
m( j1) �emass of the leading jet.
cos θ(ℓ1, ℓ2) �e cosine of the angle between the two charged leptons.
m( j1 j2) �e invariant mass of the dijet system.
ptotT �e total transverse momentum, de�ned as the magnitude of the

vector sum of the transverse momenta of the two jets, the two
leptons, and the missing transverse momentum:
ptotT = ∣Ð→p totT ∣ = ∣

Ð→p ℓ1
T +
Ð→p ℓ2
T +
Ð→p j1
T +
Ð→p j2
T +
Ð→E missT ∣.
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Table 6.2: Variables used for the training of the NN at mH = 150 GeV in the 0-jet
channel (le�) and in the 2-jet channel (right), ordered by their importance.
�e ordering is given by the loss in total correlation to the target. �e
total correlation to the target for the entire set of variables is 0.36 and 0.69
respectively.

Variable Correlation Loss

m(ℓ1ℓ2) 0.25
mT 0.20∣η(ℓ1)∣ 0.11

pT(ℓ1ℓ2) 0.11
EmissT,rel 0.04∣∆y(ℓ1, ℓ2)∣ 0.03

Variable Correlation Loss

m( j1 j2) 0.62
m(ℓ1ℓ2) 0.19

mT 0.18
ptotT 0.12

pT(ℓ2) 0.12∣η(ℓ1)∣ 0.07
m( j1) 0.04

cos θ(ℓ1, ℓ2) 0.03
pT( j1) 0.02

Table 6.3: Variables used for the training of the NN at mH = 180 GeV in the 0-jet
channel (le�) and in the 2-jet channel (right), ordered by their importance.
�e ordering is given by the loss in total correlation to the target. �e
total correlation to the target for the entire set of variables is 0.40 and 0.73
respectively.

Variable Correlation Loss

pT(ℓ1ℓ2) 0.36∣η(ℓ1)∣ 0.11
m(ℓ1ℓ2) 0.09

mT 0.07
EmissT,rel 0.03∣∆y(ℓ1, ℓ2)∣ 0.02

Variable Correlation Loss

m( j1 j2) 0.67
mT 0.20

pT(ℓ2) 0.12
m(ℓ1ℓ2) 0.12

ptotT 0.11∣η(ℓ1)∣ 0.05
cos θ(ℓ1, ℓ2) 0.05

pT( j1) 0.05
m( j1) 0.01
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Table 6.4: Variables used for the training of the NN at mH = 240 GeV in the 0-jet
channel (le�) and in the 2-jet channel (right), ordered by their importance.
�e ordering is given by the loss in total correlation to the target. �e
total correlation to the target for the entire set of variables is 0.40 and 0.73
respectively.

Variable Correlation Loss

pT(ℓ1ℓ2) 0.35
m(ℓ1ℓ2) 0.15∣∆y(ℓ1, ℓ2)∣ 0.12

EmissT,rel 0.08∣η(ℓ1)∣ 0.02
mT 0.01

Variable Correlation Loss

m( j1 j2) 0.69
mT 0.21
ptotT 0.11

pT(ℓ2) 0.08∣η(ℓ1)∣ 0.06
cos θ(ℓ1, ℓ2) 0.03

m( j1) 0.01
m(ℓ1ℓ2) 0.01
pT( j1) 0.01

table 6.4.

6.2.1 Control Regions
Once a set of variables has been chosen based on the criteria outlined above,
the modelling of the input variables is checked in two control regions that
are enriched with the dominating backgrounds: diboson production and t t̄
production. �e diboson control sample is used to check the modelling of
the input variables that are fed into the NNs of the 0-jet channel, while the t t̄-
enriched control sample is used to check the modelling of the input variables
that are fed into the NNs of the 2-jet channel. �e input variables of the two
analysis channels are shown in �gure 6.5 in the diboson control region, and in
�gure 6.6 and 6.7 in the t t̄ control region. Hatched error bands indicate the
total statistical and systematic uncertainty (see chapter 7). Good modelling of
the important diboson and t t̄ backgrounds is found.

�e signi�cance of deviations between the model prediction and the ob-
served data is shown in the lower histograms, following [166]. When com-

87



6 Signal and Background Discrimination

) [GeV]ll(m

E
v
e
n
ts

 /
 1

5
 G

e
V

0

100

200

300

400

) [GeV]ll(m
100 150 200 250 300

s
ig

n
if
ic

.

-3
0
3

 + 0 jetsνμνe→WW→H

Preliminary ATLAS =8 TeVs  -1 dt = 13.0 fbL ∫
Data

=125 GeV
h

Higgs mSM 

W+jets

*+jetsγZ/

b/Wt/tq/ttt
*γ/WγWW/WZ/ZZ/W

 stat)⊕SM (sys 

-prob.: 4 %2χ

 [GeV]Tm

E
v
e
n
ts

 /
 2

5
 G

e
V

0

100

200

300

400

 [GeV]Tm
100 200 300 400

s
ig

n
if
ic

.

-3
0
3

 + 0 jetsνμνe→WW→H

Preliminary ATLAS =8 TeVs  -1 dt = 13.0 fbL ∫
Data

=125 GeV
h

Higgs mSM 

W+jets

*+jetsγZ/

b/Wt/tq/ttt
*γ/WγWW/WZ/ZZ/W

 stat)⊕SM (sys 

-prob.: 9 %2χ

) |
1

(lη| 

Ev
en

ts 
/ 0

.1
8
 

0

100

200

0 0.5 1 1.5 2 2.5

Si
gn

i!
c.

-3

0

3

∫ L dt = 13.0 "-1

Data
mh,SM = 125 GeV 

SM (sys⊕stat) 

χ2-prob.: 91%

√s = 8 TeVh/H→WW(*)→eνμν + 0 jets (WW CR)

W+jets
Z/γ*+jets
tt/Wt/tq/tb
WW/WZ/ZZ/Wγ(*)

|η(ℓ
1
)| 

 (ll) [GeV]
T

P

0

100

200

300

50 100 150
-3

0

3

χ2-prob.: 6%

Ev
en

ts 
/ 6

 G
eV

 
Si

gn
i!

c.
∫ L dt = 13.0 "-1

√s = 8 TeVh/H→WW(*)→eνμν + 0 jets (WW CR)

pT(ℓ
1
ℓ

2
) [GeV] 

Data
mh,SM = 125 GeV 

SM (sys⊕stat) 

W+jets
Z/γ*+jets
tt/Wt/tq/tb
WW/WZ/ZZ/Wγ(*)

 [GeV]
miss

T, rel
E

0

0 50 100

200

400

-3

0

3

χ2-prob.: 38%

Ev
en

ts 
/ 1

0
 G

eV
 

Si
gn

i!
c.

∫ L dt = 13.0 "-1

√s = 8 TeVh/H→WW(*)→eνμν + 0 jets (WW CR)

ET,rel [GeV] miss

Data
mh,SM = 125 GeV 

SM (sys⊕stat) 

W+jets
Z/γ*+jets
tt/Wt/tq/tb
WW/WZ/ZZ/Wγ(*)

) |ll(y Δ| 

0

100

200

300

400

0 0.5 1 1.5 2 2.5
-3

0

3

χ2-prob.: 8%

Ev
en

ts 
/ 0

.1
9

Si
gn

i!
c.

∫ L dt = 13.0 "-1

√s = 8 TeVh/H→WW(*)→eνμν + 0 jets (WW CR)

|Δy(ℓ
1
,ℓ

2
)| 

Data
mh,SM = 125 GeV 

SM (sys⊕stat) 

W+jets
Z/γ*+jets
tt/Wt/tq/tb
WW/WZ/ZZ/Wγ(*)
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Table 6.5:�e estimated number of signal and background events a�er themaximum-
likelihood �t for 13 fb−1 of integrated luminosity in the 0-jet channel and in
the 2-jet channel a�er all selection cuts. �eW+jets background is entirely
determined from data [139]. �e uncertainties quoted in the table are de-
termined as the sum in quadrature of two sources: the total rate uncertainty,
see table 7.1, and the corresponding cross-section uncertainties. Since the
W+jets background is derived from collision data the uncertainties of the
data-driven estimation are used. �e lowermost row shows the observed
numbers of events in the data.

Process 0 jet 2 jet Top CR WWCR

Signal (mhSM) 154 ± 30 20.6 ± 2.6 6.08 ± 0.86 1.21 ± 0.21
WW/WZ/ZZ/Wγ(∗) 1290 ± 330 71 ± 20 24.9 ± 7.0 1320 ± 350
Z/γ∗ + jets 41 ± 15 193 ± 72 84 ± 31 15.6 ± 6.4
W+jets 135 ± 58 23.4 ± 9.7 18.3 ± 7.6 78 ± 32
t t̄/tW/tb/tqb 184 ± 51 176 ± 81 1850 ± 460 330 ± 100
Total background 1650 ± 450 460 ± 180 1980 ± 510 1740 ± 490
ShSM/B 0.09 0.04 − −
Observed 1815 483 1986 1725

puting the signi�cance, only statistical uncertainties are taken into account.
Beneath the signi�cance histogram the χ2 probability is shown. �e χ2 prob-
ability is explained in section 5.3.
In the subsequent statistical analysis, the a-priori estimates are re-evaluated

in the maximum-likelihood �t to the NN-discriminants and the event yield in
the t t̄ control region. In this �t, the top-quark background is entirely free to
�oat, while the diboson and Z/γ∗+ jets backgrounds are �oating within the
uncertainties of the a-priori estimates given in table 5.3. �eMC prediction in
�gure 6.5 – 6.7 is normalised to the event yields in table 6.5. �e last bin of the
histograms represents an over�ow bin. �e normalisation factor β for each
process obtained by the maximum-likelihood �t is shown in table 6.6. �e
�tted value of the SM Higgs-boson event yield is very well compatible with
that measured in the H →WW∗ SM analysis [139].
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Table 6.6:Normalisation factor β for each process obtained by the maximum-
likelihood �t to the NN discriminant optimised at mH = 150 GeV. Only
the statistical uncertainties on the normalisation factors are shown.

Process β ± ∆β (stat)

SM(ggF) 1.6 ± 0.66
SM(VBF) 0.9 ± 1.04
Z/γ∗ + jets 1.0 ± 0.10

t t̄/tW/tb/tqb 1.1 ± 0.03
WW/WZ/ZZ/Wγ(∗) 1.1 ± 0.07

6.2.2 Training of Neural Networks

�e analysis proceeds with the training of the NNs. A three-layer feed-forward
architecture with six hidden nodes is used for all NNs (see �gure 6.8). Bayesian
regularisation techniques are applied for the training process to damp statistical
�uctuations in the training sample and to avoid overtraining. �e ratio of
signal events to background events in the training is chosen to be 1:1, while the
di�erent background processes are weighted relative to each other according
to the number of expected events.

�e input layer contains one input node for each input variable plus one
bias node, which is used to shi� the weighted sum of the input variables to
the sensitive region of the sigmoid function to avoid saturation e�ects. �e
output value o of each network is calculated by

o = S (∑
m

wm × S (wm,Bias +∑
l

wml ĩl)) , (6.3)

where ĩl is the value of the decorrelated input variable l a�er the preprocessing.
wml is the weight that connects the node l of the input layer to the node m
of the hidden layer, while the weight wm connects the node m of the hidden
node to the output node. wm,Bias is the weight that connects the bias node to
the nodem of the hidden layer. �e indices l andm are running over all input
nodes and all hidden nodes, respectively. S(x) is the sigmoid function, which
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Figure 6.8:Overview of the architecture of a feed-forward NN with three layers and
six hidden nodes optimised in the 0-jet channel at mH = 150 GeV. �e
input variables are sorted by importance. �ickness as well as blackness
of the arrows visualise the absolute values of the weights, which represent
the single signi�cance of each variable.

is de�ned by

S ∶ (−∞,+∞) → (−1, 1), x ↦ 2
1 + exp(−x) − 1 . (6.4)

wml and wnm are iteratively adjusted to minimise the deviation of the
actual network output to the desired output, i.e. the speci�ed target. In
Neurobayes, the entropy loss function E is used as the numerically minimised
function:

E = ∑
i
log( 1

2
(1 + Tioi) + ε) . (6.5)

Ti and oi represent the network target value and the output value of event i,
respectively. To avoid numerical problems at the beginning of the training,
ε is used as a small regularisation factor, which is reduced in each training
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Figure 6.9:�e expected linear relation (solid line) and the actual signal purity as a
function of the output of the NN optimised at mH = 180 GeV in the 0-jet
channel (le�) and in the 2-jet channel (right).

iteration. A completely wrong classi�cation, i.e. Ti = 1 and oi = −1 or vice
versa, leads to an in�nitely large value of the entropy loss function, E → ∞,
while a completely correct classi�cation, Ti = oi = 1 or Ti = oi = −1, leads to
E = 0. �e maximum number of training iterations is set to one hundred and
the momentum of the training, which adds a fraction of the previous weight
update to the current one, is speci�ed to be 0.5. �e purity p should be a linear
function of the NN output if the network is fully trained:

P = oi + 1
2
. (6.6)

Figure 6.9 shows this relation for the NN optimised at mH = 180 GeV in the
0-jet channel (le�) and in the 2-jet channel (right).
A linear transformation is used to scale the NN output values from the

interval [-1, 1] to [0, 1]. �e resulting distributions of the 2HDM signal and
the sum of all pre-�t background estimates normalised to unit area are shown
in �gure 6.10 for the NNs optimised atmH = 150 GeV, 180 GeV, and 240 GeV.
�e light Higgs boson h in a 2HDM at a given mass has the same kinematic
distribution as the SM Higgs boson at the same mass. Only the predicted
rate is changed as explained in section 2.2.2. �erefore, the shape of the NN
discriminant of the light Higgs boson h in a 2HDM is the same as the one of a
pure SM Higgs boson. In the same way the shape of the NN discriminant of
the heavy Higgs boson H in a 2HDM corresponds to a pure SM Higgs boson
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Figure 6.10:Normalised discriminant distributions obtained for the NNs optimised
at mH = 150 GeV, 180 GeV, and 240 GeV (from top to bottom) for the
2HDM signal and SM background processes, on the le� in the 0-jet
channel and on the right in the 2-jet channel [164]. �e distributions are
normalised to unit area.
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at the respective mass.
A�er the training is completed, the modelling of the NN-discriminant

distributions is checked in the t t̄ control region and in the diboson control
region. �ese distributions are shown in �gure 6.11. It is important to note that
theNNs have to be evaluated in the same phase-space region as used during the
training. Since the diboson control region is de�ned bym(ℓ1ℓ2) > 80 GeV, the
value ofm(ℓ1ℓ2) can not be used to evaluate the NNs in this region. �at is why
the input variable m(ℓ1ℓ2) of each event is randomly chosen between 10 and
75 GeV to check the modelling of the NNs in theWWCR.�eMC prediction
in �gure 6.11 is normalised to the event yields in table 6.5.

�e agreement between the model and the observed data is very good,
and the next step of the analysis is the application of the NNs to the events in
the signal samples. �e corresponding distributions of the NN discriminants
are shown in �gure 6.12. �e distributions observed in collision data are
compared to a model based on simulated events for which the contribution of
each process is normalised to the event yields in table 6.5 including the SM
Higgs boson. �e�t is performed to theNN-discriminant distributions trained
at mH = 150 GeV (on the top of �gure 6.12), simultaneously. �e obtained �t
values are used to normalise the other NN-discriminant distributions as well.
�e statistical analysis of the resulting discriminant distributions is discussed
in chapter 8.

�e distributions of the input variables are checked in the signal regions by
comparing the data to the distributions predicted by the model of simulated
events normalised to the event yields in table 6.5, as described above. �e
distributions of the all input variables in the 0-jet and 2-jet channels are shown
in �gure 6.13 – 6.15. A good agreement between data and the SM prediction is
found.
Multivariate analysis techniques are in general prone to overtraining, which

means learn the kinematic con�guration by heart. Overtraining compromises
the result and leads to a bias if the network is applied to analyse collision data.
�e overtraining in NeuroBayes is thoroughly checked during the training
process. Only 80% of the MC events are used to train the NN by minimising
the entropy loss function, while the other 20% of MC events are used as
overtraining test sample. �e values of the entropy loss function for the
training and test samples are shown in �gure 6.16. An increase of the value
of the entropy loss function on the test sample, would indicate overtraining.
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signal region of the 2-jet channel. �e contribution of each process is
normalised to the event yields of the 2-jet signal channel in table 6.5. �e
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Figure 6.15:Distributions of the three lowest-ranking input variables of the NN in
the signal region of the 2-jet channel. �e contribution of each process
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Figure 6.16: Entropy loss function in the 0-jet channel (top) and in the 2-jet channel
(bottom) during the training of the neural networks. In black is the
training sample and in red the overtraining test sample. �e x-axis
shows the number of steps in the learning process. �e abrupt rise of
the entropy loss function to 0 indicates the end of the training process.
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No overtraining is observed. Figure 6.16 also shows that NeuroBayes requires
only 4 to 14 iterations to �nish the training.
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Systematic Uncertainties
Systematic uncertainties on the normalisation of the di�erent backgrounds, on
the signal acceptance, and on the shape of the NN-discriminant distributions
for signal and background processes reduce the sensitivity of the search for
Higgs-boson production. Systematic uncertainties arise due to the limited
understanding of the residual di�erences between data and Monte Carlo sim-
ulations for the reconstruction and energy calibration of jets, electrons, and
muons. Other sources of systematic uncertainties are due to the modelling
of physics processes in simulations. All considered uncertainties are fully
propagated through the entire analysis. �e following categories of systematic
uncertainties are considered:

Jetmodelling �emain source of uncertainty on themodelling of jets comes
from the jet energy scale (JES) [150]. For the jet de�nition applied in this
analysis, the JES uncertainty varies from 2% to 14% as a function of pT and
η. Figure 7.1 shows the uncertainties on the shape of the NN-discriminant
distributions due to the uncertainty on the JES of the forward jets, i.e. in the
region ∣η∣ > 2.5 where the JVF criterion in equation (5.4) is not e�ective. An
additional contribution to the JES uncertainty is caused by pile-up e�ects and
ranges from less than 1% to 4% as a function of jet pT and η. For b-quark-
induced jets an additional JES uncertainty of 0.8% to 2.5%, depending on
the jet pT, is added in quadrature to the JES uncertainty. �e �avour of the
b-quark-induced jets is identi�ed by truth information.
Scale factors, determined from collision data [170], are applied to correct

the b-tagging performance in simulated events to match the data. �e uncer-
tainties on the scale factors vary from 10% to 20% for b-jets. For light-quark
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Figure 7.1:Uncertainties on the shape of the NN discriminant due to the uncertainty
on the JES of the forward jets for di�erent groups of physics processes:
(a) Diboson production (WW ,WZ, ZZ,Wγ(∗)), (b) top-quark produc-
tion (t t̄,Wt, tq, tb̄), (c) Drell-Yan, Z+jets, andW+jets production, and
(d) VBF Higgs-boson production. �e black dots represent the nominal
NN-output distribution. �e red and blue markers represent the up and
down shape variations, respectively, which are obtained by evaluating
the NN on the systematically altered samples. In the lower histogram,
the relative di�erence between the nominal shape and the systematically
shi�ed shapes is shown. �e uncertainty due to the JES is causing the
largest uncertainties on the shape of the NN discriminant of all considered
sources of uncertainty.
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jets, the mis-tagging uncertainty ranges from 20% to 50% as a function of jet
pT and η.
Uncertainties on the modelling of the jet energy resolution (JER) also

contribute and are estimated from collision data. Additional uncertainties
arise from the modelling of jets with pT < 20 GeV as well as from so� energy
deposits in the calorimeter that are not associated with reconstructed physics
objects. Other minor uncertainties are assigned to the reconstruction of EmissT
and to account for the impact of pile-up collisions on EmissT .

Lepton modelling Uncertainties in the electron and muon reconstruction,
identi�cation, and trigger e�ciencies are estimated using tag-and-probe meth-
ods on samples enriched with Z → ℓℓ, J/ψ → ℓℓ, or W± → ℓν (ℓ = e , µ)
events [155–157]. Other components include the electron and muon energy
scale.

Luminosity �e uncertainty on the integrated luminosity is 3.6%. �e pre-
liminary calibration of the luminosity scale is derived from beam-separation
scans performed in April 2012, as described in [171].

PDFs �e systematic uncertainties related to the parton distribution func-
tions are taken into account for all processes using simulated events. �e
events are reweighted according to each of the PDF-uncertainty eigenvectors,
using the uncertainties for the CT10 [91] PDF sets, the MSTW2008nlo [172] PDF
sets, and the NNPDF2.0 [173] sets. �e uncertainties are calculated using the
formula given in equation (43) of [174]. Following the PDF4LHC recommenda-
tion, the �nal PDF uncertainty is calculated as the envelop of the uncertainty
bands of the three PDF sets. Figure 7.2 shows the e�ciencies of theWW and
t t̄ processes, respectively, for the di�erent eigenvectors. �e resulting envelop
is also shown.

Generator and parton shower Uncertainties in the modelling of the event
kinematics with Monte Carlo generators are taken into account for the top-
quark background and the diboson background. �e uncertainty due to
the choice of POWHEG as generator for the diboson background is estimated
by comparing the event rate and the shape of the NN discriminants to the
ones obtained with MC@NLO. �e generator uncertainty on the t t̄ background
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Figure 7.2: Estimated selection e�ciencies relative to the nominal selection and their
uncertainties for the CT10 [91] PDF set, the MSTW2008nlo [172] PDF set,
and the NNPDF2.0 [173] set as a function of the eigenvector for theWW
process in the 0-jet channel (le�) and the t t̄ process in the 2-jet channel
(right).

is estimated by comparing MC@NLO and ALPGEN. In addition, uncertainties
are assigned to the modelling of the parton showers and hadronisation by
interchanging the modelling between PYTHIA and HERWIG.

Pile-up �e uncertainty on the modelling of pile-up events is determined
by varying the average number of collisions per bunch crossing in simulated
events.

MC statistics �e impact of using simulation samples of limited size is also
taken into account. �is is done by generating pseudo-experiments, in which
the distributions of the NN discriminants is varied within their statistical
uncertainty.

Background rates �e rate of the top-quark background is normalised us-
ing the event yield in a control region as one component in the maximum-
likelihood �t. However, when generating the pseudo-experiments for the
statistical analysis the theoretical cross-section uncertainty of 22% is taken
into account. �eW+jets background arises from a jet being misidenti�ed as
a lepton. �e uncertainty on understanding the misidenti�cation rate and the
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Figure 7.3:Distribution of m( j1 j2) (le�) and m(ℓ1ℓ2) (right) in the top CR a�er the
the following cut on the NN output is applied: NN < 0.8. �e contribution
of each process is normalised to the �tted event rate (see table 6.6). �e
last bin of the histogram represents an over�ow bin.

resultingW+jets event rate is 43% in the 0-jet channel and 41% in the 2-jet
channel (see section 5.3). �e diboson and Z+jets backgrounds are normalised
according to the cross sections predicted by theoretical computations and the
corresponding uncertainties are quoted in table 7.1.
In the previous chapter, it was shown that two forward jets are characteristic

for the VBF topology. �e ranking of the variables in the 2-jet channel (see
table 6.2–6.4), which underlines the importance of the forward η region,
indicates m( j1 j2) to be the most import variable. However, the events in
the top CR, which contain at least one b-tagged jet, are located more o�en
in a di�erent phase-space region, i.e. in the region ∣η∣ ≤ 2.5 because of the
geometrical acceptance of ATLAS. A cut on the NN discriminant optimised
at mH = 150 GeV (see �gure 6.11) has been applied to check the distributions
of the input variables in the top CR with jets close to the signal phase-space
region, i.e. in the region between η = 2.5 and η = 4.5. It is required that
NN > 0.8. Besides a good modelling of all input variables in the top CR
that contains signal-like events, the distributions reveal a slight o�set in the
normalisation, which is shown in �gure 7.3. �is rate di�erence is covered by
a large cross-section uncertainty of 22%, which is assigned to top processes,
i.e. t t̄/tW/tb/tqb.
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7 Systematic Uncertainties

Signal cross section �e relative uncertainty on the signal cross sections
(gluon fusion, VBF, andWH/ZH) is determined following [46, 133] including
uncertainties on the QCD renormalisation and factorisation scales, and uncer-
tainties on the underlying event and parton shower. �e uncertainties on the
QCD renormalisation and factorisation scales are evaluated by independent
up and down variation of the scale by a factor of two. �e relative cross-section
uncertainty of these processes is assumed to be 25% for gluon fusion in the
0-jet channel and 30% in the 2-jet channel, while the uncertainty on the com-
bined VBF/WH/ZH category is 10%. �ese uncertainties also account for
uncertainties in the modelling of the underlying event. �e cross-section
uncertainties in the gluon-fusion process are treated uncorrelated between
the 0-jet channel and the 2-jet channel, since they arise from di�erent sources.

�e rate and cross-section uncertainties of the background processes that
aremodelled based on simulated events are summarised in table 7.1. In addition
to the rate and cross-section uncertainties, shape uncertainties for jet, lepton,
and pile-up modelling as well as uncertainties for generators are taken into
account.
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Table 7.1: Relative systematic rate uncertainties for background processes in the 0-jet
channel and the 2-jet channel. �e uncertainties are rounded to full per cent,
but all uncertainties that are smaller than 1% are rounded up. As described
in the main text, the exact value of the luminosity uncertainty is 3.6% for
each process. DY stands for Drell-Yan processes and the single top-quark
processes are denotedWt/tq/tb̄.

Process Channel WW/WZ tt̄/Wt DY
ZZ/Wγ(∗) tq/tb̄ Z+jets

Jet modelling
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

3%
11%

14%
37%

10%
12%

Lepton modelling
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

2%
2%

2%
2%

6%
2%

Lumi
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

4%
4%

4%
4%

4%
4%

PDF
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

6%
5%

6%
7%

6%
5%

Generator
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

1%
2%

3%
22%

−−
Pile-up modelling

⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

2%
1%

1%
1%

2%
1%

Parton Shower
⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

−− 7%
13%

−−
Total

⎧⎪⎪⎨⎪⎪⎩
0-jet
2-jet

8%
13%

18%
46%

14%
14%

Cross Section 25% 22% 34%
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Hypothesis Tests
To estimate a possible signal content of the selected samples, a binned

maximum-likelihood �t is performed to the NN-output distributions and to
the event yield in the t t̄ control region. Including all bins of the NN-output
distributions in the �t has the advantage of making maximal use of all signal
events remaining a�er the event selection, and, in addition, allows for the
determination the background in-situ. �e likelihood �t is performed sim-
ultaneously in both signal channels, that is the 0-jet channel and the 2-jet
channel, and in the t t̄ control region. In the t t̄ control region only the event
yield is considered, since it is very pure and discrimination between di�erent
processes is not needed. �e sensitivity to the background rates is given by the
background dominated region of the NN output distribution, that is the region
close to zero, and the event yield in the t t̄ control region.

�e binned likelihood function L used in the �t is given by the product of
Poisson likelihoods P for the individual histogram bins k and Gaussian priorsN with a mean of one and a width of ∆ j:

L(βsi , βbj ) =∏
k
P (nk , µk (βsi , βbj )) × B−1∏

j=1
N (βbj , 1, ∆ j) . (8.1)

Within the likelihood function the predicted signal and background rates
are multiplied by scale factors βsi for the signal processes and βbj for the back-
ground processes, respectively. �e indices i and j running over all signal and
background processes, respectively. Gluon fusion and VBF are considered
as di�erent processes, so that each Higgs boson of a 2HDM has two signal
processes. �erefore, i is running over four signal process. nk is the number
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8 Hypothesis Tests

of observed events in bin k, and µk is the mean value of the estimated number
of expected events

µk (βsi , βbj ) = S∑
i

µk (βsi) + B∑
j=1

µk(βbj ) (8.2)

= S∑
i

βsi ν̃si αsk,i + B∑
j=1

βbj ν̃bj αbk, j , (8.3)

where ν̃si and ν̃bj represent the predicted number of events of the signal process
i and the background process j, respectively. αsk,i and αbk, j denote the relative
fraction in bin k of events of the signal process i and the background process
j, respectively. �e Gaussian priors constrain the rate of each background
process j ∈ {1, ..., B − 1}, except for the t t̄ background j = B, and are de�ned
by

N (βbj , 1, ∆ j) = 1
2π∆2j

exp
⎛⎜⎝
−(βbj − 1)2
2∆2j

⎞⎟⎠ , (8.4)

where ∆ j represents the relative uncertainty on the cross section of the back-
ground process j. �e Poisson likelihood is de�ned by

P(nk , µk) = e−µk µnk
k

nk!
. (8.5)

�e meaning of all ingredients of the likelihood function are explained in
table 8.1.
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Table 8.1:Notations and meaning of all functions, variables, and indices used in the
likelihood function.

Function Meaning

L Likelihood functionP Poisson likelihoodN Gaussian priors

Variable Meaning

βsi Scale factor of the signal process i
βbj Scale factor of the background process j
nk Number of observed events
µk Mean value of the estimated number of expected events
∆ j Relative uncertainty on the cross section of the background

process j
ν̃si Predicted number of events of the signal process i
ν̃bj Predicted number of events of the background process j

αsk,i Relative fraction in bin k of events of the signal process i
αbk, j Relative fraction in bin k of events of the background

process j
S Number of signal processes
B Number of background processes

Index Meaning

k Histogram bin
i Signal process
j Background process
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8 Hypothesis Tests

8.1 �e q-value Test Statistic
�e compatibility of the observed data with di�erent signal hypotheses, which
depend on the parameters of the 2HDM, and the background-only hypothesis
is evaluated by performing frequentist hypotheses tests based on pseudo-
experiments. Two hypotheses are compared. �e null hypothesis H0 assumes,
that there is no Higgs boson at all. �e signal hypothesis H1 assumes a Higgs-
boson signal as predicted by a speci�c 2HDM, depending on the values of
cos α, tan β, and mH . �e light Higgs-boson h of a 2HDM is part of the
signal hypothesis, and the mass of the h boson is assumed to be 125 Gev.
In this way the light Higgs-boson is compatible with the Higgs-like boson
observed at 125 Gev. �e signal strength of the h boson used in the statistical
test is the one predicted by the 2HDM under consideration. In addition,
the signal hypothesis includes the contribution of the heavy Higgs-boson
H of the considered 2HDM. �erefore, both Higgs-bosons of a 2HDM are
treated collectively and the combined signal model corresponds to∑S

i µk (βsi)
events in bin k in the likelihood function. For both scenarios ensemble tests,
that is large sets of pseudo-experiments, are performed as described in [175].
As a test-statistic the so-called q-value is used. �e q-value is de�ned as

q ≡ −2 ln⎛⎜⎝
L(βs = 1, β̂bj)
L(βs = 0, ˆ̂βbj)

⎞⎟⎠ , (8.6)

where L(βs = 1, β̂bj) is the likelihood function evaluated when �xing the sig-
nal cross sections to their predicted values in the 2HDM, i.e. βs = 1, whileL(βs = 0, ˆ̂βbj) is the likelihood function evaluated by setting the signal cross
sections to zero, i.e. βs = 0. �e background scale factors βbj are le� free
to �oat in both cases within their uncertainties. �e two �ts yield the two
maxima L(βs = 1, β̂bj ) and L(βs = 0, ˆ̂βbj ), respectively. �e hats indicate the
estimators of the scale factors, which are determined in the �t. �e q-value is
computed for each of the two hypotheses of each pseudo experiment. Each
time the pseudo data are �tted twice to obtain the two values of the likelihood
function.
By running a large set of pseudo experiments one obtains the q-value distri-
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8.2 Exclusion Limits

bution of the null hypothesis, denoted by g0(q), and the q-value distribution
of the signal hypothesis g1(q). By normalising these distributions to unit area,
one obtains the probability densities ĝ0(q) and ĝ1(q).
To test the compatibility of the observed data with the two hypotheses H0

and H1, one computes the observed q-value qobs by �tting the discriminant
distributions in data and compares qobs with the two probability densities
ĝ0(q) and ĝ1(q).
8.2 Exclusion Limits
�eCLsmethod [176, 177] is used to derive con�dence levels (CL) for a certain
value of qobs. Based on the q-value probability densities ĝ0(q) and ĝ1(q) one
�rst computes the background p value, also referred to as pb, and the signal
plus background ps+b value as follows (see �gure 8.1):

pobsb = pb (qobs) = ∫ qobs

−∞

ĝ0 (q′) dq′ (8.7)

pobsb+s = pb+s (qobs) = ∫ −∞

qobs
ĝ1 (q′) dq′ . (8.8)

�e expected p values pexpb and pexpb+s are calculated by using themedian of the ĝ1
and ĝ0 distributions, q̃expĝ1 and q̃expĝ0 , as the upper and lower bound, respectively
(see �gure 8.1):

pexpb = pb (q̃expĝ1 ) = ∫ q̃expĝ1

−∞

ĝ0 (q′) dq′ (8.9)

pexpb+s = pb+s (q̃expĝ0 ) = ∫ −∞

q̃expĝ0

ĝ1 (q′) dq′ . (8.10)

�e de�nition of CLs is given by:

CLs = pb+s
1 − pb

. (8.11)

Due to the denominator, the CLs method includes the sensitivity to dis-
tinguish between the considered hypotheses and thus avoids spurious ex-
clusions. A particular signal hypothesis H1, determined by a triplet of the
2HDM parameters cos α, tan β, andmH , is excluded at the 95% CL if one �nds
CLs < 0.05.
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Figure 8.1: Example distribution of ĝ0 (blue) and ĝ1 (red). �e observed p values
are shown on the top, where the area under ĝ0 from minus in�nity to
qobs represents the observed p value in the null Hypothesis: pobsb . �e
area under ĝ1 from qobs to plus in�nity represents the observed p value in
the signal Hypothesis: pobsb+s. �e expected p value in the null Hypothesis
pexpb is depicted on the bottom by the area under the ĝ0 distribution from
minus in�nity to g̃1, i.e. the median of the ĝ1 distribution. �e expected
p value in the signal Hypothesis pexpb+s is depicted by the area under the ĝ1
distribution from g̃0 to plus in�nity.
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8.3 Comparison of Sensitivity

8.3 Comparison of Sensitivity
In this section, the sensitivity of the analysis described in this thesis is com-
pared to what the SM H→WW(∗)→ ℓνℓν analysis published in [139] can
achieve. In both analyses, the null hypothesis is identical, but the signal hypo-
thesis of this analysis has to be changed to accommodate the SM Higgs boson.
�erefore, in this section, the signal hypothesis consists of all background
processes plus the SM Higgs boson.

�e expected 95% CL upper limits on the cross section divided by the SM
Higgs-boson cross-section expectation have been calculated to test whether
the sensitivity of this analysis is comparable with the SM H→WW(∗)→ ℓνℓν
analysis. To calculate the expected 95% CL upper limits the SM cross section is
varied. If the computed CLs value is larger than 0.05, we successively generate
ensembles of pseudo experiments with increasing cross-section of the signal
process and compute the corresponding CLs value (see equation (8.11)) until it
reaches 0.05. �e observed limit is determined applying the same procedure
using the observed q value qobs.

�e production cross section that reaches the CLs value of 0.05 is excluded
at 95% CL and denotes the expected limit. Figure 8.2(a) shows the exclusion
limit of the cut-based SM analysis from [139], which combines the 0-jet chan-
nel and the 1-jet channel. �e cut-based SM analysis expected to exclude
a SM Higgs boson with a mass larger than 127 GeV. �e lower limit of the
exclusion power of this analysis, using the 0-jet channel only, is at 125 GeV
(see �gure 8.2(b)). �e sensitivity of the presented analysis is quite comparable
to what the SM H→WW(∗)→ ℓνℓν analysis can achieve.

�e±1σ uncertainty bands are calculated by changing the upper limit of the
integral in (8.9) and the lower limit of the integral in (8.10) to the ±1σ quantiles
of the ĝ0(q) and ĝ1(q) distributions. In the same way, the ±2σ uncertainty
band are calculated by changing the limits of the integrals to the corresponding±2σ quantiles of ĝ0(q) and ĝ1(q).

�e expected 95% CL upper limits on the SM Higgs-boson cross-section
expectation in the 2-jet channel are shown in �gure 8.2(c). �ese limits have
been compared internally in ATLAS with the expectation of the SM analysis
and feature similar exclusion power.

119



8 Hypothesis Tests

 [GeV]
H

m
115 120 125 130 135 140 145 150

S
M

σ/
σ

9
5
%

 C
L
 L

im
it
 o

n
 

-110

1

10

210 Obs. 

Exp. 

σ1 ±

σ2 ±
-1Ldt = 13 fb∫ = 8 TeV: s

ATLAS Preliminary

 (0/1 jets)νeνμ/νμνe→
(*)

WW→H

(a)

±1 σ
±2 σ

Exp.

120 140 160 180 200

√s = 8 TeVh/H→WW(*)→eνμν + 0 jets

∫ L dt = 13.0 "-1

95
%

 C
Ls

 L
im

it 
on

 σ
/σ

SM
 

10-1

1

10

mH [GeV]

(b)

95
%

 C
Ls

 L
im

it 
on

 σ
/σ

SM
 

10-1

1

10
±1 σ
±2 σ

Exp.

120 140 160 180 200

√s = 8 TeVh/H→WW(*)→eνμν + 2 jets

∫ L dt = 13.0 #-1

mH [GeV]

(c)

Figure 8.2: Expected 95% CL upper limits on the cross section normalised to the SM
Higgs-boson cross section of the SM cut-based analysis (a) from [139], in
which the 0-jet and 1-jet channel are combined, in comparison with the
SM exclusion limit of this analysis in the 0-jet channel (b). Expected 95%
CL upper limits on the cross section in the 2-jet channel normalised to
the SM Higgs-boson cross section is shown in �gure (c). �e dashed and
full black line show the expected and observed limit as a function of mH ,
respectively. �e green and yellow bands indicate the regions of ±1σ and
±2σ uncertainty, respectively, in which the limit is expected to lie in the
absence of a signal.
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Results
�e simulation of the light and the heavy Higgs boson of the 2HDMs is based
on the MC samples generated for the SMHiggs boson. �e coupling constants
of the SM Higgs boson are changed in a consistent way according to table 2.4.
As a consequence of the di�ering coupling constants, the total decay width of
both Higgs bosons, Γh/H

tot , is also changed relative to the decay width of the SM
Higgs boson ΓhSM

tot . �erefore, Γ
h/H
tot has to be checked before calculating the

con�dence limits as explained in the last chapter. Figure 9.1 shows ΓhSM
tot as a

function of mhSM ranging between 90 GeV and 1000 GeV. In the mass region
in which a good sensitivity to the signal can be achieved, 135 GeV–300 GeV,
the maximal value of ΓhSM

tot is 10 GeV. If the di�erence between Γ
hSM
tot and Γ

h/H
tot

is small compared to the mass resolution of about 18 GeV in the h/H →
WW(∗) → eνµν channel (see section 6.2), the change of kinematic topologies
of the MC samples of the SM Higgs boson is negligible compared to the H
boson of the 2HDMs. �is check has to be done for all considered masses of
the two Higgs bosons as well as for all values of α and tan β to decide in which
regions a limit can be calculated reliably.
Γh/H
tot is calculated in the cos α–mh/H plane for various values of tan β as

follows:
Γh/H
tot = ΓhSM

tot ∑
X
B (hSM → XX) · (ξX

h/H)2 , (9.1)

where the coupling constants ξX
h/H are taken from table 2.4 and X = W , Z , b.

For tan β = 3 and tan β = 50 the total decay width of the heavy Higgs boson
are shown in �gure 9.2. In the type-I 2HDM, the total decay width is almost
independent of tan β and with maximum values around 8 GeV, noncritical
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Figure 9.1: Total decay width of the SM Higgs boson as a function of its mass [46].

compared to the total decay width of the SM (see �gure 9.2(a) and 9.2(b)). In
the type-II 2HDM, the shape of the total decay width changes much between
tan β = 3 and tan β = 50. But nonetheless, with a maximum value around
12 GeV the total decay width is non-critical for small values of tan β (see �g-
ure 9.2(c)) as well as for high values of tan β (see �gure 9.2(c)) compared to the
total decay width of the SM Higgs boson. �erefore, all values of tan β can be
investigated in the mass range from 135 GeV to 300 GeV.

�e search for a heavy Higgs boson is performed for a large part of the
2HDM parameter space, considering type-I as well as type-II models. �e
mixing angle α is scanned in cos α in steps of 0.1. �e following values of tan β
are considered: 1, 3, 6, 20 and 50, for the type-I model as well as for the type-II
model. �e mass range of 135 < mH < 300 GeV is considered for the mass of
the CP-even Higgs boson H, avoiding the mass region close to the light Higgs
boson at mh = 125 Gev. �e mass range is scanned in steps of 5 GeV from
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Figure 9.2:�e total decay width of the heavy Higgs boson in the type-I 2HDM for
tan β = 3 (a) and tan β = 50 (b), and in the type-II 2HDM for tan β = 3 (c)
and tan β = 50 (d).
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9 Results

mH = 135 GeV to 200 GeV and in steps of 20 GeV in the range from 20 GeV
to 300 GeV. For each combination of these parameters the CLs values are
determined and exclusion contours are drawn in the cos α–mH plane at the
95% CL. �e results are given in �gure 9.3 for type-I 2HDM and in �gure 9.4
for type-II 2HDMs. For further illustration exclusion contours at the 99% CL
are also displayed.
To get an understanding of the a-priori sensitivity of the analysis, the ex-

pected exclusion contours are computed. In this calculation, the median of the
ĝ0(q) and ĝ1(q) distribution are used as limits of the integral in equation (8.10)
and equation (8.9), respectively. In general, one �nds a very good agreement
between the expected and the observed exclusion. In most cases, the observed
exclusion is slightly smaller than the expected one, since one �nds an excess
of events over the expectation. �is is particularly true when approaching
the mass region close to the observed Higgs boson at 125 GeV, which was not
included in the null hypothesis. Not including it reduces the background es-
timate and diminishes the region, in which the heavy Higgs boson is expected
to be excluded at a CL of 95% and 99%, respectively.
In the mass region from 135 to 200 GeV, a large part of the cos α–mH plane

can be excluded. In type-I models with cos α ≈ 0 and tan β = 1, masses up
to 250 GeV are excluded. For type-II models the excluded region shrinks
strongly with increasing tan β, since the branching fraction to theWW �nal
state decreases. �e reason for this is that the couplings to third generation
fermions, namely the bottom quark and the tau lepton, scale with tan β in
type-II models. As the branching fraction to bb̄ and τ+τ− �nal states increases,
the branching fraction of theWW channel decreases.

�e Higgs boson observed at a mass of approximately 125 GeV features
SM-like characteristics as shown in up-to-date results by ATLAS [178–180]
and CMS [181–183]. To exclude the heavy Higgs boson of a 2HDM in the
context of a SM-like Higgs boson the null hypothesis has to be changed, while
the signal hypothesis still remains the same representing a 2HDM. In this
approach, the Higgs boson with a SM cross section at 125 GeV is included in
the null hypothesis as an additional process.
To check that the analysis presented in this thesis is sensitive to discover a

heavy 2HDMHiggs boson compared to a null hypothesis representing the SM,
the expected p value, pexpb , in Gaussian standard deviations are shown in �g-
ure 9.5 for tan β = 1 in the type-I and type-II 2HDM. Figure 9.5 shows that this
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Figure 9.3: Exclusion contours in the cos α–mH plane for type-I 2HDMs [164].
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Figure 9.4: Exclusion contours in the cos α–mH plane for type-II 2HDMs. �e sub-
�gures with the label ATLAS Preliminary are taken from [164].
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Figure 9.5: Contour plots of expected signi�cance in Gaussian standard deviations
for the type-I model (a) and the type-II model (b). �e SM Higgs boson
is included as part of the null hypothesis [164].

analysis reaches a sensitivity larger than 2σ for masses up to almost 250 GeV
and a sensitivity larger than 3σ formasses slightly above 200 GeV.
Figure 9.6 and �gure 9.7 show the calculated exclusion contours for the

type-I and type-II 2HDM, respectively, when including the Higgs boson with
a SM cross section at 125 GeV in the null hypothesis as an additional process.
Di�erences between the expected and observed exclusion regions are apparent
in the low mass region in �gure 9.3 and �gure 9.4, whereas in �gure 9.6 and
�gure 9.7 these di�erences vanish because of the SM Higgs boson in the null
hypothesis. In the mass region from 135 to 200 GeV, a large part of the cos α–
mH plane can be excluded, even when the SM Higgs boson is taken into
account in the null hypothesis.
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Figure 9.6: Exclusion contours in the cos α–mH plane for type-I 2HDMs [164]. �e
SM Higgs is included as part of the null hypothesis.
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9 Results

9.1 Fermiophobic Higgs Boson
�e 2HDMs exhibit several interesting phenomenological limits, when con-
sidering speci�c parameter settings. One of these special parameter regions
de�nes the fermiophobic limit, in which α = 0 so that the heavy Higgs boson
H has a zero coupling to fermions at tree level and becomes a fermiophobic
Higgs boson (see table 2.4). In the fermiophobic model (FPM) the VBF cross
sections are the same as in the SM, but the branching ratios di�er, in particular
in the low mass region. One consequence of the change of the branching
ratios is that the H →WW(∗) decay mode outweighs all other decay modes
in the entire mass range from 135 GeV to 300 GeV. �e product of the cross
section times branching ratio ranges from 1.25 pb at mH = 135 GeV to 0.31 pb
at mH = 300 GeV.
In �gure 9.8, the resulting expected and observed limits on the production

cross section of a fermiophobic Higgs boson is shown as a function of mH .
�e existence of a fermiophobic Higgs boson is excluded at the 95% CL in
the mass range from 147.3 – 184.4 GeV, while the expected exclusion in the
absence of a signal ranges from 135 – 194.8 GeV.
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9.1 Fermiophobic Higgs Boson
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section of a fermiophobic Higgs boson as a function of mH . �e dashed
and full black line show the expected and observed limit as a function of
mH , respectively. �e green and yellow bands indicate the regions of ±1σ
and ±2σ uncertainty, respectively, in which the limit is expected to lie in
the absence of a signal.
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Conclusion
�e SM was tested over the last decades at particle accelerators with high
precision. �e Higgs boson was the last missing piece of the SM before the
observation of a new elementary particle was announced on the 4th of July 2012.
�is new particle is yet known as a Higgs boson with a mass of approximately
125 GeV. To date, all measurements concerning the production rates, the
branching ratios and kinematic distributions are compatible with this particle
being the Higgs boson predicted by the SM. Alternative models, which are
capable of explaining this Higgs boson, arise naturally by extending the Higgs
sector with a second complex Higgs doublet. �ese 2HDMs are favoured
models by theorists because of their simplicity and their capability to explain
important problems in particle physics, including the origin of the observed
asymmetry between baryons and antibaryons in the universe by new sources
of CP symmetry violation.

�e analysis presented in this thesis is the �rst direct search dedicated
to exclude a heavy 2HDMHiggs boson in the context of the observation of
a Higgs boson found at 125 GeV. �is analysis hypothesises that the Higgs
boson h observed by the LHC experiments at mh ≈ 125 GeV is part of a
2HDM. Following this hypothesis, a search for a second, heavier, CP-even
scalar boson H, has been performed, including the new boson h as part of the
2HDM signal model and comparing it to a background-only model as well
as to the SM including the SM Higgs boson. Both bosons of the 2HDMs are
reconstructed in the h/H →WW(∗) → eνµν decay channel and contribute
to the signal rate. �e collision data used in the analysis were recorded with
the ATLAS detector at a centre-of-mass energy of 8 TeV and correspond to an
integrated luminosity of 13.0 fb−1. No evidence for an additional Higgs boson
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10 Conclusion

H predicted by the type-I and type-II 2HDM is found in the investigated mass
range of 135 < mH < 300 GeV. Exclusion contours at the 95% and 99% CL are
determined in both 2HDMs in the cos α-mH plane for di�erent values of tan β
ranging from 1 to 50. In the mass region from 135 to 200 GeV a large part of
the cos α-mH plane can be excluded for the type-I 2HDM as well as for the
type-II 2HDM.
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