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Abstract

This work examines heterogeneous processes in climate models, in-situ- and satellite

observations, with focus on chemical reactions that lead to activation of chlorine in the

polar stratosphere. Parameterizations for these heterogeneous reactions are validated

against in-situ measurements for atmospheric conditions where either the availability of

a reaction partner or the prevailing temperature controls the extent of observed levels

of active chlorine. The parameterizations for heterogeneous chemistry are shown to

give an excellent representation of processes in the atmosphere, but the surfaces these

reactions occur on are subject to some uncertainty. Heterogeneous reactions in the polar

stratosphere take place on either Polar Stratospheric Clouds (PSCs) or the background

sulfate aerosol, with the surface area of solid PSC particles contributing most to overall

uncertainty. However, this work shows that PSC only have a minor effect on chlorine

activation, and satellite observations from seven years of the entire polar vortex indicate

no correlation between PSC coverage and the rate of chlorine activation.

The representation of PSCs is further investigated with the coupled-climate model

SD-WACCM and satellite observations. Best representation of PSC processes in SD-

WACCM is achieved when the amount of gas-phase HNO3 allowed to form solid PSC

particles is limited. This and other changes lead to an improved representation of the

temperature-dependence of PSCs in SD-WACCM, compared to satellite observations.

Although PSCs and heterogeneous reactions are accurately represented in SD-WACCM,

the development of gas-phase HCl, a proxy for chlorine activation, is substantially slower

in the model than observations suggest. Established and novel processes that lead to

removal of gas-phase HCl are examined, and the only process capable of reproducing

the observations is the uptake of HCl into liquid PSC particles. A parameterization

for the solubility of HCl in liquid PSC particles gives a very good representation of the

temperature-dependence of removal of gas-phase HCl, but is very sensitive to temper-

ature and ambient water vapor. Since the removal of HCl from the gas-phase by PSC

particles presents a major, although temporary sink during the polar night, removal of

gas-phase HCl cannot serve as an indicator for chlorine activation. This presents a major

change in paradigm regarding chlorine chemistry in the polar vortex.



Zusammenfassung

Diese Arbeit befasst sich mit heterogenen Reaktionen, welche zur Aktivierung von

Chlor in der polaren Stratosphäre führen. Hierzu werden Atmosphärenmodelle, In-situ-

und Satellitendaten betrachtet. Parametrisierungen für diese Reaktionen werden mit In-

situ Messungen validiert. Die Messungen wurden unter atmosphärischen Bedienungen

durchgeführt, bei denen entweder die Verfügbarkeit von einem Reaktionspartner oder

die Temperatur das Ausmaß der beobachteten Chloraktivierung kontrollierte. Es kann

gezeigt werden, dass die Parametrisierungen der heterogenen Chemie die Prozesse in der

Atmosphäre sehr gut wiedergeben können. Allerdings sind die Oberflächen, auf denen

die heterogene Reaktionen ablaufen, großer Unsicherheit unterworfen. Die Oberfläche

in der polaren Stratosphäre wird von Polaren Stratosphärenwolken (PSCs) und dem

Hintergrundaerosol bestimmt, wobei die größte Unsicherheit von festen PSC Partikeln

ausgeht. Diese Arbeit zeigt, dass PSCs nur geringen Einfluss auf Chloraktivierung haben

und Satellitenbeobachtungen des polaren Vortex über den Zeitraum von sieben Jahren

zeigen keine Korrelation zwischen dem Auftreten von PSCs und Chloraktivierung.

Des Weiteren wird die Darstellung von PSCs mit dem gekoppelten Klimamodell SD-

WACCM und Satellitenbeobachtungen untersucht. Die beste Darstellung von PSC

Prozessen in SD-WACCM wird erreicht, wenn die Menge an HNO3 welche feste PSCs

formen kann limitiert wird. Diese und weitere Änderungen führen, im Vergleich mit

Satellitendaten, zu eine verbesserten Darstellung der Temperaturabhängigkeit von PSCs

in SD-WACCM.

Obwohl SD-WACCM PSCs und heterogene Reaktionen korrekt wiedergibt, ist die

Entwicklung von Gasphasen HCl, einem Indikator für Chloraktivierung, im Modell

wesentlich langsamer als in den Beobachtungen. Bewährte und neue Prozessen, welche

HCl aus der Gasphase entfernen können, werden untersucht. Der einzige Prozess, welcher

die Entfernung von HCl aus der Gasphase erklären kann, ist die Aufnahme von HCl in

flüssige PSC Teilchen. Die Parametrisierung der Löslichkeit von HCl in PSC Teilchen

zeigt sehr gute Übereinstimmung mit der beobachteten Temperaturabhängigkeit. Allerd-

ings ist dieser Prozess äußerst sensitiv auf Wasserdampf und Temperatur. Da die

Löslichkeit von HCl in PSC Teilchen während der Polarnacht die größte, wenn auch

temporäre Senke für HCl darstellt, kann eine Abnahme von HCl in der Gasphase nicht

als Indikator für Chloraktivierung herangezogen werden. Dieses stellt einen Paradig-

menwechsel für die Betrachtung von Chlorchemie im polaren Vortex dar.
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1. Introduction

The discovery of the Antarctic “ozone hole” by Farman et al. (1985) marked a key event

for the atmospheric sciences. Ozone absorbs radiation in the ultraviolet, effectively

shielding the surface of the Earth. The impact of halogenated, aliphatic hydrocarbons

on ozone was already discussed in the landmark publication by Molina and Rowland

(1974). Nevertheless, the magnitude of ozone loss discovered in the Antarctic strato-

sphere in 1985 was unexpected. Space-borne observations (Stolarski et al., 1986) quickly

confirmed the observations by Farman et al. (1985), and revealed the spatial extent of

the ozone hole, which in polar spring covers the entire Antarctic continent. Subsequent

research revealed the mechanisms responsible for the destruction of stratospheric ozone

over Antarctica (Solomon, 1999). A complex interplay of meteorology, radiative trans-

fer, gas- and heterogeneous chemistry and aerosol micro-physics is necessary to produce

the ozone hole. However, the primary culprit for the formation of the ozone hole was

the unregulated emission of Chlorofluorocarbons (CFCs)

CFCs themselves are practically chemically inert in the troposphere. This allows

these compounds to penetrate high into the stratosphere. The long atmospheric lifetime

of several decades is determined by the photochemical loss in the stratosphere (World

Meteorological Organization, 2011). The ultraviolet radiation in the middle atmosphere

finally breaks the CFC bond, releasing Cl radicals. However, these radicals are quickly

converted into the chlorine reservoir species HCl and ClONO2. Under the conditions

prevailing in the polar vortex, these reservoir gases are converted back into photo-labile

chlorine species, which then drive the catalytic ozone loss cycles. During the polar

night inside the polar vortex, temperatures can drop to below 195 K (−78◦C), allowing

the formation of Polar Stratospheric Clouds (PSCs). HCl and ClONO2 become highly

soluble in stratospheric aerosols at such low temperatures, allowing for heterogeneous

reactions on the surfaces and inside the bulk of PSCs, followed by the release of Cl2

(Solomon et al., 1986). At the same time HNO3 nucleates to solid particles (Nitric Acid

Trihydrate, NAT), that are large enough to sediment and denitrify the lower stratosphere

(Fahey et al., 2001).
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Once the sun illuminates the polar regions again in spring, Cl2 is photolyzed to Cl

radicals, which drive the catalytic ozone loss cycles, mainly via the ClO-dimer cycle

(Molina and Molina, 1987). This cycle can be terminated by the reaction of ClO with

NO2. But as HNO3 has been effectively removed from the lower stratosphere by PSCs,

NO2 is not available, and the ClO-Dimer cycle can continue until it is terminated through

the reaction of Cl with CH4 (Douglass et al., 1995; Grooß et al., 2011). However, this

reaction does not occur until ozone is almost completely depleted. All these processes

take place inside the polar vortex which presents a transport barrier, and prevents mixing

of polar and mid-latitude air. After the vortex breaks up, usually in late spring, the

ozone poor air masses are transported to lower latitudes and mixed in, which results in

a decrease of hemispheric mid-latitude ozone in the stratosphere.

The research of the ozone hole showed for the first time that anthropogenic emissions

of trace gases have the potential to globally alter the composition of the atmosphere,

and negatively impact the biosphere (e.g. Sweet et al., 2012). The risk of increased

ultraviolet radiation on the surface prompted the ratification of the Montreal protocol

in 1987 and its later amendments and adjustments (London (1990), Copenhagen (1992),

Vienna (1995), Montreal (1997) and Beijing (1999)). Until today it is the most suc-

cessful multilateral agreement for the protection of Earth’s atmosphere. It’s aim “... to

protect the ozone layer by taking precautionary measures to control equitably total global

emissions of substances that deplete it, with the ultimate objective of their elimination

on the basis of developments in scientific knowledge...” led to the ban of CFCs and re-

lated compounds. Thanks to this agreement, the stratospheric chlorine burden peaked

in the middle of the nineties and started to decrease since then (World Meteorological

Organization, 2011). Newman et al. (2009) have shown what the atmosphere of the

Earth would have looked like if CFC emission were allowed to rise unrestricted. Their

model predicts almost complete, global destruction of the ozone layer by the middle of

this century. A “World Avoided” owing to the Montreal protocol.

During the past decade the annual occurrence of the “ozone hole” over the Antarctic

continent was mostly unnoticed by the public, but the record ozone depletion over the

Arctic in 2010/11 (Manney et al., 2011) brought the “ozone hole” once again back

into public focus. The increase in ozone depletion over the Arctic was connected to

the increase in global mean temperature (Rex et al., 2006). While the basic processes

behind the “ozone hole” are well understood, some questions remain open. The EU-FP7

project RECONCILE was established in 2008 to better constrain important parameters

responsible for ozone depletion.
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The purpose of this work is to gain a better understanding of the heterogeneous pro-

cesses and the aerosols these occur on. The prevailing opinion is that heterogeneous

reactions mainly occur on the surfaces of PSCs, but recently Drdla and Müller (2012)

concluded that chlorine activation through heterogeneous chemistry is dominated by

reactions on the background aerosol. With the current high chlorine loading in the

stratosphere and a deliberate enhancement of the stratospheric aerosol layer being dis-

cussed to counter a temperature increase at the surface (Crutzen, 2006), understanding

the role of the background aerosol for chlorine activation is essential.

Thus, in Chapters 4 and 5 the parameterizations for heterogeneous reactions in atmo-

spheric models are discussed and validated against in-situ measurements. In addition,

the influence of the various aerosols in the stratosphere on chlorine activation is analyzed,

with special focus on the background aerosol and its potential for chlorine activation.

Chapters 6 and 7 extend this analysis to the Whole Atmosphere Community Climate

Model (WACCM), a coupled climate model. Chapter 6 discusses the representation of

PSCs and improvements of the PSC scheme in WACCM done in this work. Chapter

7 then focuses on chlorine activation in the Antarctic vortex 2005. This analysis will

show that the decrease in chlorine reservoir species cannot be explained with chlorine

activation alone. Chapter 7 will discuss the impact of NOx sources in the stratosphere,

and offer an alternate explanation, beside chlorine activation, for the observed decrease

in chlorine reservoir species.



2. Halogen Chemistry

2.1. Gas-Phase Chemistry

Stratospheric ozone is primarily produced by the photo-dissociation of molecular oxygen

and subsequent recombination of atomic with molecular oxygen. Production of ozone has

its maximum in the tropics where solar radiation is strongest. The first cycle describing

production and depletion for ozone was formulated in 1930 by Chapman (1930), the so

called “Chapman-cycle”

O2+hν −→ 2 ·O(3P) (≤ 242.2nm) (2.1)

O + O2 +M −→ O3 +M (2.2)

O3+hν −→ O+O2 (≤ 1140nm)

O + O3 −→ 2 ·O2

2 ·O3+hν −→ 3 ·O2 (2.3)

In the 1970s additional ozone loss cycles were discovered. The most important re-

actions are catalytic cycles involving NOx (NO+NO2), HOx (OH+HO2) and halogen

radicals. Crutzen (1970) discovered the NOx cycle, which is the most important ozone

loss cycle above 40 km
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O3+hν −→ O+O2

NO2 +O −→ NO+O2

NO+O3 −→ NO2 +O2

O+O3 −→ 2 ·O2 (2.4)

Ozone loss below 45 km is dominated by the HOx cycles (Bates and Nicolet, 1950).

OH + O −→ H+O2

H+O3 −→ OH+O2

O+O3 −→ 2 ·O2 (2.5)

HO2 +O −→ OH+O2

OH+O3 −→ HO2 +O2

O+O3 −→ 2 ·O2 (2.6)

HO2 +O3 −→ OH+ 2O2

OH+O3 −→ HO2 +O2

O3 +O3 −→ 3 ·O2 (2.7)

The chlorine cycle is most important at altitudes between 25-35 km (Molina and

Rowland, 1974).
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ClO + O −→ Cl + O2

Cl + O3 −→ ClO + O2

O+O3 −→ 2 ·O2 (2.8)

Molina and Rowland (1974) correctly predicted the ozone budget in the upper strato-

sphere, but none of these cycles could explain the occurrence of the “ozone hole”. Only

with the discovery of the ClO-Dimer cycle could the ozone loss in the polar regions be

explained (Molina and Molina, 1987).

Cl + O3 −→ ClO + O2 (×2)

ClO + ClO +M −→ Cl2O2 +M

Cl2O2+hν −→ ClOO + Cl

ClOO +M −→ Cl + O2 +M

2 ·O3+hν −→ 3 ·O2 (2.9)

The rate liming step of this cycle is the photolysis of Cl2O2, which is still subject

to some uncertainty and ongoing research (von Hobe et al., 2007; Kawa et al., 2009;

Sumińska-Ebersoldt et al., 2012). However, today it is established that this cycle is

the main driving factor behind the “ozone hole”. Similar cycles exist for other halogen

oxides like BrO (McElroy et al., 1986).

ClO + BrO +M −→ BrCl + O2 +M

BrCl+hν −→ Br + Cl

Br + O3 −→ BrO + O2

Cl + O3 −→ ClO + O2

2 ·O3+hν −→ 3 ·O2 (2.10)
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However, halogen oxides (e.g. ClOx) do not readily occur in the stratosphere. The

main reservoir species for halogens in the stratosphere are hydrogen (HX) and nitrate

compounds (XONO2). Only during the polar night inside the vortex are these reservoir

species converted to halogen oxides, a process referred to as chlorine activation.

2.2. Chlorine Activation and Deactivation

Solomon et al. (1986) proposed that chlorine reservoir species are heterogeneously con-

verted into ClOx on the surfaces of PSCs. Overviews of chlorine partitioning can be

found in Portmann et al. (1996), Solomon et al. (1996) and Solomon (1999). Three

reactions proved to be the main pathway from inorganic to active chlorine.

ClONO2 +HCl −→ HNO3 + Cl2 (2.11)

ClONO2 +H2O −→ HNO3 +HOCl (2.12)

HOCl + HCl −→ Cl2 +H2O (2.13)

Reaction 2.11 is the most important pathway for chlorine activation. Assuming all

HOCl is produced via reaction 2.12, the stoichiometric of chlorine activation would be

1:1 in HCl:ClONO2. Although HCl is by up to a factor of three more abundant than

ClONO2 in the lower stratosphere, complete depletion of HCl is regularly observed in

the Antarctic and for very cold winters in the Arctic polar vortex (Manney et al., 2011;

Brakebusch et al., 2012).

The regeneration of the reservoir species occurs by the reaction of ClO with NO2.

ClO + NO2 −→ ClONO2 (2.14)

The limiting factor in the regeneration of ClONO2 is the availability of NOx, which

is primarily formed through the photolysis of HNO3 and the reaction with OH. The

nighttime reservoir for NOx is N2O5, and its formation is limited during the polar night

depending on the air parcel’s residence in dark regions.
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HNO3+hν −→ OH+NO2 (2.15)

HNO3 +OH −→ NO3 +H2O (2.16)

N2O5+hν −→ NO3 +NO2 (2.17)

N2O5 can also react heterogeneously with H2O; thus, remove NOx, or directly with

HCl resulting in additional chlorine activation.

N2O5 +H2O −→ 2 ·HNO3 (2.18)

N2O5 +HCl −→ ClNO2 +HNO3 (2.19)

A detailed discussion of ClONO2 regeneration and HCl sinks may be found in chapter

7. Reaction 2.14 also presents a pathway to deactivate active chlorine (Müller et al., 1994;

Douglass et al., 1995). At higher temperatures, when reaction 2.14 is faster than reaction

2.11 and 2.12 a net deactivation occurs. This usually occurs in the Arctic vortex, which

generally is dynamically more active and warmer than its Antarctic counterpart. In the

Antarctic, once ozone reaches very low values, the abundance of Cl-radicals increases,

causing deactivation into HCl (Grooß et al., 2011).

Cl + CH4 −→ HCl + CH3 (2.20)

The main open questions regarding heterogeneous chemistry in the polar vortex con-

cerns the composition of the aerosols these reactions occur on. The impact of an unper-

turbed aerosol layer on heterogeneous processing was first discussed by Rodriguez et al.

(1988), and recently Drdla and Müller (2012) proposed that the surface area provided

by Polar Stratospheric Clouds is not needed to cause chlorine activation, but that the

background aerosol alone is sufficient to explain the observed activation of chlorine.



3. Polar Stratospheric Clouds and

Stratospheric Aerosol

The main aerosols in the stratosphere are the ubiquitous sulfate background aerosol and

Polar Stratospheric Clouds (PSCs). In contrast to the background aerosol, PSCs only

occur over the pole of the winter hemisphere when temperatures drop below a certain

threshold.

3.1. Background Aerosol

First direct observational evidence for an aerosol layer in the stratosphere was obtained

by Junge et al. (1961). From in-situ samples Junge et al. (1961) concluded that this

aerosol layer is composed of sulfuric acid - water droplets. A thorough review of strato-

spheric aerosol can be found in the SPARC - Assessment of Stratospheric Aerosol Proper-

ties (ASAP; WMO/ICSU/IOC World Climate Research Programme, 2006). The strato-

spheric aerosol layer extends through the middle atmosphere up to 35 km. At greater

altitudes, the higher temperatures and lower pressure cause complete evaporation of the

aerosol particles. Only large scale volcanic eruptions, reaching up into the stratosphere,

can cause significant short-term perturbations of the aerosol layer. In the absence of such

eruptions the stratospheric aerosol is assumed to be in background conditions. Deshler

(2008) shows that the integrated backscatter from ground based LIDAR measurements

increased by two orders of magnitude after the eruptions of El Chichón in 1982 and

Mt. Pinatubo in 1991. After such eruptions the return to background levels takes about

5 years. However, since the last decade was volcanically quiescent, the background

aerosol layer is close to background conditions. Nevertheless, observations show a small

positive trend of the stratospheric aerosol layer which is attributed to a series of minor

volcanic eruptions (Solomon et al., 2011; Vernier et al., 2011).

The importance of the stratospheric aerosol layer on Earth’s climate is twofold. First,

the sulfuric acid aerosol reflects sunlight, impacting the radiative balance. The high
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reflectivity results in a net cooling of the atmosphere (IPCC; Working Group I, 2007).

Second, the background aerosol provides surface area for heterogeneous reactions, which

play a major role in the depletion of stratospheric ozone. The impact of a volcanically

enhanced aerosol layer on ozone was especially visible after the eruptions of El Chichón

(Hofmann and Solomon, 1989) and Mt. Pinatubo (Portmann et al., 1996; Tilmes et al.,

2008).

3.2. Polar Stratospheric Clouds

Polar Stratospheric Clouds (PSCs) are a unique feature of the polar vortex. Here,

temperatures are low enough to cause condensation and nucleation of HNO3 and H2O.

PSCs are principally divided into two categories. First, liquid particles which form when

HNO3 starts to condense on the background aerosol to create Supercooled Ternary

Solution droplets (STS; Type Ib). Second, solid particles composed of Nitric Acid

Trihydrate (NAT; Type Ia) and water ice (Type II). PSC micro-physics and chemistry

were reviewed by Lowe and MacKenzie (2008) and more recently by Peter and Grooß

(2012). Satellite and ground-based LIDAR observations show that PSCs are usually

composed of mixtures of the various particle types (Pitts et al., 2009, 2011; Khosrawi

et al., 2011; Lambert et al., 2012).

3.2.1. Supercooled Ternary Solutions

Supercooled Ternary Solutions (STS) are liquid aerosols composed of a temperature-

dependent mixture of H2SO4, HNO3 and H2O. Dye et al. (1990, 1992) reported in-situ

measurements of HNO3 containing particles at higher temperatures than the nucleation

of NAT is expected, concluding that these particles must be liquid. This conclusion

was corroborated by Carslaw et al. (1994); Drdla et al. (1994), who could reproduce

the observed temperature-dependence of particle volume with a thermodynamic model

for STS. This thermodynamic model for STS is described in detail in Carslaw et al.

(1995a). However, the iteration procedure is computational costly so CTMs and CCMs

use analytic expressions that are valid for the typical range of stratospheric conditions

(Tabazadeh et al., 1994b; Carslaw et al., 1995b).

Current models assume an instantaneous thermodynamic equilibrium between gas

and condensed phase and a log-normal size distribution of STS particles. Figure 3.1

shows the composition of STS predicted by the Carslaw et al. (1995b) parameterization.
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Figure 3.1.: Top: STS composition as function of temperature; Solid red marks the frac-
tion of H2SO4 and solid blue the fraction of HNO3. Bottom: Surface area
density as function of temperature; Dashed red line marks the SAD for bi-
nary aerosol and blue dashed for STS. Solid black line marks the condensed
fraction of HNO3. Composition and SAD are calculated with the thermo-
dynamic model of Carslaw et al. (1995b) for typical stratospheric conditions
(50 hPa, 15 ppbv HNO3, 4.5 ppbv H2O and 0.15 ppbv H2SO4).

The aerosol consists of about 50% H2O with varying fractions of HNO3 and H2SO4

throughout the entire temperature range. At about 193 K HNO3 starts to condense

on the background aerosol, and below 192 K HNO3 and H2O have become the major

constituents of STS. At these temperatures the fraction of H2SO4 becomes negligible.

The formation of STS is accompanied by a drastic increase in surface area density (SAD,

Figure 3.1, lower panel). Compared to the background aerosol, SAD increases tenfold

with the uptake of HNO3. The impact of this increase on heterogeneous activation of

chlorine is further discussed in Chapter 5. This increase occurs over the very narrow

temperature range between 193 and 191 K, which illustrates the temperature sensitivity

of STS formation. Despite this large increase in SAD, STS droplets are assumed to

be too small to be affected by gravitational settling; thus, do not lead to a vertical

redistribution of HNO3.
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3.2.2. Nitric Acid Trihydrate

Nitric Acid Trihydrate (NAT, Voigt et al., 2000; Spang et al., 2005) and ice particles

are the solid constituents of PSCs. These particles can form once the temperature drops

below the respective thermodynamic equilibrium temperature. The thermodynamic

equilibrium temperature for NAT (TNAT) is reported, based on laboratory measurements,

by Hanson and Mauersberger (1988), and at 20 km it corresponds to about 195 K.

However, the formation of NAT is usually not observed at TNAT, but observations suggest

that a certain supersaturation is needed before NAT nucleates (Dye et al., 1990, 1992).

Modeling the nucleation of NAT particles presents a major challenge for current at-

mospheric models, since the nucleation mechanism itself is still subject to great un-

certainty. The most primitive approach assumes thermodynamic equilibrium for NAT

particles. Once a certain supersaturation is reached, NAT is assumed to be formed in-

stantly at a prescribed number density and size distribution. Variations of this approach

are described in Considine et al. (2000) and Davies et al. (2003). A more sophisticated

approach explicitly models the nucleation and growth of NAT particles. Typically in

this approach, a fixed nucleation rate is assumed (Voigt et al., 2005), and growth and

evaporation is simulated as a function of supersaturation (Carslaw et al., 2002). Since

this approach is computationally more costly, it is usually only used in CTMs (Grooß

et al., 2005; Davies et al., 2006; Feng et al., 2011). A third approach, currently in

development (Hoyle et al., 2012; Engel et al., 2012), describes the nucleation rate as

function of condensation nuclei and supersaturation. From all approaches the last one

is in best agreement with CALIPSO observations in terms of PSC composition. Chap-

ter 6 describes the PSC scheme in the Whole Atmosphere Community Climate Model

(WACCM) in more detail, and discusses how the scheme could be further improved in

this work.

The challenge for models is not only to give a representation of PSC composition, but

also to model the vertical distribution of odd nitrogen (NOy). NAT particles can grow

to such large sizes that their sedimentation causes a rapid removal of HNO3 from the

lower stratosphere, so-called denitrification. First observational evidence of these NAT

“rocks” is described in Fahey et al. (2001). The correct representation of denitrification

is a necessity for correctly modeling ozone depletion, since denitrification will suppress

chlorine deactivation. With less NO2 becoming available through the photolysis of HNO3

(reaction 2.15), chlorine deactivation via reaction 2.14 is slowed down, which results in

more ozone depletion through the ClO-Dimer and ClO-BrO cycles (Reactions 2.9 and

2.10.
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NAT particles also provide surface area for heterogeneous reactions. However, the sur-

face area computed from observed NAT particle number densities is small compared to

STS and the background aerosol. Furthermore, there is considerable uncertainty about

the temperature-dependent γ-value for important heterogeneous reactions on NAT (Pe-

ter, 1997). This suggests a negligible role of NAT for the activation rate of chlorine. The

importance of NAT in terms of chlorine activation compared to STS and the background

aerosol is elucidated in detail in Chapter 5.

3.2.3. Ice Clouds

Ice clouds present another major PSC type. The thermodynamic equilibrium tempera-

ture for ice, the frost point (TICE), is about 188 K at 20 km altitude. Murphy and Koop

(2005) present an overview of parameterizations for the frost point, dated between 1946

(Goff and Gratch, 1946) and 2005 (Murphy and Koop, 2005). Differences between the

frost point parameterization for stratospheric conditions are less than 0.2 K. These low

temperatures usually only occur in the Antarctic stratosphere. However, some winters

in the Arctic, e.g. 2009/2010, also exhibited temperatures below the frost point, leading

to the formation of ice PSCs (e.g., Pitts et al., 2011; Khosrawi et al., 2011). Ice clouds

are further distinguished into synoptic scale clouds and wave ice. Wave ice occurs when

air masses are adiabatically lifted by mountains, which induces dramatic cooling rates

(Carslaw et al., 1998; Luo et al., 2003), while synoptic scale ice clouds form when air

masses are cooled below the frost point over a period of days. Analogous to NAT causing

denitrification, ice PSCs lead to a severe dehydration of the stratosphere (Kelly et al.,

1989). While ice PSCs do provide additional surface area for heterogeneous reactions, by

the time this type of cloud forms, heterogeneous chemistry on other PSC types is already

fast enough, so that the additional surface area has no significant effect on reaction rates.

This is further discussed in Chapter 5. The representation of ice clouds in WACCM and

the impact of dehydration on chlorine partitioning is presented in Chapters 6 and 7.



4. Heterogeneous Chemistry

Heterogeneous chemistry describes reactions that occur at the interface between phases.

In the stratosphere these reactions occur on the surfaces of stratospheric aerosols and

in their bulk phase, thus on the gas/liquid and gas/solid interface. Heterogeneous re-

actions in the stratosphere were unknown prior to the discovery of the ozone hole, but

were rapidly recognized as a crucial element necessary to explain polar ozone depletion

(Solomon et al., 1986). This chapter gives an introduction to heterogeneous chemistry

and its incorporation into atmospheric models.

4.1. Introduction to Heterogeneous Chemistry

Numerous processes are involved in the interaction between gaseous molecules and liquid

particles (Figure 4.1). Following the collision of a gas molecule with the liquid interface,

the gas molecule can be adsorbed on the surface. The probability of a collision leading

to adsorption is described by the mass accommodation coefficient α.

α =
collisions leading to adsorption

total collisions
(4.1)

Further possible interactions of a gas molecule with the liquid particle after adsorption

are:

• chemical reactions at the surface

• diffusion into the bulk

• chemical reactions in the bulk

• solvation in the liquid phase

• segregation, removal of the solvation-cage on the way back to the interface

• desorption
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adsorption
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Figure 4.1.: Schematic of the heterogeneous processes between a gas molecule and a
liquid droplet.

For solid particles, these processes are reduced to interactions at the surface. The

irreversible removal of gaseous molecules due to these processes is described by the

uptake coefficient γ.

γ =
collisions leading to reactions

total collisions
(4.2)

Following Hanson et al. (1994) the bulk uptake coefficient Γb can be described as

a function of mass accommodation coefficient α, Henry’s law solubility H , diffusion

constant D and reaction rate constant kI :

1

γ
=

1

α
+

ω

4HRT
√
kIDl

(4.3)

where ω describes the mean molecular velocity, T the temperature and R the universal

gas constant. The mass accommodation coefficient α for stratospheric aerosols is essen-

tially unity (Hanson and Lovejoy, 1996; Robinson et al., 1998), and the uptake due to

bulk processes can be written as:

Γb =
4HRT

√
kIDl

ω
(4.4)

where Γb describes the uptake coefficient due to bulk processes. If a surface reaction

exist this can be described by the surface uptake coefficient Γs (Shi et al., 1999):
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Γs =
4(ns/ng)ksurf

ω
(4.5)

where ng and ns describe the reactant concentrations in the gas-phase and on the

surface, and ksurf the pseudo-first-order loss rate at the interface. For reactions on

stratospheric aerosols these parameters are unknown; therefore, assumed to be linearly

proportional to their bulk-phase counterparts (Swartz et al., 1999; Shi et al., 2001).

Following a resistor model (Shi et al., 1999), the overall uptake coefficient γ can then be

written as:

1

γ
= 1 +

1

Γs +
1

kdes

k
sol

+ 1

Γ
b

(4.6)

With γ known, the loss of a gaseous species to a heterogeneous reaction can be de-

scribed by:

d[spec]

dt
= 0.25 · ω · [spec] · SAD · γ (4.7)

where [spec] describes the species concentration in the gas-phase in molec·cm−3,

0.25·ω·[spec] the collision factor derived from the kinetic gas theory, and SAD the surface

area density of the aerosol in cm2cm−3.

4.2. Modeling γ for Stratospheric Aerosols

Several parameterizations exist to calculate the uptake coefficient for the three most im-

portant heterogeneous reactions (Reactions 2.11 to 2.13) on stratospheric aerosols and

PSC particles (Figure 4.2). The different parameterizations are based on various labo-

ratory measurements for the parameters described in the previous section (Diffusivity,

Solubility, etc.). This section will give an overview over the various parameterizations.

Generally, the increase in γ-values with decreasing temperature follows the increase in

solubility of trace gases.

First, the uptake coefficients for NAT particles are discussed. Two parameterizations,

compiled by Carslaw and Peter (1997) based on the work by Hanson and Ravishankara

(1993) (HR93) and Abbatt and Molina (1992) (AM92), have found use in atmospheric

models. HR93 γ-values are significantly higher than AM92, while AM92 exhibits a

greater temperature dependence, that causes the γ-values to increase above HR93 at

temperatures below the frost point (∼188 K). From the three reactions, the hydrolysis
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Figure 4.2.: γ-values calculated with parameterizations by Shi et al. (2001) (blue) and
Hanson (1998) (red) for liquid aerosols. γ for NAT by Hanson and Ravis-
hankara (1993) (green) and Abbatt and Molina (1992) (orange) as formu-
lated by Carslaw and Peter (1997). Current JPL recommendations (Sander
et al., 2011) are fixed γ-values for NAT (black).

of ClONO2 has the lowest γ-value on NAT. The uptake coefficients for the reactions of

HCl with ClONO2/HOCl are by about a magnitude larger than the ClONO2 hydrolysis.

In contrast to these parameterizations, JPL 2011 (Sander et al., 2011) recommends

constant γ-values for all three reactions, which are, except for temperatures below the

frost point, significantly larger than the parameterizations. The validity of either of

the parameterizations or the constant γ-values has yet to be confirmed, though most

atmospheric models either use HR93 or the JPL recommendations, since AM92 results in

reaction rates too low for any significant chlorine activation on NAT. Since the abundance

of HOCl is very small in the stratosphere compared to HCl and ClONO2, the most

important heterogeneous reaction on NAT for chlorine activation is reaction 2.11.

Two parameterizations exist to compute γ-values on liquid aerosols, Hanson (1998)

and Shi et al. (2001). Shi et al. (2001) represents the recommendation by JPL 2011.

These two parameterizations result in similar γ-values for reaction 2.11, but differ sig-

nificantly for 2.12 and 2.13. In addition to the bulk reaction, it is assumed that a fast

surface reaction exists for the reaction of HCl with ClONO2. The fast surface reaction

leads to a competition between reactions in the bulk and on the surface. This becomes

visible in the hydrolysis of ClONO2 for the parameterization by Hanson (1998), and in
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the reaction HOCl+HCl for Shi et al. (2001), where the fast surface reaction depletes

one species inside the bulk phase, slowing down the bulk reaction.

For the hydrolysis of ClONO2, the γ-value computed with Shi et al. (2001) is consis-

tently higher than Hanson (1998), with Hanson (1998) exhibiting a sharp drop at 193 K

due to the fast surface reaction of ClONO2 with HCl. Shi et al. (2001) introduced a flux

correction to account for the depletion of HCl in the bulk phase due to the fast surface

reaction. Therefore, the γ-value for the hydrolysis of ClONO2 stays fairly constant for

Shi et al. (2001), while the γ-value for ClONO2+HCl never quite reaches unity. The

flux correction in the Shi et al. (2001) parameterization also causes the drop in γ for

HOCl+HCl due to the depletion of HCl in the bulk. Hanson (1998) did not account for

depletion of bulk phase HCl; thus, γ shows a steady increase and reaches unity around

190 K. Compared to the γ-values on NAT, the liquid γ-values are generally higher.

4.3. Heterogeneous Reaction Rates

This section discusses the reaction rates calculated based on equation 4.7, taking into

account the uptake coefficients described section 4.2 and the surface area density (SAD)

provided by stratospheric aerosols (Chapter 3). SAD for the liquid aerosol is calculated

assuming a log-normal size distribution with a particle number density of 10 cm−3 (Cur-

tius et al., 2005), and taking into account the swelling of the aerosol due to uptake of

H2O and subsequent substantial increase in surface area due to the uptake of HNO3

and H2O when STS forms (Figure 3.1). NAT SAD is calculated assuming a uniform

size distribution, and a range of particle number densities between 10−1 and 10−4 cm−3.

This range of particle number densities is derived from CALIPSO observations (Pitts

et al., 2009, 2011) and represents the upper and lower limit for observations of NAT in

the stratosphere.

Figure 4.3 shows the first order loss rates in HCl and ClONO2 for typical stratospheric

conditions for reactions 2.11 and 2.12 on liquid aerosols and NAT particles. When the

hydrolysis of ClONO2 is assumed to be the main production channel for HOCl, the over-

all activation rate of chlorine can be described by reactions 2.11 and 2.12. The various

heterogeneous chemistry parameterizations and possible particle number densities for

NAT particles cover several orders of magnitude in first order loss rates, which indicates

a large uncertainty concerning their ability to act as reaction sites for chlorine activation.

The sharp increase for liquid particles at 192 K is caused by the uptake of HNO3 onto

the background aerosol, which increases the surface area density and with it the reaction
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Figure 4.3.: First order loss rates for HCl+ClONO2 and ClONO2+H2O for typical strato-
spheric conditions (50 hPa, 2 ppbv HCl, 1 ppbv ClONO2, 15 ppbv HNO3,
5 ppmv H2O and 0.15 ppbv H2SO4).

rate about tenfold. In addition, Figure 4.3 shows the calculated reaction rate in the ab-

sence of any HNO3 uptake (dashed red/blue lines). Over most of the temperature range

heterogeneous reaction rates on NAT are slower than on the background aerosol, even

when a high NAT particle number density of 10−1 cm−3 is assumed. Only at temper-

atures around the thermodynamic equilibrium temperature for NAT can reaction rates

on NAT be faster than on the background aerosol. With the formation of STS or a NAT

particle number density lower than 10−1 cm−3, reaction rates on the liquid aerosol are

always faster than on NAT.

While chlorine activation on liquid aerosols is not sensitive to the parameterization

used, it is sensitive to temperature. The reaction rate doubles for every Kelvin and

increases tenfold over a 2 K temperature range with the uptake of HNO3 on the back-

ground aerosol. This causes high sensitivity of simulated chlorine activation to small

variabilities in the temperature field. Therefore, even a small error in the temperature
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fields has a larger effect than the uncertainty of the uptake coefficients. Heterogeneous

processing on NAT, on the other hand, is very sensitive to the used parameterization

and assumed particle number density, but less to temperature.

When considering these reaction rates, chlorine activation on the binary aerosol typi-

cally exceeds that on NAT by at least a factor of three, even when the highest observed

particle number density for NAT is used. As observed NAT particle number densities

are usually less than 10−1 cm−3, chlorine activation rates on the binary aerosol exceed

those on NAT by at least an order of magnitude. The formation of STS increases ac-

tivation rates by another order of magnitude over the background aerosol. However,

once STS forms the activation rate on the background aerosol is already fast enough to

cause complete activation in a matter of hours. It is therefore unlikely that the increase

in activation rate caused by STS is important for overall chlorine activation in the po-

lar vortex. But it may be visible on short timescales (hours) and small spatial scale

(hundreds of kilometers), which are usually probed with in-situ observations. The next

section will discuss several in-situ observations of chlorine activation in the Arctic and

analyze the impact of the various aerosol types.



5. The Influence of PSCs and the

Background Aerosol on Chlorine

Activation

This chapter will discuss the influence of the various aerosols in the stratosphere on

chlorine activation, with focus on the hypothesis by Drdla and Müller (2012) that the

reactivity of heterogeneous reactions on cold binary aerosol is sufficiently large to explain

the greatest part of the observed chlorine activation, and that an enhancement of the

reactivity by uptake of HNO3 on the particles is not necessary for chlorine activation.

The impact of an unperturbed background aerosol layer on heterogeneous processing

was first discussed by Rodriguez et al. (1988), and later developed by Hofmann and

Solomon (1989); Cox et al. (1994); Hanson et al. (1994); Portmann et al. (1996). But

Drdla and Müller (2012) concluded that even during volcanic quiescent times chlorine

activation during the polar night is dominated by reactions on cold binary sulfate aerosol.

However, elevated levels of active chlorine usually coincide with the presence of PSCs,

which makes it difficult to attribute chlorine activation to heterogeneous processing on

a particular aerosol or cloud type. Kawa et al. (1997) reported in-situ measurements of

active chlorine from the Antarctic during the ASHOE/MAESA campaign in 1994, where

back-trajectories indicated that during ten days prior to the measurement temperatures

were too high for PSC formation; therefore, concluded that the observed chlorine acti-

vation must have occurred on the background aerosol. Here, the focus will be on in-situ

observations, which allow chlorine activation on very small time and spatial scales to be

assessed. These observations also allow a validation of the parameterizations for hetero-

geneous chemistry described in Chapter 4. Second, satellite measurements are used to

assess chlorine activation on a vortex wide scale.
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5.1. In-situ Observations from March 2005

During a flight into the Arctic vortex by the high-altitude research aircraft Geophysica on

7th March 2005, high concentrations of active chlorine compounds were observed by the

HALOX instrument (von Hobe et al., 2006), with back-trajectories from the flightpath

indicating that chlorine in the observed air masses was reactivated just 24 hours prior

to the measurements. For the analysis of chlorine activation, chemistry and PSC micro-

physics are simulated along trajectories starting on 3rd March 2005 and ending on the

flightpath. Trajectory and chemistry simulations are performed with the CLaMS Model

(McKenna et al., 2002a,b), driven by ERA-INTERIM wind fields (Dee et al., 2011).

To calculate reaction rates, JPL 2006 (Sander et al., 2006) recommendations are used

(for heterogeneous chemistry JPL 2006 and 2011 recommendations are identical). STS

growth is simulated with the thermodynamic model developed by Carslaw et al. (1995b),

dynamic NAT growth with the model of Carslaw et al. (2002) and the NAT nucleation

rate is taken from Voigt et al. (2005).

5.1.1. Deriving the Initialization

The initialization of these trajectories is based on in-situ measurements of N2O and

CH4 from HAGAR (Homan et al., 2010; Werner et al., 2010), H2O from the FISH

instrument (Zöger et al., 1999) and aerosol particle number density (size range: 10nm-

5µm in diameter) from the COPAS instrument (Weigel et al., 2009). Additional details

of this flight can be found in von Hobe et al. (2006).

CH4 observations by HAGAR indicate that a homogeneous airmass was sampled al-

though the flight covered 65◦-85◦N equivalent latitude (Figure 5.1 top panel). From these

measurements we derive the total inorganic chlorine loading Cly, with the CH4-Cly tracer

correlation described in Grooß et al. (2002), as a function of potential temperature (Θ)

and equivalent latitude (Φ). Concentrations of ClONO2, HCl and HNO3 are taken from

ACE− FTS v2.2update (Bernath et al., 2005) observations on 3rd and 4th March, in-

terpolated onto the trajectory positions on 3rd March 12 UTC as a function of potential

temperature and equivalent latitude. The difference between the concentrations of Cly

and the sum of ClONO2+HCl is initialized as ClOx (Figure 5.1 bottom panel).

For most of the flightpath, HNO3 values initialized from ACE-FTS are between 6 and

7 ppbv. With the passive tracer subtraction method, this yields a denitrification of 50%,

corroborating the conclusion by von Hobe et al. (2006) that the observed air masses

were highly denitrified. All other chemical species are interpolated from the hemispheric
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Figure 5.1.: Top: HAGAR CH4 as function of potential temperature and equivalent
latitude. Bottom: Derived initialization of chlorine species as function of
potential temperature.

CLaMS simulation (Grooß and Müller, 2007), and the background aerosol surface area

is taken from the climatology compiled by David Considine (Eyring et al., 2010). The

error for the initialization of HNO3 and the chlorine species is estimated by interpolat-

ing the satellite measurements onto the potential temperature of the observations, and

subsequently calculating the range of observations of the three nearest neighbors in the

equivalent latitude space. Typically, this results in an error of less than 0.2 ppbv.

5.1.2. Estimating the Temperature Error

Since heterogeneous chemistry is highly sensitive to temperature, accurate knowledge of

temperature is necessary to model the activation of chlorine on stratospheric aerosols.

Brakebusch et al. (2012) have shown that temperatures in the specified dynamics version

of the Whole Atmosphere Community Climate Model tend to be warm biased compared

to MLS observations, and that applying a −1.5 K temperature bias to the heterogeneous

chemistry calculations improves the agreement between model and satellite observations.

Ambient temperature on board Geophysica is measured by the Thermodynamic Com-



5.1. In-situ Observations from March 2005 31

196 198 200 202 204 206 208 210

TDC Temperature [K]

196
198
200
202
204
206
208
210

E
C

M
W

F
 T

em
pe

ra
tu

re
 [K

]

445
450
455
460
465
470
475
480

Θ [K]

−2 −1 0 1 2
T

ECMWF
−T

TDC
 [K]

     

445
450
455
460
465
470
475
480

P
ot

en
tia

l T
em

pe
ra

tu
re

 [K
]

 
 
 
 
 
 
 
 

Figure 5.2.: Temperatures interpolated from ERA-INTERIM data on the flightpath ver-
sus TDC temperature measurements on board the Geophysica as function
of potential temperature.

plex (TDC, Shur et al., 2006). These measurements similarly show a ∼1.5 K bias when

compared to ERA-INTERIM temperatures (Figure 5.2). Between 455-470 K ERA-

INTERIM temperatures are consistently higher than observations. ERA-INTERIM

shows agreement with observations at higher temperatures, but shows a warm bias

at temperatures below 205 K. The lower panel in Figure 5.2 shows the vertical profile

for the temperature bias. The highest warm bias is located at 460 K with 1.5 K. No

in-situ temperature measurements exist over the course of the trajectories, so we assume

the warm bias exists for the whole trajectory length and adjust the temperatures below

205 K according to the kernel shown in Figure 5.2.

5.1.3. Modeling PSCs along Trajectories

With adjusted temperatures the formation of PSCs is modeled along the trajectories

(Figure 5.3). The model indicates presence of NAT and STS about 24 hours prior to

the measurements. On the trajectories ending between 8:45 and 9:30 UTC, typically

less than 0.1 ppbv HNO3 condenses on STS. This enhances the surface area density by
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Figure 5.3.: Temperature history (a), simulated condensation of HNO3 on STS (b), NAT
(c) and corresponding enhancement of the surface area density over the back-
ground aerosol (d) along 92 h back-trajectories ending on the Geophysica
flightpath. Areas under TNAT are enclosed by the black line.

about a factor of 1.5 compared to the background aerosol. The maximum calculated

enhancement is about a factor of 2. For trajectories ending before 8:45 and after 9:30,

all available HNO3 is predicted to condense to STS which maximally enhances the sur-

face area density by a factor of 5. However, these maximum enhancements only occur

for a few hours. For most of the time when temperatures along the trajectories are

below TNAT, NAT and STS enhance the surface area by less than 10% compared to the

background aerosol.

As temperatures are below TNAT for only about 20 hours, NAT particles cannot reach

thermodynamic equilibrium and NAT particle number density is on the order of 10−3

cm−3. Such a low particle number density leads to a negligible increase in surface area

density. Therefore, any modeled increase in surface area density is caused by STS.
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Figure 5.4.: Comparison of HALOX in-situ data and CLaMS simulations. Solid black
line marks the HALOX ClOx measurement with its accuracy shaded gray
and the dashed black line initial ClOx. Solid red line marks results from the
“Full PSC” and dashed blue from the “Binary only” simulation. Error bars
show model uncertainty.

5.1.4. Estimating the Influence of PSCs on Chlorine Activation

Two simulations are performed to assess the model’s ability to reproduce the measured

extent of chlorine activation. In the first simulation heterogeneous reaction rates are

calculated with a surface area density that includes all PSCs (Full PSC). In the sec-

ond simulation only the surface area density of the background aerosol without any

enhancement due to STS or NAT (Binary only) is used to derive heterogeneous reaction

rates.

Figure 5.4 shows initialized, measured and modeled ClOx for the Geophysica flight.

Maximum activation is simulated for trajectories ending before 8:45 and after 9:30 UTC.

These trajectories also exhibit the maximum uptake of HNO3 on PSCs, as minimum

temperatures are about 1-2 K lower than in the other trajectories. For trajectories

ending between 8:45 and 9:30 UTC about 0.7 ppbv additional chlorine is activated

within 92 h. The model cannot reproduce all of the fine structures of the measurements,

which is most likely due to the coarse initialization and resolution of the ERA-INTERIM

wind fields. However, both model simulations show good agreement with measured ClOx,



5.2. In-Situ Observations from the RECONCILE Campaign 34

within the uncertainty of initialization and measurements. For trajectories ending before

8:45 modeled chlorine activation tends to be on the upper limit of uncertainty of the

observations and afterwards at the lower limit.

The difference between both simulations is minimal, with the “Full PSC” activat-

ing slightly more chlorine than the “Binary only” simulation. However, this difference

is on the order of 10%, which indicates that most of the observed activation of chlo-

rine, within the considered time-frame, can be attributed to heterogeneous chemistry on

a surface area density equivalent to background aerosol levels. Even though modeled

PSCs increase the surface area density by up to 500%, the effect on chlorine activation is

limited, as this maximum increase only lasts for a short time. In the model neither HCl

nor ClONO2 are completely depleted; thus, chlorine activation along the trajectories is

limited by the heterogeneous reaction rates and not by the availability of either reservoir

species. As the model results overlap with the observations, within the uncertainties of

this simulation and measurements, the temperature dependence of the current param-

eterizations for heterogeneous chlorine activation is in agreement with the processes in

the real atmosphere.

5.2. In-Situ Observations from the RECONCILE

Campaign

In addition to the Geophysica flight from 7th March 2005, three Geophysica flights in

January 2010 from the RECONCILE campaign in the Arctic (Figure 5.5) are examined.

The temperature histories along seven-day trajectories ending on the flightpath of these

flights show temperatures low enough for efficient heterogeneous chemistry. Temper-

atures are below TNAT at the beginning of the trajectories and during the flights. In

between temperatures are greater than 200 K; hence, all PSCs that formed initially most

likely completely evaporated. Prior to the flights, temperatures for most trajectories are

consecutively below TNAT for about 30 h, with some trajectories during flight 2 residing

below TNAT for over 50 h. Trajectories for flight 3 are below TNAT for the longest time.

Here, temperatures are below TNAT for 40 h at the beginning of the trajectories and

again for 30 h when the flight occurred. In contrast to the 2005 flight, minimum tem-

peratures for all three flights are below 190 K, low enough for extensive PSC formation.

Measurements from the up- and downward facing LIDAR MAL 1 and MAL 2 (Matthey

et al., 2003) on-board Geophysica show that backscatter ratios are elevated by a factor

of 3-4 and a depolarization of less than 4%. These measurements suggest that no solid



5.2. In-Situ Observations from the RECONCILE Campaign 35

Flight 1, 20 January 2010

    
 

50

100

150
ho

ur
s 

be
fo

re
 m

ea
su

re
m

en
t Flight 2, 22 January 2010

    
 

50

100

150

 

Flight 3, 24 January 2010

    
 

50

100

150

 

 185
 189
 193
 197
 201
 205
 209
 213
 217
 221

    
 

0.2
0.4
0.6
0.8
1.0
1.2
1.4

C
lO

x 
[p

pb
v]

    
 

0.2
0.4
0.6
0.8
1.0
1.2
1.4

 

      Initialization   
      Full PSC   
      Binary only   

      HALOX   
      Model   

    
 

0.2
0.4
0.6
0.8
1.0
1.2
1.4

 
8:25 9:15 10:05 10:55

 

0.1
0.2
0.3
0.4
0.5
0.6

C
lO

 [p
pb

v]

10:10 11:00 11:50 12:40
 

0.2

0.4

0.6

0.8

 

13:40 14:30 15:20 16:10
 

0.05

0.10

0.15

0.20

 

T [K]

UTC

Figure 5.5.: Top: Temperature history along seven-day backward trajectories from
HALOX measurements for 3 flights in January 2010. Middle: ClOx ini-
tialization (black) and modeled ClOx on the flightpath with full PSC sur-
face area density (red) and background aerosol only (blue dashed). Bottom:
Measured (black) and modeled values of ClO (red).

particles were present in the air masses which have been probed during the flight.

Chlorine activation is simulated by running box-model calculations along these seven

day trajectories. The initialization is taken directly from a hemispheric 3D-CLaMS

simulation. Total Cly is estimated from measured CH4 by HAGAR via the CH4-Cly

correlation (Grooß et al., 2002). Model HCl and ClONO2 are then scaled accordingly, so

that model Cly agrees with observations. Generally model Cly is scaled up by about 15%

to agree with observations. For all three flights the model activates significant amounts

of chlorine over the seven day period considered. For flights 1 and 2 additional chlorine

is activated along the majority of trajectories during the seven days of simulation, gen-

erally around 0.4 ppbv with some trajectories showing up to 0.8 ppbv additional ClOx.

Only a minor fraction of the trajectories shows no additional chlorine activation. The

trajectories for flight 3 all show additional chlorine activation, generally, around 0.5 ppbv
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with maximum additional ClOx of 1.2 ppbv. The limiting factor for chlorine activation

for these three flights is the availability of ClONO2. The model simulates that ClONO2

is completely depleted at the time of the flights; hence, the additionally available surface

area density provided by PSCs cannot have an effect on ClOx levels. Consequently the

“Binary only“ simulation produces the same results as the “Full PSC” simulation.

In contrast to the flight on 7th March 2005, no reliable Cl2O2 measurements exist

for the flights in January 2010, limiting the comparison to modeled and measured ClO.

ClO possesses a distinct diurnal cycle, and the parameters describing the equilibrium

between ClO and Cl2O2 are still subject to some uncertainty (von Hobe et al., 2007). To

calculate ClO from simulated ClOx the results from Sumińska-Ebersoldt et al. (2012),

who constrained the ClO/Cl2O2 equilibrium parameters to in-situ observations, are used.

The thermal equilibrium constant is taken from Plenge et al. (2005) and the Cl2O2

absorption cross-section from von Hobe et al. (2009) scaled to the absolute measurements

of Lien et al. (2009). Figure 5.5 shows modeled and measured ClO for the three flights

in January 2010. The first two flights have decreasing solar zenith angles leading to

increasing ClO values and the third flight was carried out in darkness. Overall, the

model shows excellent agreement with the measurements with flights 1 and 2 showing

the dependence of ClO on the solar zenith angle and flight 3 showing nighttime, thermal

equilibrium measurements.

5.3. Intra- and Interannual Variability of Chlorine

Activation and PSC Occurrence

To examine whether heterogeneous processing on the background aerosol is also suffi-

cient to describe vortex average chlorine activation, MLS observations for the Arctic

winters 2004/05 to 2010/11 are investigated. The focus is on the intra- and inter-annual

variability of chlorine activation and PSC occurrence to identify a possible correlation

between the chlorine activation rate and the surface area provided by PSCs.

5.3.1. Variability of HCl and HNO3 Loss

This analysis focuses on the vortex core, described by equivalent latitudes poleward of

75◦N. A high inter-annual variability, common for the Arctic, is evident in the obser-

vations of HCl and HNO3 (Figure 5.6). The winters 2004/05, 2007/08 and 2010/11

had very cold and stable vortices leading to strong denitrification, and depressed values
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Figure 5.6.: HCl and HNO3 observations by MLS for the Arctic winters 2004/05 to
2010/11 on 500 K potential temperature in the vortex core (equivalent lat-
itude > 75◦N).

of gas-phase HCl extending into spring. The observations for the winters 2005/06 and

2008/09, on the other hand, show hardly any denitrification, and HCl starts increasing

in the middle of January.

The onset of chlorine activation at the beginning of winter is controlled by the quan-

titative titration of the available ClONO2 through heterogeneous reaction 2.11. Thus, a

decrease in gas-phase HCl can serve as an indicator for chlorine activation.

d[ClOx]

dt
≈ −

d[HCl]

dt
−

d[ClONO2]

dt
≈ −2×

d[HCl]

dt
(5.1)

Although HCl shows high inter-annual variability for the period of January to April,

observations show only little variability in December when chlorine begins to become

activated. At the end of December HCl has decreased by about 1 ppbv, 50% of the

initially available HCl. Significant differences in HCl depletion between the different

winters do not emerge until the middle of January. In winters 2005/06 and 2008/09

HCl starts recovering in January, while in winters 2004/05 and 2007/08 the final recov-

ery does not begin until the middle of February. This corresponds to observations of

HNO3. A decrease in gas-phase HNO3 is an indicator for PSC formation and irreversible

denitrification. Pitts et al. (2009, 2011) have shown that the first PSCs forming in Arc-

tic winter are mainly composed of STS and low particle number density NAT (<10−3
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cm−3). Therefore, the observed decrease in gas-phase HNO3 in December can mostly be

attributed to condensation of HNO3 on STS and a lesser extent to NAT and irreversible

denitrification.

In early winter HNO3 shows, in contrast to HCl, high inter-annual variability indicat-

ing that the additional surface area provided by PSCs has no detectable direct influence

on the rate of chlorine activation on a vortex wide scale. For the winters 2004/05 and

2009/10, 75% of gas-phase HNO3 are removed throughout the winter. In 2004 gas-phase

HNO3 shows a steep decline in the middle of December and in 2009 at the end of Decem-

ber. For 2004 we can assume that the surface area density was significantly enhanced

through HNO3 uptake throughout December, while for 2009 surface area density was

for most of the time at background levels. In winters 2005/06 and 2008/09 observations

show only a gradual decrease of gas-phase HNO3. This decrease of gas-phase HNO3 in-

dicates that PSCs formed only to a minor extent compared to the winters 2004/05 and

2009/10. Pitts et al. (2011) show that maximum PSC coverage in the winter 2008/09

was only one third of the maximum coverage in 2009/10. Still, the decrease of HCl in

December is very similar for all winters despite the high variability in gas-phase HNO3.

5.3.2. Probability Density Distribution of Maximum Surface Area

Enhancement by PSCs

Figure 5.7 shows the probability density distribution of the maximum enhancement of

the surface area by STS in the absence of NAT formation for the winters 2004/05,

2008/09 and 2009/10. These three winters cover the whole spectrum in HCl and HNO3

variability. STS formation is calculated according to Carslaw et al. (1995b) along seven-

day back-trajectories from MLS observations in December 2005, 2008 and 2009 poleward

of 75◦N equivalent latitude, assuming that no irreversible denitrification or dehydration

has occurred yet. The trajectories are divided into 6 different bins. The first bin contains

the fraction of trajectories with a maximum enhancement of the surface area density of

less than 1.1; i.e. showing no significant enhancement over background aerosol levels. For

the next two bins (maximum enhancement factor 1.1-1.5 and 1.5-2) only a small fraction

of gas-phase HNO3 has condensed on STS but has already significantly enhanced the

surface area density. In the bins with an enhancement factor of 2-5 and 5-10 most

available gas-phase HNO3 is condensed on STS, and in the last bin virtually all HNO3

is in STS leading to an increase of surface area density over the background aerosol of

more than a factor of 10.
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Figure 5.7.: Probability density distribution of maximum surface area density enhance-
ment by STS along seven-day back-trajectories starting onMLS observations
poleward of 75◦N equivalent latitude in 2004, 2008 and 2009.

Figure 5.7 shows this distribution on three different days in December and for five al-

titudes. The trajectories ending 15th December show no or only a minor increase of

surface area density, but already some differences emerge between the different winters.

In 2009 none of the trajectories show any increase in SAD, and for 2008 less than 20%

show a small enhancement. In 2004, however, only less than 30% between 475 and 550 K

show no increase in surface area density.

Differences between the winters become more apparent for 22nd December. For 2008

and 2009 the distribution hardly changes compared to 15th December Most trajectories

still show little enhancement of surface area density. In 2004, however, most trajectories

show some enhancement of surface area density, and between 475 and 550 K all do.

At 500 K more than 50% of the trajectories already show an enhanced surface area

density by more than a factor of 2. The difference between these three winters becomes

most obvious for the trajectories started on 29th December. In 2004 the distribution
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has completely shifted from trajectories only showing minor enhancement of surface

area density on 15th December to the majority showing an enhancement of a factor

greater than 10. On the 450 and 475 K isentropes more than 80% of the backward

trajectories exhibit temperatures which lead to a more than tenfold increase in surface

area density. This is also visible in the sharp drop in MLS gas-phase HNO3 at the

end of December 2004 (Figure 5.6). Nonetheless, MLS HCl measurements show no

drastic change in the loss rate, suggesting that the heterogeneous loss of HCl is not

connected to the available surface area density. The change in probability density for

2008 and 2009 towards the end of December is less pronounced. Most trajectories

show only a minor increase in surface area density, but still their distribution is shifted

towards higher surface area densities. This is more apparent in 2008 than in 2009.

On 29th December 2009 the maximum increase in surface area density for almost all

trajectories was less than a factor 1.5.

These three winters show the huge variability in PSC occurrence and HNO3 uptake

for December in the Arctic. Nevertheless, HCl loss rates observed by MLS are fairly

constant throughout December with little inter- and intra-annual variability. Only the

vertical extent of HCl loss shows inter-annual variability which is correlated with the

vertical extent of the low temperatures necessary for efficient heterogeneous chemistry.

5.4. Conclusions

The importance of the stratospheric background aerosol for chlorine activation has been

examined in this chapter. The evaluation of heterogeneous chemistry parameterizations

has shown that uncertainties in NAT microphysics contribute most to the overall uncer-

tainty in modeling heterogeneous chemistry. The uncertainties for NAT reactivity cover

several orders of magnitude. However, using the most commonly observed NAT particle

number densities, heterogeneous processing on these particles is significantly slower than

on the background aerosol. For modeling chemistry on the binary background aerosol

the greatest uncertainty results from temperature uncertainties, as the reaction rate

doubles for every Kelvin and increases tenfold with the formation of STS over a 2 K

temperature range.

To study heterogeneous chemistry on a synoptic timescale backtrajectories from the

flightpath of the Geophysica flight on 7th March 2005 were analyzed. These trajecto-

ries show chlorine reactivation about 30 hours before the flight. With the initialization

derived from satellite data, simulating chlorine activation along trajectories ending on
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the flightpath allows the influence of the various aerosols on modeled chlorine activation

to be assessed. Even though NAT and STS could form under the prevailing conditions,

the additional surface area provided by PSCs in the model does not significantly en-

hance chlorine activation. 90% of additionally activated chlorine during this time-frame

originates from heterogeneous chemistry on a surface area provided by the background

aerosol. This shows that for modeling heterogeneous chemistry the increase in γ-values

with decreasing temperature is more important than the increase of surface area density,

and that to correctly model heterogeneous chemistry on synoptic timescales accurate

knowledge about the prevailing temperatures is essential. This flight also showed that

a considerable amount of chlorine can be activated on a timescale of hours when both

HCl and ClONO2 are available.

The three flights from January 2010 corroborate these results, albeit under very dif-

ferent ambient conditions. For the 2005 flight neither HCl nor ClONO2 is completely

depleted in the model; therefore, the temperature is the decisive factor determining the

level of chlorine activation. In 2010, however, ClONO2 is the limiting factor, since it is

completely depleted while temperatures remain low enough for efficient heterogeneous

chemistry. Thus, heterogeneous chemistry on the background aerosol surface area yields

identical results as calculations with full PSC surface area, and both simulations show

excellent agreement with observations.

Not only can heterogeneous processing on the background aerosol surface area explain

the bulk of chlorine activation on synoptic timescales along individual trajectories, but

satellite observations show that the vortex-average chlorine activation rate for the last

seven Arctic winters is not correlated with the occurrence of PSCs and the associated

uptake of HNO3 from the gas-phase. The observed HCl loss rate in December is sim-

ilar for all considered Arctic winters despite their high variability in PSC occurrence.

Even intra-annual variability of gas-phase HNO3 is not reflected in observed HCl. Dur-

ing December 2004 gas-phase HNO3 dropped sharply while the HCl loss rate remained

constant. Thus, the vortex-average observations confirm the findings from the in-situ ob-

servations that the surface area provided by PSCs does not significantly impact chlorine

activation rates.



6. Polar Stratospheric Clouds in

SD-WACCM

In this chapter the representation of Polar Stratospheric Clouds in a coupled-climate

Model is analyzed. The previous chapters already discussed the impact of PSCs on

chlorine activation. Despite their importance for ozone depletion, the simulation of PSCs

still presents a major challenge for state of the art climate models. The simulation of

PSCs in the Specified Dynamics version of the Whole Atmosphere Community Climate

Model (SD−WACCM) is investigated, and the PSC scheme is improved to give a better

representation of satellite observations of PSCs. SD-WACCM is described in detail in the

Appendix. To simulate PSCs, the reference SD-WACCM simulation uses an equilibrium

approach to simulate NAT particles (compare Chapter 3.2). STS is simulated according

to the thermodynamic equilibrium model by Tabazadeh et al. (1994b). NAT is simulated

to form at a supersaturation of 10, about 3 K below its thermodynamic equilibrium

temperature (Hanson and Mauersberger, 1988), at a prescribed particle number density

of 10−1 cm−3. The thermodynamic equilibrium temperature for NAT is referred to as

TNAT and the temperature at a supersaturation of 10 TS NAT. In the reference case, it is

assumed that if atmospheric conditions allow the presence of either particle type, HNO3

is first partitioned into STS. This analysis focuses on the Antarctic winter 2005, which

can be regarded as a typical Antarctic winter season.

6.1. Type I Polar Stratospheric Clouds

6.1.1. Observations and Reference Simulation

Figure 6.1 shows the typical development of HNO3 containing species in the reference

simulation on the 475 K potential temperature surface. The initial increase in gas-phase

HNO3 is caused by descent of HNO3-rich air masses, but with decreasing temperatures

the model forms PSCs which rapidly deplete gas-phase HNO3.
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Figure 6.1.: Observations of gas-phase HNO3 and modeled partitioning of HNO3 between
the gas-phase and PSCs on 475 K over Antarctica 2005 for four equivalent
latitude regions. Dashed line are observations of gas-phase HNO3 by MLS
and solid lines model output from the reference simulation.

In the model NAT is formed first and then transitions into STS as temperatures

cool down. This is most evident in the vortex core (Figure 6.1d). As soon as the

temperature threshold, TS NAT, for NAT is reached, gas-phase HNO3 drops sharply as

HNO3 is partitioned into NAT. As temperatures cool down further, STS starts to form

and quickly becomes the prevalent PSC type. This indicates that in the model HNO3

transitions from the solid to the liquid phase with decreasing temperature. Throughout

the entire winter HNO3 is completely removed from the gas-phase poleward of 80◦S

and strongly depleted between 65◦-80◦S. With this approach most of the irreversible

denitrification, through the sedimentation of NAT particles, occurs in early winter as

can be seen by the steep decline of NOy. By the middle of June about 50% of total

denitrification in the vortex core has already occurred. Once HNO3 is partitioned into

STS denitrification becomes a more gradual process. At very low temperatures, when
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almost all available HNO3 is partitioned into STS, denitrification is shut off, as shown

by constant NOy values in July in the vortex core (Figure 6.1d). Farther away from the

vortex core the formation of NAT is less abrupt. STS and NAT start to form at about

the same time, and HNO3 is equally distributed between STS, NAT and the gas-phase.

This leads to more gradual denitrification, but reaches the same extent as simulated in

the vortex core.

CALIPSO observations (Pitts et al., 2009) on the other hand indicate that the first

PSCs formed are predominantly STS rather than NAT, and that mixed phase PSCs exist

through the entire winter. This suggests that denitrification probably is a more gradual

process. The reference simulation cannot represent this gradual denitrification process in

the vortex core. In the vortex edge region, between 60◦-65◦S equivalent latitude (Figure

6.1a), PSCs only form to a minor extent and most HNO3 remains in the gas-phase

so that only minor denitrification occurs. Nonetheless, the overall modeled gas-phase

HNO3 and denitrification at the end of polar winter are in excellent agreement with

observations of gas-phase HNO3 by MLS. Poleward of 75◦S, observations also show total

depletion of gas-phase HNO3 and in the vortex edge region, between 65◦-75◦S, gas-phase

HNO3 stays constant at low values.

Lambert et al. (2012) have shown that MLS observations of gas-phase HNO3 as a func-

tion of temperature can be used to evaluate the PSC type. In Figure 6.2, observations

of gas-phase HNO3 are correlated with temperature and compared to MLS observations.

The observations shown are limited to May and June 2005 poleward of 80◦S on 475 K

in the Antarctic. During this time the vortex starts to form, gradually cools down

and observations indicate a decrease of gas-phase HNO3 with decreasing temperatures

(Figure 6.2a). In the observations gas-phase HNO3 starts to decrease at TS NAT, and is

completely depleted when temperatures reach the frost point. This decrease appears to

follow the STS equilibrium function (Figure 6.2a, red line), with the scatter around this

function indicative of mixed PSCs.

The reference simulation of SD-WACCM differs significantly from the observations

(Figure 6.2b). In the model HNO3 is completely removed from the gas-phase at TS NAT,

and only the partitioning of HNO3 between the different PSC types changes as tem-

peratures decrease further. Lambert et al. (2012) have shown that mixed clouds occur

over the whole temperature range, simultaneous with residual gas-phase HNO3. In the

model, mixed PSCs only occur between TICE and TICE+2 K, and gas-phase HNO3 is

completely depleted. At higher temperatures modeled PSCs contain only NAT and at

lower only STS particles. Lambert et al. (2012) have also shown that CALIPSO observa-
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Figure 6.2.: a) All MLS gas-phase HNO3 observations on 475 K between 1 May and
1 July 2005 over Antarctica correlated with temperature. b) Reference sim-
ulation output on the locations of the observations described in a). c) Same
as b) for the test simulation. Green marks PSCs mainly composed of NAT,
with more than 50 % of total HNO3 in NAT and less than 10 % in STS;
Red PSCs with high STS content, more than 50 % of HNO3 in STS and less
than 10 % in NAT; and purple mixed PSCs with more than 20 % HNO3

in NAT and more than 20 % in STS. Solid green line marks TNAT, dashed
green line TS NAT and solid blue TICE.

tions of liquid PSCs follow the thermodynamic equilibrium function for STS. No model

data points coincide with this function, since STS only forms after gas-phase HNO3 has

already been completely depleted by the preceding formation of NAT.

Observations of the entire vortex show a similar dependence of gas-phase HNO3 on

temperature like the 475 K isentrope shown in Figure 6.2a. Removal from the gas-phase

starts between TNAT and TS NAT and reaches its maximum around TICE (Figure 6.3b).

The theoretical maximum uptake of HNO3 on STS (Figure 6.3c) is calculated with the

STS equilibrium function from Carslaw et al. (1995b). This theoretically possible uptake

starts between TS NAT and TICE. Figure 6.3d shows the difference between observed re-

moval of gas-phase HNO3 and the theoretical uptake by STS. Removal of HNO3 before

the uptake by STS may be due to the formation of NAT particles (Figure 6.3d). Assum-

ing that this decrease is caused by NAT particles, NAT formation begins at temperatures

around TS NAT between 500 and 550 K. Outside this area, depletion of gas-phase HNO3

can be explained by the formation of STS. SD-WACCM cannot reproduce this kind of

distribution.

In the model gas-phase HNO3 drops sharply as soon as the specified supersaturation,

TS NAT, for NAT is reached (Figure 6.4b). At this temperature the model partitions all

available HNO3 into NAT without forming any STS (Figure 6.4c). When temperatures
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Figure 6.3.: a) Observations of gas-phase HNO3 by MLS as function of temperature over
Antarctica from 1 May to 1 July 2005 for four equivalent latitude regions.
b) Condensed HNO3 assuming no irreversible denitrification. c) Theoretical
uptake of HNO3 by STS. d) Difference of observed HNO3 removal from the
gas-phase and theoretical uptake by STS. Solid line is TNAT, dashed TS NAT

and dotted TICE.

decrease further, STS becomes more abundant, and below the frost point STS is the only

PSC type present (Figure 6.4d). This is contrary to the PSC behavior described in Pitts

et al. (2009). Pitts et al. (2009) show that STS forms first and transitions into mix 2

PSCs (STS and high particle number density NAT) as temperatures decrease. At the

end of winter, when temperatures increase, mix 2 transitions back into STS. Pitts et al.

(2009) do not report a transition from NAT to STS with decreasing temperature. Mixed

PSCs only exist to a minor extent in the model, between TS NAT and TICE. In the model

denitrification occurs in this narrow temperature range and shuts off once the vortex

cools down to the frost point as NAT is no longer present. Nonetheless, denitrification

is very efficient in this simulation, with NOy dropping from 13 to 5 ppbv in the vortex

core on 500 K once temperatures have reached the frost point.
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Figure 6.4.: a) SD-WACCM reference simulation NOy as function of temperature over
Antarctica from 1 May to 1st July 2005 for four equivalent latitude regions.
b) Gas-phase HNO3. c) HNO3 in NAT. d) HNO3 in STS. Solid line is TNAT,
dashed TS NAT and dotted TICE.

This comparison of modeled and observed gas-phase HNO3 shows that overall the

model gives a fairly good representation of denitrification. This is an important factor

since the abundance of gas-phase HNO3 can influence the speed of chlorine deactivation

and therefore the extent of ozone depletion. However, the model’s representation of

HNO3 containing PSCs is very different from the observations. In the model mixed

phase PSCs form only rarely, and it has an unphysical transition from solid to liquid

particles with decreasing temperatures.

6.1.2. Test Simulation

Since the model’s main shortcoming is the representation of mixed PSCs, a test simu-

lation is conducted in which the way the model partitions HNO3 between the different

PSC types is altered. CALIPSO observations suggest that most mixed phase PSCs
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occur at backscatter and depolarization ratios between the Pitts et al. (2009) classifica-

tion of mix 1 and mix 2. Mix 1 clouds are composed of STS and low particle number

density NAT (3·10−4 cm−3-10−3 cm−3), and mix 2 of STS and high particle number

density NAT (> 10−3 cm−3). The boundary between mix 1 and mix 2 corresponds to

clouds containing NAT particles with an effective radius between 2 µm and 7 µm, and

a particle number density between 10−2 cm−3 and 10−3cm−3. When a NAT particle

density of 1.62 g·cm−3 is assumed (Drdla et al., 1993), between 2 and 10 ppbv HNO3 are

present in NAT. This corresponds to 15-75% of the total available HNO3, assuming no

irreversible denitrification. In addition, Biele et al. (2001) reported that ground based

LIDAR observations of PSCs over Ny Alesund (located at 79◦N) can best be explained

when only 5% of the total available HNO3 is allowed to condense onto solid particles.

Therefore, in the test simulation of SD-WACCM the amount of total available HNO3

that is allowed to form NAT is limited. Best agreement with observed denitrification is

achieved when 20% of total available HNO3 is allowed to form NAT at a supersaturation

of 10 and a particle number density of 10−2 cm−3. Such a particle number density is also

more in agreement with CALIPSO observations than the 10−1 cm−3, which are assumed

in the reference case, since Pitts et al. (2009, 2011) show that most NAT PSCs have a

particle number density between 10−2 and 10−3 cm−3. STS droplets still form according

to Tabazadeh et al. (1994b), but only HNO3 that has not been taken up by NAT is

allowed to form STS.

With this approach NAT PSCs occur at TS NAT. But instead of transitioning into STS

with decreasing temperature, both PSC types can coexist throughout the entire tem-

perature range, with STS becoming more abundant at lower temperatures (Figure 6.5c

and d). This is consistent with Lambert et al. (2012), who have shown that liquid PSCs

occur more frequently than mixed PSCs at temperatures around the frost point. While

the reference simulation shows a sharp drop in gas-phase HNO3 when it is partitioned

into NAT at TS NAT, HNO3 is now gradually removed from the gas-phase beginning at

TS NAT and completely removed around the frost point (Figure 6.5b).

The model still cannot reproduce the sharp decrease which is observed at 190 K around

500 K potential temperature. Pitts et al. (2009) show increases in mix 2 PSCs at the

beginning of June around 20 km, which would be consistent with this observed removal

of HNO3 from the gas-phase, suggesting that this depletion of gas-phase HNO3 may be

driven by the formation of PSCs with high NAT particle number density. Since the model

forms NAT at only one prescribed number density and one specified supersaturation,

this behavior cannot be represented with the current PSC scheme.
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Figure 6.5.: a) SD-WACCM test simulation NOy as function of temperature over Antarc-
tica from 1 May to 1 July 2005 for four equivalent latitude regions. b) Gas-
phase HNO3. c) HNO3 in NAT. d) HNO3 in STS. Solid line is TNAT, dashed
TS NAT and dotted TICE.

The temperature dependence of HNO3 on the 475 K isentrope now shows better

agreement with the observations (Figure 6.2c). The removal of HNO3 from the gas-

phase is more compact than the reference simulation and the sharp drop at TS NAT has

been removed. Gas-phase HNO3 now follows the STS equilibrium function, in good

agreement with observations. STS is the most abundant modeled PSC type but the

model is missing mix 2 PSCs which lead to very low gas-phase HNO3 at temperatures

between TNAT and the STS function (Lambert et al., 2012).

The model shows significantly less scatter than the satellite observations due to the

simplification that all PSCs are in thermodynamic equilibrium and exist at only one

prescribed size distribution. In the real atmosphere an air parcel’s history, especially

the cooling rate, will have a crucial influence on PSC composition and size distribution.

Therefore, air masses sampled at the same temperature can have very different parti-
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Figure 6.6.: Observations of gas-phase HNO3 and modeled partitioning of HNO3 between
the gas-phase and PSCs on 475 K over Antarctica 2005 for four equivalent
latitude regions. Dashed line are observations of gas-phase HNO3 by MLS
and solid lines model output from the test simulation.

tioning of HNO3 between gas-phase and the different PSC types, and do not necessarily

have to be in thermodynamic equilibrium, as assumed in the model.

In the test case denitrification is a continuous process which slows down gradually as

HNO3 is irreversible removed from the lower stratosphere (Figure 6.6). The maximum

allowed amount of 20% of total available HNO3 is partitioned into NAT from end of

May for almost four months poleward of 65◦S equivalent latitude. Gas-phase HNO3 is

never completely removed, and throughout the winter it is about 1-2 ppbv higher than

observations. Still, the test simulation achieves a similar denitrification as the reference

case and good agreement with observations.

The vertical distribution of HNO3 shows improvement in the test simulation compared

to the reference, especially in early winter (Figure 6.7). The reference simulation is only

from August onward and below 500 K in better agreement with the observations than
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Figure 6.7.: Vertical distribution of gas-phase HNO3 over Antarctica 2005 for six differ-
ent days poleward of 80◦S. Solid black lines are MLS measurements, blue
lines are the reference simulation and red lines are the test simulation with
updated PSC scheme.

the test case. Although gas-phase HNO3 in the test simulation tends to be higher than

the observations, the shape of the vertical distribution agrees with observations. Gas-

phase HNO3 in the test simulation is, except for the initialization on 1 May, always

within 2 ppbv of the observations while the reference simulation is, temporarily, more

than 5 ppbv lower than observations. Overall, the test simulation is in better agreement

with observations than the reference, although HNO3 in the test case is never completely

removed from the gas-phase.
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Figure 6.8.: a) All MLS gas-phase H2O observations on 475 K between 1 May and
1 July 2005 over Antarctica correlated with temperature. b) Reference sim-
ulation output on the location of the observations described in a). c) Same
as b) for the test simulation. Solid blue line marks TICE.

6.2. Type II PSCs

6.2.1. Observations and Reference Simulation

A second type of PSCs are ice clouds which can form at temperatures below the frost

point (TICE). Just as HNO3 removal from the gas-phase is an indicator for STS and

NAT formation, a decrease in water vapor indicates the formation of ice clouds.

The temperature-dependence of observed water vapor (Figure 6.8a) shows that water

vapor starts to decrease around the frost point. In the reference simulation, on the other

hand, water vapor starts to decrease about 2 K above the frost point, which leads to

faster dehydration than is observed. This faster dehydration has strong implications for

the solubility of trace gases in STS particles, which primarily depends on ambient water

vapor concentrations. The solubility of HNO3 and HCl, as parameterized in Carslaw

et al. (1995a), is primarily a function of water activity. With water vapor tied up in

ice, less water condenses onto STS which causes a drastic decrease in HCl and HNO3

solubility. For example, at 186 K and 50 hPa a drop in gas-phase water vapor from 4.5

to 2 ppmv, which commonly occurs in the Antarctic, causes the fraction of dissolved

HNO3 to drop from 99 to 75% and HCl from 76 to 1%.

Water vapor observations from MLS show ice formation between 400 and 550 K pole-

ward of 65◦S equivalent latitude (Figure 6.9a and b). Calculating the frost point ac-

cording to Marti and Mauersberger (1993) indicates that ice formation below 500 K

begins around TICE, which means that no or only little supersaturation is needed for ice

clouds to form. With increasing altitude, a decrease in water vapor is only observed at
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Figure 6.9.: a) Observations of gas-phase H2O by MLS as function of temperature over
Antarctica from 1 May to 1 July 2005 for four equivalent latitude regions.
b) Condensed H2O assuming no irreversible dehydration c) SD-WACCM
reference gas-phase H2O d) SD-WACCM H2O in ice. Solid line is TICE.

temperatures well below the frost point, indicating that here a certain supersaturation

is needed before ice clouds form, and the highest altitude for ice formation appears to be

between 550 and 600 K. SD-WACCM assumes that ice clouds are always in equilibrium

with gas-phase water vapor and form at a specified supersaturation. In the reference

simulation ice clouds form at up to 600 K, and cause significantly higher dehydration

than is observed. Observations show dehydration until the end of June of up to 50%

(2 ppmv) in the vortex core (Figure 6.4b), while in the model water vapor decreases by

up to 3 ppmv.
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Figure 6.10.: a) SD-WACCM test simulation gas-phase H2O b) SD-WACCM H2O in ice.
Solid line is TICE.

6.2.2. Test Simulation

The parameter controlling the supersaturation for ice clouds in the reference simulation

was set, so modeled upwelling of water vapor through the cold point near the tropical

tropopause agrees with observations. To achieve an improved representation of ice clouds

in the Antarctic vortex, this parameter is tuned in the test case so ice clouds would form

at temperatures close to the frost point.

With the new supersaturation, the test simulation produces very good agreement with

observations (Figure 6.8c). Dehydration still starts at temperatures slightly above the

frost point, but the modeled temperature dependence is similar to observations. The

modeled temperature dependence of water vapor shows less scatter than the observa-

tions, due to the assumption that all ice clouds are in instant thermodynamic equilibrium

with the gas-phase. In the real atmosphere ice formation, just like NAT formation, prob-

ably depends on more factors than just the equilibrium temperature, leading to variable

attributes of the ice cloud (e.q. size distribution and number density), which causes the

scatter of the temperature dependence.

The onset of dehydration in the test simulation occurs close to the frost point over the

entire vertical range (Figure 6.10b), in agreement with observations. But the gradient

of water vapor with decreasing temperature is stronger in the model than in the obser-

vations. At the minimum temperature on 500 K, observations show a decrease in water



6.2. Type II PSCs 55

1 May

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

1 June

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

1 July

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

1 August

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

1 September

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

1 October

0 2 4 6 8
Gas-Phase H

2
O [ppmv]

350
400
450
500
550
600
650
700

      MLS   
      Ref case   
      Test case   

P
ot

en
tia

l T
em

pe
ra

tu
re

 [K
]

P
ot

en
tia

l T
em

pe
ra

tu
re

 [K
]

Figure 6.11.: Vertical distribution of gas-phase H2O over Antarctica 2005 for six different
days poleward of 80◦S. Solid black lines are MLS measurements, blue lines
are the reference simulation and red lines are the test simulation with
updated PSC scheme.

vapor of 1.5 ppmv (Figure 6.9b). The test simulation shows a decrease of 2.5 ppmv,

although temperatures in the model are about 1.5 K higher than observations indicate.

The vertical distribution of water vapor over the Antarctic winter 2005 for the sim-

ulations and observations is shown in Figure 6.11. The test simulation cannot only

reproduce the shape of the observations, but is also in good agreement with the absolute

values. The reference simulation overestimates the extent of dehydration over the whole

vertical range by about 0.5-1 ppmv. Overall, the test case gives a very good represen-

tation of observed water vapor over the entire lower stratosphere and throughout the

entire winter.
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6.3. Conclusions

Observations from MLS provide important constraints on the occurrence of PSCs in

the Antarctic 2005 and their representation in climate models. The analysis presented

in this chapter focuses on the months of May and June, which provide information on

the beginning of the PSC formation phase. Observations show that gas-phase HNO3

decreases between TS NAT and TICE. Most of this decrease can be explained with con-

densation of HNO3 on the background aerosol and the formation of STS. But around

500 K, HNO3 decreases at temperatures where no significant uptake of HNO3 on the

background aerosol is expected. At this altitude, HNO3 is probably nucleating to NAT,

forming PSCs with high NAT particle number density. In addition to STS and NAT,

the observations also provide constrains for ice clouds. These observations show that

the occurrence of ice clouds coincides with temperatures around the frost point.

The skill of SD-WACCM’s thermodynamic equilibrium scheme for PSCs in represent-

ing the observed removal of HNO3 and H2O from the gas-phase has been analyzed in

this chapter. The reference simulation has a fairly good representation of overall deni-

trification but cannot reproduce the temperature-dependent distribution of PSCs. The

reference simulation shows a sharp transition from NAT to STS with decreasing tem-

perature, with almost no occurrence of mixed PSCs. In contrast, observations show

that PSCs transition from STS to NAT with decreasing temperature, with liquid PSCs

being the dominant type and a large fraction consisting of mixed phase PSCs (Pitts

et al., 2009, 2011; Lambert et al., 2012). For the test simulation NAT is set to be the

preferred modeled PSC type, but at the same time the fraction of total HNO3 to form

NAT is limited, which forces the formation of mixed PSCs in the model. This approach

significantly improves the agreement of modeled gas-phase HNO3 with observations. In

particular, the temperature dependence of HNO3 removal from the gas-phase now shows

good resemblance with observations. With a NAT particle number density of 10−2 cm−3,

modeled denitrification still agrees with observations while also giving an improved rep-

resentation of HNO3 containing PSCs. Most important, the unphysical transition from

solid to liquid particles with decreasing temperature is removed in the test case, and

mixed phase PSC occur throughout the entire winter.

MLS observations of water vapor show that ice formation occurs around the frost

point, which suggests that no or only slight supersaturation is needed to form ice PSCs

in the polar stratosphere. The reference simulation uses a global parameter, which was

derived according to the upwelling of water vapor through the tropopause, to specify
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the needed supersaturation for ice clouds. But this approach forms ice clouds at tem-

peratures well above the frost point, which causes too severe dehydration compared to

observations. In the test case, ice clouds form closer the frost point, which gives good

agreement with the observed temperature-dependence and vertical distribution of water

vapor and dehydration.

Since ice clouds near the tropical cold point and the polar stratosphere appear to

require different supersaturation for their formation, ice clouds in these two regions seem

to have different nucleation mechanisms. But without coupling SD-WACCM to a micro-

physical model, this behavior cannot be accurately represented. Overall, the model gives

a good representation not only of PSCs but also of denitrification and dehydration with

the changes in parameterization described here, despite the simplified assumption that

all PSCs are in thermodynamic equilibrium.



7. Chlorine Partitioning in

SD-WACCM

In the previous chapters heterogeneous reaction rates were validated and the influence of

the various aerosol types on chlorine activation elucidated. Furthermore, the ability of

the chemistry-climate model SD-WACCM to represent PSCs with the updated scheme

was demonstrated. This chapter focuses on chlorine activation and partitioning in SD-

WACCM. Complete depletion of gas-phase HCl is regularly observed in the Antarctic

vortex and for very cold winters in the Arctic (Manney et al., 2011), but is difficult to

reconcile with the limited availability of reaction partners for HCl. Moreover, Brakebusch

et al. (2012) have shown that the early decrease of gas-phase HCl, which is limited by the

availability of ClONO2, cannot be explained by heterogeneous chemistry alone. In this

chapter possible sources of NOx in the lower stratosphere are constrained, and additional

sinks for gas-phase HCl beside heterogeneous chemistry are explored. The focus is again

on the Antarctic winter season of 2005.

7.1. Description of SD-WACCM Simulations

Figure 7.1 shows results from a standard SD-WACCM simulation (BASE). Here, HNO3

and H2O are in good agreement with observations. The model tends to remove HNO3

and H2O slightly earlier compared to observation, this prompted modifications to the

scheme for Polar Stratospheric Clouds (PSCs) which are discussed in detail in Chapter

6. However, the standard PSC scheme already gives an excellent account of the observed

denitrification and a reasonably well for dehydration. While model HNO3 and H2O are

in agreement with observations, HCl shows a great discrepancy to observations.

Modeled HCl is significantly higher than the observations throughout the entire win-

ter, with the largest differences in June and July. It is important to note that there

is no indication for irreversible removal of HCl in the observations, unlike HNO3 and

H2O. Actually, HCl shows a super-recovery since the partitioning between the chlorine



7.1. Description of SD-WACCM Simulations 59

Jun Jul Aug Sep Oct
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
S

pe
ci

es
 n

or
m

al
iz

ed
 to

 0
1 

M
ay

 2
00

5
      HCl   
      HNO3   
      H2O   

   
 

 

 

D
en

itr
ifi

ca
tio

n

D
eh

yd
ra

tio
n

Figure 7.1.: Model (solid) and MLS observations (dashed) of gas-phase HCl, HNO3 and
H2O poleward of 80◦S from May through October 2005. Species are nor-
malized to 1st May 2005 values.

reservoir species changes between formation and breakup of the polar vortex. Therefore,

HCl is most likely removed by chemical or physical processes within an air mass and not

by the sedimentation of HCl containing particles.

In addition to the BASE simulation, four model test cases are created, which include

novel processes to analyze the loss of gas-phase HCl. All the test cases use the new PSC

scheme, and an overview of the processes included in each case is given in Table 7.1.

HHCl denotes the Henry’s law constant which describes the solubility of HCl in STS. In

these cases HCl is actively partitioned between gas and condensed phase. Cases with

JHNO3(c) include the photolysis of HNO3 that is condensed in PSC particles.

In addition, the sensitivity to temperature is tested by applying a temperature bias

to the heterogeneous chemistry module of SD-WACCM. This temperature bias affects

the heterogeneous reaction rates, HCl solubility, and the formation of STS and NAT

particles. This temperature bias is based on the work by Brakebusch et al. (2012), who

reported a warm bias of SD-WACCM in the Arctic vortex compared to observations, and
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Table 7.1.: Overview of model cases and included processes.

case label new PSC scheme HHCl JHNO3(c) −2 K T-Bias
BASE - - - -
HHCl x x - -

HHCl − 2 K x x - x
JHNO3(c) x - x -

JHNO3(c) − 2 K x x x x

found improved agreement between modeled and observed HCl when applying a -1.5 K

bias to the heterogeneous chemistry module. A similar bias of around 1 K is visible

when modeled temperatures are compared to observations in the 2005 Antarctic vortex.

Thus, a -2 K bias is applied to two test cases, this bias also includes the uncertainty

of the temperature dependence of HCl solubility in STS and PSC formation (Lowe and

MacKenzie, 2008).

7.2. Depletion of Gas-Phase HCl

7.2.1. Observations and the BASE Simulation

HCl and ClONO2 are the main inorganic chlorine reservoir species in the stratosphere.

The initial mixing ratios of those two species, as observed by ACE-FTS, are shown in

Figure 7.2. Additionally, Figure 7.2 shows N2O5, the nighttime reservoir for NOx. Only

observations between 20th April and 1st May poleward of 70◦S for the years 2004 to

2011 are shown in Figure 7.2. The Antarctic vortex starts to form during this period,

and it conserves the initial ratio between HCl and ClONO2 until temperatures drop low

enough for these species to react heterogeneously (Solomon et al., 1986).

The initial ratio ClONO2:HCl has a maximum of 0.3 at 20 km and a minimum of

0.15 at 15 and 35 km, respectively (Figure 7.2). This ratio would be expected to limit

the effectiveness of chlorine activation. The bottleneck for the heterogeneous reactions

responsible for the depletion of HCl is mainly the availability of ClONO2. ClONO2

is formed through reaction 2.11 with NO2 being the limiting partner. HCl can also be

depleted by the reaction with HOCl. The formation of HOCl is limited by the availability

of OH; therefore, as long as ozone does not reach very low values (Grooß et al., 2011), this

reaction is of only minor importance. Despite this imbalance, observations show that

HCl is completely removed from the gas-phase in the lower stratosphere by July in the
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Figure 7.2.: Averaged ACE-FTS profiles of HCl (solid), ClONO2 (dashed) and N2O5

(dotted) between 20th April and 1st May from 2004 to 2011 poleward of
70◦S. Grey shading indicates the standard deviation.

Antarctic, and January in the Arctic for cold winters (e.g. Santee et al., 2008; Brakebusch

et al., 2012). From the ACE-FTS observations it can be assumed that heterogeneous

reactions with the initially available ClONO2 can at most explain a depletion of 30% in

gas-phase HCl. If the complete depletion of gas-phase HCl is caused by heterogeneous

chemistry, ClONO2 needs to be reformed during the polar night.

Figure 7.3 shows the distribution of gas-phase HCl on three different days for the BASE

case and MLS observations. The meridional structures in gas-phase HCl are a clear

indicator for the dependence of the supply of NOx on the solar zenith angle. On 15th June

the model and observations show three distinct regions of gas-phase HCl concentrations.

The region between 60◦ and 50◦S has HCl mixing ratios of up to 1.5 ppbv. This region

is located just outside the polar vortex; hence, HCl concentrations in this region are

unperturbed by heterogeneous chemistry. Here, the model is in good agreement with

observations.

The second region is a ring at the vortex edge region between 70◦ and 60◦S, that shows

slightly depleted HCl concentrations in the model, but already complete depletion in

the observations. While the model can reproduce the spatial extent of the inner ring, it

overestimates HCl mixing ratios there by up to 1 ppbv. This region is exposed to some

sunlight, providing a limited supply of NOx. However, this process is too slow in the

BASE case to regenerate sufficient ClONO2 by the middle of June to cause a ring of air
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Figure 7.3.: BASE simulation (left) and observed (right) gas-phase HCl over Antarctica
2005 on 475 K. The white circles mark noontime solar zenith angles of 95◦

and 90◦, respectively.
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masses which are almost completely depleted in gas-phase HCl. This ring of depleted

HCl suggests limitations in current photochemical schemes.

The third region is the vortex core where HCl concentrations are the greatest. This

region is confined to darkness, effectively shutting off all photochemistry. The high

HCl concentrations are caused by descent of HCl-rich air from higher altitudes, but the

heterogeneous reaction of HCl with ClONO2 is limited to the initially available ClONO2.

Just like in the inner ring the model overestimates HCl concentrations in this region, but

observed and modeled maximum HCl concentrations of up to 2 ppbv are in agreement.

By 15th July, however, the BASE case shows little resemblance with observations

(Figure 7.3, middle row). Satellite observations no longer show distinct regions of differ-

ent HCl concentrations inside the vortex, but rather near-complete removal of gas-phase

HCl throughout the entire polar vortex. The simulation eventually achieves complete

depletion of gas-phase HCl, but only in the ring region. Poleward of this region HCl gas-

phase concentrations steadily increase and remain practically unchanged in the vortex

core compared to 15th June. While observations indicate that gas-phase HCl decreases

by almost 2 ppbv in the vortex core between 15th June and 15th July, the model com-

pletely fails to reproduce this behavior.

On 15th August (Figure 7.3, bottom row) the meridional structure of gas-phase HCl,

compared to one month earlier, has barely changed in the model and observations.

MLS still indicates complete removal of gas-phase HCl, while modeled values in the

vortex core remain essentially unchanged. The only change in the model compared to

15 July is the poleward expansion of the inner ring, that shows complete removal of

gas-phase HCl. This expansion coincides with sunlight returning to higher latitudes,

as indicated by the 90◦ and 95◦ boundaries for the noontime solar zenith angle. With

more sunlight available, ClONO2 is regenerated, driving the depletion of gas-phase HCl

through heterogeneous chemistry.

The depletion in the ring region can be explained by photochemistry creating enough

NOx to steadily regenerate ClONO2. The model indicates that in the vortex edge re-

gion ClONO2 is never completely depleted (Figure 7.4a). This resupply of ClONO2

then drives the depletion of HCl, leading to excellent agreement between model and

observations as shown in Figure 7.4a.

However, the farther inside the vortex one looks, the stronger the difference between

model and observations becomes. Poleward of 65◦S standard photochemistry does not

appear to be efficient enough to produce sufficient NOx to keep up with the depletion

of ClONO2 through heterogeneous chemistry. Here, ClONO2 is completely depleted in
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Figure 7.4.: Gas-phase HCl observations by MLS and chlorine partitioning for the BASE
and HHCl case for four equivalent latitude regions on 475 K.

the model, slowing down heterogeneous chemistry and the depletion of HCl. Poleward

of 80◦S, however, modeled HCl remains almost constant in June once initial ClONO2

has been depleted, since no sunlight reaches these air masses until the end of July.

In contrast to the meridional structure of the depletion of gas-phase HCl, as seen in

the model, observations indicate a steady decline of gas-phase HCl throughout the entire

vortex. Poleward of 80◦S gas-phase HCl declines at a rate of about 1000 molec·cm−3·s−1

(50 pptv·day−1) on 15th June, whereas the model shows near constant gas-phase HCl

mixing ratios. As the observed depletion rate of gas-phase HCl is constant in time and

throughout the polar vortex, the process responsible for the depletion appears to be

independent of solar zenith angle. However, the chemical regeneration of HCl, which

begins in the middle of September, is accurately captured in the model and shows

excellent agreement in timing and speed with the observations. The solubility of HCl

in STS does not significantly improve the agreement between model and observations.

The removal of gas-phase in the HHCl case is only slightly higher compared to the BASE
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simulation. At the beginning of the winter about 0.1 ppbv HCl are simulated to be

partitioned into STS, and in late winter more HCl is removed from the gas-phase in

the HHCl case since the new PSC scheme produces slightly less denitrification than the

BASE simulation. But overall both simulations are very similar. Having established the

discrepancy between model and observations, the following sections are going to examine

possible mechanisms that can account for the disappearance of HCl in and around the

vortex core.

7.2.2. Photolysis of Gas-Phase HNO3

With current JPL recommendations (Sander et al., 2011) for gas-phase HNO3 photol-

ysis, NOx production of more than 50 pptv·day−1 on 1st June, at 20 km altitude and

15 ppbv HNO3 only occurs at latitudes equator-ward of 57◦S. At 80◦S this rate of NOx

production is not reached until 19th September. For an undisturbed vortex these cal-

culations yield the maximum possible photolysis rate of gas-phase HNO3, as in reality

PSCs will denitrify the Antarctic stratosphere, suppressing NOx production. Photolysis

can increase further if the vortex is dynamically disturbed, which can cause excursions

of vortex core air to lower latitudes. Fifteen-day backward trajectories, initialized on

15th June between 80◦S-90◦S, indicate that the lowest latitude excursion is to 60◦S.

But most of the time the trajectories remain poleward of 70◦S. Due to the stability of

the Antarctic vortex, it does not appear that excursions to lower latitudes can produce

enough NOx to explain the observed HCl depletion. However, the amplitudes of the wave

disturbances are uncertain, as are smaller scale mixing processes that may be unresolved

in the model.

7.2.3. Galactic Cosmic Rays

Another source of NOx, beside photolysis, is the production by Galactic Cosmic Rays

(GCR). GCR flux is modulated by the heliosphere and strongest during solar minimum

(Bazilevskaya et al., 2008). With the magnetic field lines perpendicular to the ground

at the poles, the flux of magnetic particles is highest at high latitudes. Studies (Nicolet,

1975; Jackman et al., 1980; Vitt and Jackman, 1996) agree that NOx production at the

high latitudes by GCRs is in the range of 10-50 molec·cm−3·s−1, which can explain at

most 5% of the observed HCl loss inside the vortex core in June. Müller and Crutzen

(1993) explored in more detail the idea of GCRs accelerating the depletion of HCl.

Their work represents an upper limit for the possible influence of GCRs on HCl loss.
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However, with their assumptions GCRs make only a small difference in HCl loss during

the polar night, and only after the end of polar night did Müller and Crutzen (1993)

see a significant impact of GCRs on HCl depletion. Since total depletion of gas-phase

HCl is already observed by the end of June in the vortex core, the reactions explored

by Müller and Crutzen (1993) cannot explain the observed loss. Thus, it appears that

neither vortex air excursions to lower latitudes nor GCRs can produce enough NOx to

regenerate sufficient ClONO2 to explain the observed depletion of gas-phase HCl.

7.2.4. Photolysis of Condensed Phase HNO3

The photolysis of gas-phase HNO3 is a well established process (Sander et al., 2011);

though, during the polar night a substantial fraction of HNO3 is either tied up in Polar

Stratospheric Clouds (PSCs) or has already sedimented out of the lower stratosphere,

which prevents significant regeneration of ClONO2 through gas-phase photolysis even

in the presence of sunlight. However, photolysis of the condensed phase should also be

considered. Particularly since recent studies have shown that nitrate photolysis from

snow surfaces is a significant source of NOx at Earth’s surface (e.g. Honrath et al.,

1999; Dominé and Shepson, 2002), and that nitrate photolysis in the quasi-liquid layer

in aerosols is enhanced in the presence of halide ions due to a reduced solvent cage

effect (Wingen et al., 2008; Richards et al., 2011). These and other studies indicate

that photolysis of dissolved HNO3 in PSC particles, including STS droplets is certainly

feasible.

To probe photolysis of condensed HNO3 in the model, the JHNO3(c) test cases use the

cross-section for the NO−

3 ion with a quantum yield of 0.3, similar to what has been

adopted in recent studies of nitrate photolysis on snow surfaces (e.g. Richards et al.

(2011)). The high quantum yield attempts to account for an increase in light intensity

due to an increased path length caused by refraction at the air-liquid interface (Mayer

and Madronich, 2004) and morphology dependent resonances (Johnson, 1993; Cappa

et al., 2004), and for the fact that nitrate photolysis is further enhanced in highly acidic

solutions (Abida et al., 2011). Nissenson et al. (2006) have shown that these effects can

increase the photolysis rate in liquid aerosol droplets by three orders of magnitude over

bulk-liquid solutions.

When this process is included the actinic flux rather than the availability of gas-phase

HNO3 is the limiting factor for NOx production. However, even this process does not

produce NOx early enough to explain the HCl depletion. In particular, poleward of

80◦S photolysis of NO−

3 in PSCs does not have any effect on chlorine partitioning until



7.2. Depletion of Gas-Phase HCl 67

60o-65oS

Jun Jul Aug Sep Oct
0.0
0.5
1.0
1.5
2.0
2.5
3.0

V
M

R
 [p

pb
v]

      MLS HCl   
      BASE HCl   
      JHNO3(c) HCl   
      JHNO3(c) ClONO

2
   

65o-75oS

Jun Jul Aug Sep Oct
 
 
 
 
 
 
 

75o-80oS

Jun Jul Aug Sep Oct
0.0
0.5
1.0
1.5
2.0
2.5
3.0

V
M

R
 [p

pb
v]

80o-90oS

Jun Jul Aug Sep Oct
 
 
 
 
 
 
 

a)

c)

b)

d)

Figure 7.5.: Gas-phase HCl observations by MLS and chlorine partitioning for the BASE
and JHNO3(c) case for four equivalent latitude regions on 475 K.

the middle of July. Until then the JHNO3(c) and the BASE case are virtually identical

and differ significantly from the observations. Once the vortex is illuminated, JHNO3(c)

produces sufficient NOx to completely deplete HCl in the vortex core, but not until

August and September, about one month later than observations indicate.

Based on the simple assumptions that the photolysis of condensed HNO3 occurs in a

constant manner throughout fall, winter, and spring, sufficient NOx is produced to cause

total depletion of gas-phase HCl, as indicated in Figure 7.5, and it strongly perturbs

NOx in the lower stratosphere. While initially more ClONO2 becomes available to react

with HCl, once HCl is depleted any surplus of NOx could result in a deactivation of

ClOx into ClONO2. Early deactivation into ClONO2 could cause less ozone loss and

prevent the buildup of HCl via reaction 2.20, resulting in slower regeneration of HCl

in the model compared to observations. Such delay of HCl regeneration indicates that

the simple assumptions for the photolysis of condensed phase HNO3 produce too much

NOx. However, in the real atmosphere the rate of photolysis in spring could well be
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Figure 7.6.: Fraction of total HCl condensed in STS as a function of ambient water vapor
and temperature.

slower, as any STS particles would become less acidic upon warming, and particles may

not remain STS throughout the entire season.

7.2.5. Constraining HCl Solubility from Observations

The thermodynamic model for STS by Carslaw et al. (1995a) predicts that HCl is highly

soluble in STS at temperatures below the frost point. The solubility of HCl in STS is

governed by the Henry’s law constant which is highly sensitive to temperature and am-

bient water vapor (Figure 7.6). Significant uptake of HCl in STS is only expected below

the frost point and decreases rapidly with decreasing water vapor concentration. Mur-

phy and Thomson (2000) provided observational evidence for Cl− ions in stratospheric

aerosols and the temperature dependence of their solubility. But these observations have

received surprisingly little attention to date.

Therefore, the possibility that the decrease in gas-phase HCl in the vortex core is

mainly due to the uptake of HCl into the aerosol, essentially forming Supercooled Qua-

ternary Solution droplets, is considered here. Lambert et al. (2012) showed that Su-

percooled Ternary Solutions can be frequently observed at temperatures below the frost

point, usually in mixtures with Nitric Acid Trihydrate (NAT), which agrees with lab-

oratory studies by Song (1994); Koop et al. (1995), who have shown that STS can be
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cooled below the frost point without freezing. Observations by Pitts et al. (2009, 2011)

also indicate that STS droplets are present throughout the entire winter, a prerequisite

to explain the removal of gas-phase HCl by uptake in STS throughout the entire winter

season.

Figure 7.7a shows all MLS observations from May and June 2005 of gas-phase HCl as

function of temperature (HClgas(T)) for four different equivalent latitude regions, from

the vortex edge to the core. Since the Antarctic vortex cools gradually through the early

months of winter, the temperature abscissa is equivalent to using a temporal scale, with

higher temperatures corresponding to observations in May and the lowest temperatures

occurring at the end of June.

Poleward of 65◦S gas-phase HCl shows a similar dependence on temperature for all

equivalent latitude regions. A decrease of gas-phase HCl can first be observed at temper-

atures between TNAT and TS NAT and is most severe below the frost point above 550 K

potential temperature. Figure 7.7b shows the amount of depleted gas-phase HCl, which

may be expressed as:

HCl(T) = HCl0 − HClgas(T) (7.1)

where HCl0 represents the average profile of observations between temperatures of

195-200 K, and HClgas(T) is the HCl present in the gas-phase at a given temperature T .

Interestingly, depletion of gas-phase HCl plateaus between 450-550 K and between

TS NAT and TICE, a behavior that is most prominent poleward of 80◦S. There, gas-phase

HCl decreases by 0.6 ppbv until temperatures reach TS NAT, remains fairly constant

between TS NAT and TICE, and decreases rapidly by an additional 1 ppbv just below the

frost point. Assuming that HCl is only removed from the gas-phase by heterogeneous

reactions with ClONO2, and that the abundance of this species is limited to the amount

initially available ClONO2 when the vortex formed (ClONO2 0), plus assuming that all

N2O5 is also converted to ClONO2, then the residual HCl that cannot be explained by

loss due to reaction with ClONO2 is:

HClres1(T) = HCl(T)− (ClONO2 0 + 2 · N2O5 0) (7.2)

where ClONO2 0 and N2O5 0 are the vertical profiles of these species when the vortex

formed. This residual represents the upper limit of potential HCl removal by the reaction

with ClONO2, as in reality N2O5 will also hydrolyze on stratospheric aerosols (Reaction

2.18) and remove NOx. HClres1(T) is shown in Figure 7.7c, which suggests that the
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Figure 7.7.: a) MLS gas-phase HCl as function of temperature for May and June 2005
Poleward of 80◦S. b) Removed gas-phase HCl, HCl0 is defined as the mean
between 195-200 K. c) Removed gas-phase HCl that cannot be explained
by the reaction with ClONO2. d) Residual of removed gas-phase HCl after
HHCl is taken into account. Solid line is TNAT, dashed TS NAT and dotted
TICE.

reaction with ClONO2 can explain much of the depletion between TS NAT and TICE.

However, below the frost point the residual increases drastically, especially poleward of

75◦S, where only a small fraction of the depleted HCl can be explained by loss through

reaction with ClONO2.

In an effort to explain the residual below the frost point the solubility of HCl in STS is

calculated. The model of Carslaw et al. (1995a) allows the calculation of HCl uptake into

the aerosol for a given temperature if H2O, HNO3, and pressure are known. While STS

takes up more H2O with decreasing temperature, this H2O uptake is negligible compared

to the amount of water sequestered in ice PSCs. On the other hand, any decrease of gas-

phase HNO3 is assumed to be by condensation on STS. Thus, to calculate the uptake of

HCl into the aerosol, MLS gas-phase water vapor profiles averaged into 1 K temperature
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bins and a mean gas-phase HNO3 profile from the temperature range 200-205 K is used.

With these quantities, the theoretical uptake of HCl into STS is derived. The solubility

of HCl in STS increases rapidly below the frost point. Just 1-2 K below the frost point

as much as 2 ppbv HCl can be taken up by STS. At temperatures above the frost point

the model by Carslaw et al. (1995a) predicts negligible uptake of HCl into STS.

ClONO2 regeneration in the vortex core is severely limited until the middle of July,

and heterogeneous reactions of HCl with ClONO2 will come to a stop once the initial

supply of ClONO2 and N2O5 has been depleted. Therefore, the solubility of HCl in

STS at temperatures below the frost point offers an explanation for the decrease of

gas-phase HCl even in the absence of a reaction partner in dark air masses. In Figure

7.7d the residual HCl (HClres2(T)), assuming it is removed from the gas-phase both by

heterogeneous reactions with ClONO2 and by the uptake on STS aerosols, is shown.

This residual HCl can be expressed by:

HClres2(T) = HCl(T)− (ClONO2 0 + 2N2O5 0) − HHCl(T)

≡ HClres1(T) − HHCl(T)
(7.3)

where HHCl denotes the HCl taken up by STS. When the solubility of HCl in STS

is added, the overall residual of gas-phase HCl is drastically reduced, and completely

removed below the frost point. Thus, the depletion of gas-phase HCl below the frost

point appears to be well explainable by the uptake on STS aerosol. Only a small residual

of less than 0.5 ppbv remains between TS NAT and TICE.

From the MLS observations of gas-phase HCl and the calculation of the theoretical

solubility of HCl in STS, it can be shown that the majority of HCl depletion in May and

June can be attributed to the uptake of HCl in STS, especially below the frost point.

Key to the analysis presented here are the observations of mixed phase PSCs by Pitts

et al. (2009, 2011), who demonstrated that some STS particles are present throughout

the entire winter. It is important to emphasize that the STS droplets are small enough

to be unaffected by gravitational settling over the considered timescales. Thus, HCl can

be temporarily bound inside these particles without causing a vertical redistribution or

irreversible removal of inorganic chlorine. While denitrification is important for nitrogen,

dechlorination will not occur as long as the HCl is taken up into STS rather than ice or

NAT particles. When NOx becomes available in polar spring and ClONO2 is regenerated,

HCl will again react heterogeneously to form ClOx.

Figure 7.8 shows HCl observations from MLS inside the vortex core (80-82◦S) for May

and June 2005 on the 475 K isentrope. The temperature-dependence of the observed
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Figure 7.8.: a) MLS gas-phase HCl for May and June 2005 poleward of 80◦S on 475 K,
frost point (blue), theoretical uptake of HCl calculated with MLS H2O and
HNO3 (red). b) gas-phase HCl for the HHCl case (black) and condensed HCl
(red).

HCl removal reveals that HCl depletion is not a continuous process but happens in

two phases. The first phase occurs around the end of May when temperatures reach

about 193 K, and is due to heterogeneous reactions with the initially available ClONO2.

Once ClONO2 is depleted HCl mixing ratios remain constant for about two weeks before

decreasing further around the frost point and approaching zero several Kelvin below the

frost point, this is the second phase. The theoretical uptake of HCl (Figure 7.8, red line)

shows reasonable agreement with the temperature dependence of the observed decrease

of gas-phase HCl during the second phase.

The HHCl case (Figure 7.8b, black dots) does not completely remove HCl from the

gas-phase even at temperatures well below the frost point. Only a small amount of HCl

is partitioned into STS (Figure 7.8b, red dots). The only visible decrease of gas-phase

HCl occurs around 193 K when HCl reacts with ClONO2. The model under predicts the

uptake of HCl in STS, as the lower stratosphere in the model is drier than observations

suggest, drastically reducing the solubility of HCl. Since HHCl is so sensitive to water

vapor, a small dry bias is sufficient to prevent the model from partitioning HCl into the

condensed phase.

7.3. Modeling HCl Solubility in STS

Following Brakebusch et al. (2012) temperature in the heterogeneous chemistry submod-

ule in SD-WACCM is lowered by 2 K. The effect is twofold, it accelerates heterogeneous
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chemistry, and increases the solubility of HCl. The results for this simulation (HHCl-2 K)

are shown in Figure 7.9. Comparable to Figure 7.7 it shows the temperature dependence

of HCl depletion for the HHCl-2 K case. Figure 7.9a indicates modeled gas-phase HCl

and panel b) HCl that has been removed from the gas-phase for four different equivalent

latitude regions between 1st May and 30th June.

Lowest values of gas-phase HCl are modeled at the vortex edge region (60◦-65◦S).

Here, gas-phase HCl is completely depleted at up to 5 K above the frost point up to

600 K altitude, due to the abundance of ClONO2. Farther poleward less gas-phase HCl

is depleted even at temperatures below the frost point, since the ClONO2 supply is

severely limited.

Uptake of HCl into the aerosol begins around the frost point (Figure 7.9c) and reaches

a maximum of 1 ppbv in the model. The amount of HCl in STS increases farther pole-

ward. At the vortex edge, between 60◦-65◦S, no HCl is in STS at all, since temperatures

do not fall below the frost point. Between 65◦-75◦S the model indicates complete de-

pletion of HCl below the frost point and above 500 K. Again, this is mainly due to

the reaction with ClONO2, since there is only little uptake of HCl by STS under these

conditions. Poleward of 80◦S up to 1 ppbv HCl are partitioned into STS at the lowest

temperatures.

A comparison (Figure 7.9d) between the observed and simulated temperature depen-

dence of gas-phase HCl generally reveals good agreement, especially poleward of 65◦S.

The largest discrepancies between model and observations occur between 60◦-65◦S, in

the vortex edge region. Since ClONO2 in the model is readily available in this region,

the temperature bias shows its largest effect here. The faster heterogeneous chemistry,

due to the temperature bias, depletes HCl faster than the observations indicate. The

maximum discrepancy occurs on 550 K below TS NAT, where the model underestimates

gas-phase HCl by up to 1 ppbv. Farther poleward the comparison with observations

indicates that the model underestimates gas-phase HCl above about 475 K, and overes-

timates it below 475 K. But overall differences between model and observations do not

exceed ±0.5 ppbv poleward of 65◦S.

The most interesting region in this comparison is the vortex core, since the previous

cases showed the strongest discrepancies with observations there. The two equivalent

latitude regions poleward of 75◦S exhibit a similar structure when compared to obser-

vations. Between TNAT and TS NAT the model underestimates gas-phase HCl due to

faster heterogeneous chemistry. With decreasing temperatures the model starts to over-

estimate gas-phase HCl between TS NAT and TICE below 500 K. This is similar to the
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Figure 7.9.: a) Simulation HHCl-2 K gas-phase HCl as function of temperature for May
and June 2005 Poleward of 80◦S. b) Removed gas-phase HCl, HCl0 is defined
as the mean between 195-200 K. c) Condensed phase HCl d) Difference
between observations and model (observed minus modeled gas-phase HCl).

unexplained residual in Figure 7.7d, suggesting that the uptake of HCl into STS might

start at higher temperatures than predicted by the model. This would be consistent

with the findings of Murphy and Thomson (2000), who reported evidence for Cl− in

stratospheric aerosols at higher temperatures than the Carslaw et al. (1995a) model

predicts.

Overall, when the temperature bias is applied a significant amount of HCl is parti-

tioned into the condensed phase, which is the most prominent sink for gas-phase HCl

until July in the Antarctic vortex. However, the agreement between model and ob-

servations degrades when ClONO2 is readily available, because the acceleration of the

heterogeneous reaction rates, due to the temperature bias, is too strong. This implies

that the temperature bias may not be uniform over the entire vortex, but stronger in

the core than at the edges. However, further studies are needed to constrain such a



7.4. The Combined Effect of JHNO3(c), HHCl and the Temperature Bias 75

Figure 7.10.: Evolution of gas-phase HCl on 475 K poleward of 80◦S for different model
simulations (BASE, HHCl-2 K and JHNO3(c)-2 K) and MLS observations.

temperature bias.

7.4. The Combined Effect of JHNO3(c), HHCl and the

Temperature Bias

A simulation which combines the increase in solubility of HCl and heterogeneous reac-

tions rate by applying the temperature bias, and takes into account the photolysis of

HNO3 in the condensed phase (JHNO3(c)-2 K), yields very good agreement in the temporal

evolution of gas-phase HCl inside the vortex core (Figure 7.10).

Until July modeled gas-phase HCl follows the observations and compared to the BASE

simulation up to 1 ppbv HCl is taken up by the STS aerosol. However, without JHNO3(c)

modeled gas-phase HCl is never fully depleted, due to the dry bias in the model, and

also minimum temperatures in the model appear to be higher than the observations by
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MLS indicate. Both factors reduce the solubility of HCl in STS. The effect of JHNO3(c)

becomes visible at the end of July, completely depleting HCl by September, and the

maximum additional depletion by JHNO3(c) is about 0.7 ppbv HCl at the beginning of

September.

A polar-stereographic view of the simulations that include the temperature bias (Fig-

ure 7.11) shows significantly better agreement with observations compared to the BASE

case (Figure 7.3). By 15th August gas-phase HCl is completely removed in the JHNO3(c)-

2 K case throughout the entire polar vortex, in excellent agreement with observations.

Before this date the HHCl-2 K and JHNO3(c)-2 K cases show only little differences as the

vortex core is confined to darkness.

As previously pointed out the effect of JHNO3(c), based on the assumptions adopted

here, is only visible in late winter and beginning of spring. By 15th August JHNO3(c)

causes almost complete depletion of HCl in the vortex core, in agreement with observa-

tions. Without JHNO3(c) a small residual of gas-phase HCl remains in the vortex core.

However, the area where the simulation without JHNO3(c) shows higher concentrations of

gas-phase HCl is very small compared to the rest of the vortex. Thus, when consider-

ing the total mass of gas-phase HCl in the polar vortex the difference with respect to

observations is very small.

7.4.1. Observations of Active Chlorine

Since a major part of gas-phase HCl can be taken up into the STS aerosol, a depletion of

gas-phase HCl should not be used as indicator for chlorine activation. To assess whether

the test cases agree with observed chlorine activation, measurements of ClO by MLS are

analyzed.

A quantitative comparison between model and observations is difficult, since ClO is in

equilibrium with its dimer (Cl2O2), which is not observed by MLS, and the parameters

describing this equilibrium are still subject to some uncertainty (von Hobe et al., 2007;

Kawa et al., 2009; Sumińska-Ebersoldt et al., 2012). Nevertheless, MLS observations

allow a qualitative comparison of chlorine activation in the model and observations.

Figure 7.12 shows observations of ClO for 15th September, a time when the highest ClO

values are observed for this Antarctic season, together with the results of four model

test cases (BASE, HHCl, HHCl-2 K and JHNO3(c)-2 K).

Overall, the four shown simulations tend to underestimate ClO compared to observa-

tions. Best agreement is achieved for the HHCl-2 K case. This suggests that, at this point

in spring the availability of NOx is no longer the limiting factor for chlorine activation,
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Figure 7.11.: Distribution of gas-phase HCl over Antarctica 2005 on 475 K for the
HHCl-2 K case (left), JHNO3(c)-2 K case (center) and MLS observations
(right). The white circles mark noontime solar zenith angles of 95◦ and
90◦, respectively.
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Figure 7.12.: Vertical profiles of modeled and observed ClO (dashed black) for
15th September 2005 for four equivalent latitude bins. BASE case (solid
black), HHCl (solid blue), HHCl-2 K (dashed blue) and JHNO3(c)-2 K (solid
red).

as in the HHCl case without the temperature bias the same amount of NOx is available.

The difference in chlorine activation between the HHCl and HHCl-2 K case results from

the faster heterogeneous chemistry due to the temperature bias. Despite higher NOx

concentrations, the JHNO3(c)-2 K case shows less chlorine activation than the HHCl-2 K

case. Especially poleward of 80◦S ClO is underestimated in this case, which indicates

that the deactivation of ClOx is too far advanced compared to observations; therefore,

the parameters describing JHNO3(c) still need further refinement.

7.5. Ozone Loss

Table 7.2 shows the calculated loss in the ozone column between 350-700 K for four

equivalent latitude bins for the model test cases and observations. This loss includes
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Table 7.2.: Column ozone loss between 350-700 K in Dobson Units between 1st May and
15th October.

60-65◦S 65-75◦S 75-80◦S 80-90◦S
MLS 35 143 141 130
BASE 38 141 150 130
HHCl 36 142 138 130

HHCl - 2 K 60 158 150 142
JHNO3(c) 9 114 114 108

JHNO3(c) - 2 K 29 140 137 130

chemical and dynamical processes; thus, the comparison with observations has to be

considered with caution. But since all simulations use the same atmospheric dynamics,

differences in ozone loss between the model test cases can be attributed to the various

new processes. The BASE simulation is already in very good agreement with the ob-

servations in terms of ozone less, but its evolution of gas-phase HCl does not resemble

observations at all. While the inclusion of HCl solubility and photolysis of condensed

phase HNO3 appear to be important for winter season composition, and for understand-

ing the chemical processes, the effect on ozone depletion is limited in the Antarctic. For

the HHCl case ozone loss slightly decreases compared to the BASE simulation, which is

caused by the changed PSC scheme. When the -2 K temperature bias is added, the faster

heterogeneous reaction rates increase the modeled ozone loss, but the HHCl-2 K case is

still in agreement with observations. Only the model case including JHNO3(c) without

the temperature bias results in significantly less ozone loss than the observations sug-

gest, due to increased production of NOx and subsequent faster deactivation of chlorine.

When JHNO3(c) is used in combination with HHCl and the temperature bias, ozone loss

barely changes compared to the HHCl case and is in agreement with the observations.

Despite the large influence of JHNO3(c), HHCl and the temperature bias on the evolution

of gas-phase HCl, the effect on ozone loss is limited as long as sufficient ClOx is available

in polar spring. This is because ozone loss is not sensitive to the partitioning of Cly

during the polar night.

7.6. Conclusions

The evolution of gas-phase HCl during polar night in the Antarctic stratosphere has been

analyzed with satellite observations and model simulations. In the core of the Antarctic
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vortex observations show a steady decrease of gas-phase HCl starting in the middle of

May, and complete depletion at the end of June. The BASE simulation cannot reproduce

this development as the model can only remove gas-phase HCl through heterogeneous

reactions, particularly with ClONO2. Since production of ClONO2 is severely limited

during the polar night, model gas-phase HCl stabilizes once all ClONO2 has reacted with

HCl. The calculations have shown that the known mechanisms that regenerate ClONO2

are by orders of magnitude too slow to explain the subsequent removal of gas-phase HCl.

Laboratory and field observations suggest that condensed phase HNO3 may photolyze,

with the potential to affect NOx and ClONO2. This process has not been considered

in current stratospheric ozone depletion simulations to date. A test case including pho-

tolysis of condensed phase HNO3 cannot produce enough NOx to explain all of the

depletion of gas-phase HCl at the beginning of the polar night, based on the assump-

tions included here. Once the polar vortex is illuminated again, this photolysis process

produces sufficient NOx to quickly deplete all gas-phase HCl. However, with the as-

sumptions regarding the condensed phase photolysis of HNO3 in the model, too much

NOx is produced in polar spring, which disturbs the regeneration of the chlorine reservoir

species, HCl and ClONO2. Although gas-phase HCl is eventually completely depleted

in agreement with observations, its regeneration lags behind observations by two weeks

in this test case. Further studies are needed to constrain the parameters controlling the

photolysis of condensed phase HNO3.

Laboratory and field measurements have also shown that HCl can be taken up by

the STS aerosol; thus, effectively removed from the gas-phase. This process has also

not generally been considered in stratospheric ozone modeling. It is only effective at

temperatures below the frost point, and the correct representation of the solubility of

HCl is strongly dependent on ambient water vapor and temperature. When using ob-

served ambient water vapor and temperatures for calculating HCl solubility in STS, the

evolution of gas-phase HCl in May and June can be explained with the uptake of HCl

in STS, leaving only a small residual between TS NAT and TICE. Once temperatures are

below the frost point up to 75% (1.5 ppbv) of HCl removed from the gas-phase is due to

the uptake in STS. Therefore, the solubility of HCl in STS can act as the major, albeit

temporary sink for gas-phase HCl during polar night.

Since this process is highly sensitive to temperature and water vapor, the model only

partitions a significant amount of HCl into STS once a -2 K temperature bias is applied.

When this temperature bias is applied, the model shows very good agreement with the

observations of gas-phase HCl at the beginning of the polar night, until July. Since
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the solubility of HCl in STS particles is only a temporary sequestering, the results show

that a reduction in gas-phase HCl cannot be considered as equivalent to the formation of

reactive chlorine, representing a major change in paradigm regarding the specific chem-

istry of the Antarctic stratosphere. While the processes identified here are chemically

intriguing, they do not influence the amount of ozone lost since they affect the details of

behavior in fall and winter, but do not significantly affect the reactive chlorine available

to destroy ozone in the spring.



8. Summary

This work examined heterogeneous reactions on stratospheric sulfate particles and PSCs.

It was shown that the parameterizations for heterogeneous chemistry used in atmospheric

models yield good agreement with observations in terms of chlorine activation. With

realistic assumptions about PSC composition (NAT particle number density, sulfuric

acid content,...) the parameterizations predict reaction rates on liquid aerosols that

are always faster than on NAT. Only with the formation of STS are reaction rates on

PSCs faster than on the background aerosol. However, at the low temperatures when

STS droplets form, reaction rates on the background aerosol are already fast enough

that the additional surface area provided by STS is found to have only little impact on

chlorine activation. This was confirmed by in-situ measurements from 2005 and 2010

where simulations show STS to cause a maximum of 10% more chlorine activation over

the background aerosol. But accurate knowledge about the prevailing temperatures

has proven to be vital to model chlorine activation, since heterogeneous reactions rates

strongly depend on temperature and less on surface area density. Although this work

could not irrefutably prove or disprove the hypothesis by Drdla and Müller (2012),

observational evidence strongly suggests that the rate of chlorine activation is not linked

to PSC. While chlorine activation usually coincides with the occurrence of PSCs, a multi-

annual analysis of space-borne observations does not show any correlation between PSC

occurrence and the rate of chlorine activation. But, PSCs control the NOy budget in

the stratosphere, and the deactivation of chlorine and ozone loss.

With PSCs being vital to correctly predict ozone loss, the representation of PSCs in

SD-WACCM was examined and improved. The old scheme had a physically impossible

phase transition from the solid to liquid phase with decreasing temperature, which was

corrected. The new scheme in SD-WACCM forms mixed phase PSCs in agreement

with observations, while still giving a good representation of denitrification. The most

important change in the PSC scheme was to ice PSCs. Observations show the formation

of ice at the frost point, while in the model ice formed several Kelvin above the frost

point. By changing the required supersaturation for ice PSC, ice in the model now forms
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closer to the frost point, which increases ambient water vapor during the polar night

inside the vortex.

This increase in ambient water vapor influences the solubility of HCl in STS droplets.

With decreasing ambient water vapor, HCl becomes less soluble in STS. Since SD-

WACCM could not reproduce the observed decrease in HCl over the Antarctic in 2005,

additional sinks for HCl in the polar vortex were explored. So far, a decrease in gas-

phase HCl was assumed to be solely due to heterogeneous reactions, but during the polar

night these reactions are limited by the availability of NOx. This work showed that no

known process can produce enough NOx to explain the observed loss of gas-phase HCl.

Even the photolysis of in STS condensed HNO3, at a rate about 10 times faster than

gas-phase photolysis, cannot generate sufficient NOx to explain the decrease of gas-phase

HCl. While there are no observational constrains for the photolysis of condensed HNO3

in STS, this work suggests that such a photolysis reaction is unlikely to be faster than

photolysis of gas-phase HNO3.

However, it could be shown that the decrease of gas-phase HCl can be explained by

the uptake of HCl into STS droplets. When calculating the solubility of HCl with a ther-

modynamic model for STS with observed temperatures and ambient water vapor, the

entire removal of HCl from the gas-phase below the frost point can be explained. Mod-

eling this process in SD-WACCM is difficult, since it strongly depends on temperature

and ambient water vapor, but with the improved PSC scheme the model successfully

reproduced the decrease of observed gas-phase HCl by partitioning it into STS during

polar night. This has important implications for constraining chlorine activation. Since

a large fraction of HCl may only be temporarily removed from the gas-phase by the se-

questering into STS, a decrease in gas-phase HCl cannot be used as indicator for chlorine

activation.

The results presented in this work are currently in review (Wegner et al., 2012a) or

are in preparation and will be submitted to a scientific journal soon (Wegner et al.,

2012b,c).



A. Appendix

A.1. Model Descriptions

A.1.1. Chemical Lagrangian Model of the Stratosphere

The Chemical Lagrangian Model of the Stratosphere (CLaMS) is an off-line chemical

transport model, driven by externally provided wind fields. Advection, mixing and chem-

istry are described in McKenna et al. (2002a,b), and the extension to three-dimensions

in Konopka et al. (2004). The latest CLaMS simulations include 48 chemical species,

144 chemical reactions including 36 photolytic and 11 heterogeneous processes (Grooß

et al., 2011). The standard resolution for CLaMS simulations with full chemistry is

100 km with an orography following pressure/potential temperature hybrid vertical co-

ordinate. Polar Stratospheric Clouds are simulated with a hybrid scheme (Grooß et al.,

2005). Large NAT particles, which are responsible for denitrification, are represented by

particle boxes. Within these boxes growth and evaporation are calculated according to

Carslaw et al. (2002) with the fixed nucleation rate reported by Voigt et al. (2005). STS

and the mode of small NAT particles are calculated with the thermodynamic equilib-

rium scheme described in Carslaw et al. (1995b) at a fixed supersaturation and particle

number density. Ice particles are simulated to form at the frost point at a fixed number

density. Figure A.1 shows an exemplary distribution of air parcels in CLaMS over the

Arctic 2010/11.

A.1.2. Specified Dynamics - Whole Atmosphere Community

Climate Model

The Whole Atmosphere Community Climate Model, Version 4 (WACCM4) is a fully

interactive chemistry climate model, where the radiatively active gases affect heating

and cooling rates and therefore dynamics (Garcia et al.; Marsh et al., 2007; Tilmes

et al., 2007; Eyring et al., 2010). Recently, a new version of the WACCM4 model

has been developed that allows the model to be run with external specified dynamical
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Figure A.1.: Irregular CLaMS grid (left) and regular SD-WACCM grid (right) for gas-
phase HCl on 22nd December 2010 on the 475 K isentrope. For CLaMS all
air parcels between 470 and 480 K are plotted.

(SD) fields (Lamarque et al., 2012). This version of WACCM leads to an improved

representation of atmospheric dynamics and temperatures compared to its free running

counterpart. These meteorological fields come from the NASA Global Modeling and

Assimilation Office (GMAO) Modern-Era Retrospective Analysis for Research and Ap-

plications (MERRA; Rienecker et al. (2011)). Temperature, zonal and meridional winds,

and surface pressure are used to drive the physical parameterization that control bound-

ary layer exchanges, advective and convective transport, and the hydrological cycle. In

this study, the WACCM4 meteorological fields are relaxed towards the MERRA reanal-

ysis fields using the approach described in Kunz et al. (2011). The chemical module

of WACCM4 is based upon the 3-D chemical transport Model of OZone and Related

Tracers, Version 3 (MOZART-3; Kinnison et al., 2007). It includes a detailed represen-

tation of the chemical and physical processes from the troposphere through the lower

thermosphere. The species included within this mechanism are contained within the

Ox, NOx, HOx, ClOx, and BrOx chemical families, along with CH4 and its degrada-

tion products. In addition, fourteen primary non-methane hydrocarbons and related

oxygenated organic compounds are included (Emmons et al., 2010). This mechanism

contains 122 species, more than 220 gas-phase reactions, 71 photolytic processes, and

18 heterogeneous reactions on multiple aerosol types. The heterogeneous chemistry uses

the approach described in chapter 6 to simulate Polar Stratospheric Clouds (PSCs).
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Figure A.2.: Native MLS data points (left) and the triangulation on a regular grid (right)
for gas-phase HCl on 15th June 2005 on 475 K.

Supercooled Ternary Solution (STS) droplets are simulated according to the thermody-

namic equilibrium model described in Tabazadeh et al. (1994a). Nitric Acid Trihydrate

(NAT) forms at a supersaturation of 10, about 3 K below the thermodynamic equi-

librium temperature. The thermodynamic equilibrium temperature for NAT and the

temperature at a supersaturation of 10 are referred to as TNAT and SNAT respectively.

The SD-WACCM/MERRA simulation employed here corresponds to the time period

from 1 May 2005 through November 2005. For this simulation the model used a SD-

WACCM/MERRA simulation that started in January 1988 through April 2005. The

horizontal resolution is 1.9◦ × 2.5◦, with a vertical resolution of <1 km in the tropo-

sphere, 1 km in the lower stratosphere, and about ∼2 km in the upper stratosphere.

The model grid is shown in figure A.1. To allow for a direct comparison with satellite

observations the model output is co-located in space and time with the satellite obser-

vations. Maps of trace gas distributions are generated with a Delaunay triangulation to

a regular 1◦ × 1◦ grid.
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Table A.1.: Vertical resolution, range and precision for the MLS measured species used
in this work.

species vert. resolution [km] vert. range [hPa] precision
Temperature 4 261-0.001 1 K

HNO3 3.5-4.5 215-1.5 0.7 ppbv
H2O 3 316-0.002 15%
HCl 3 100-0.32 0.2-0.4 ppbv
ClO 3-4.5 147-1 0.3 ppbv
O3 3 261-0.02 0.04-0.5 ppmv

A.2. Instrument Descriptions

A.2.1. Microwave Limb Sounder

The Microwave Limb Sounder (MLS) is an instrument on the EOS AURA satellite which

flies in a polar orbit of 705 km at an inclination of 98◦, and has provided continuous

measurements since 2004 (Waters et al., 2006). MLS provides about 3500 profiles from

Earth’s surface to 90 km altitude between 82◦N and 82◦S. The daily coverage of MLS

and results for the triangulation on a regular grid are shown in figure A.2. The high

spatial coverage over the polar regions allows to identify even small scale structures as

in this case the ring of low gas-phase HCl This work uses observations of gas-phase

HNO3 (Santee et al., 2007a), H2O (Lambert et al., 2007), HCl (Froidevaux et al., 2008),

ClO (Santee et al., 2007b), O3 (Froidevaux et al., 2008) and temperature from retrieval

version 3.3. An overview of the vertical resolution, vertical range and precision for these

species is given in table A.1.

A.2.2. Atmospheric Chemistry Experiment - Fourier Transform

Spectrometer

The Atmospheric Chemistry Experiment - Fourier Transform Spectrometer (ACE-FTS)

is a solar occultation instrument on SCISAT-1, flying in a circular orbit at 650 km at

an inclination of 74◦, and has provided measurements since 2004 (Bernath et al., 2005).

ACE-FTS provides daily vertical profiles for up to 15 sunrises and 15 sunsets with

latitudinal coverage exhibiting an annual cycle between 85◦S to 85◦N. ACE-FTS has

better vertical and spectral resolution than MLS but lacks the spatial coverage. Figure

A.3 shows ACE-FTS observations for June and August. Due to its orbit it has only
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Figure A.3.: All ACE-FTS observations of gas-phase HCl in June (left) and August
(right) on 20.5 km.

limited coverage of the polar regions in June. This work uses observations of ClONO2,

N2O5, HNO3 (Wolff et al., 2008) and HCl (Mahieu et al., 2008) from retrieval version 3

and 2.2update with a vertical resolution of about 4 km.
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haben.

Den Mitarbeitern des IEK-7 und ACD danke ich für die hervorragende Arbeitsatmo-

sphäre.
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