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Abstract

In this dissertation we study the Hodge-Witt cohomology of the d-dimensional Drinfeld’s up-
per half space X ⊂ Pd

k over a finite field k. We consider the natural action of the k-rational
points G of the linear group GLd+1 on H0(X ,WnΩi

Pd
k

), making them natural Wn(k)[G]-modules.

To study these representations, we introduce a theory of differential operators over the Witt
vectors for smooth k-schemes X, through a quasi-coherent sheaf of Wn(k)-algebras DWn(X).
We apply this theory to equip suitable local cohomology groups arising from H0(X ,WnOPd

k
)

with a Γ(Pd
k,DWn(Pd

k)
)-module structure. Those local cohomology groups are naturally mod-

ules over some parabolic subgroup of GLd+1(k), and we prove that they are finitely generated
Γ(Pd

k,DWn(Pd
k)

)-modules.
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Introduction

Let k be a finite field of characteristic p > 0. The d-dimensional Drinfeld’s half space X over
k is the open affine k-subvariety of Pd

k obtained by taking the complement of all k-rational
hyperplanes P(H) in Pd

k, i.e.,

X := Pd
k\

⋃
H⊊kd+1

P(H). (0.0.1)

We omit the dimension d from the notation, assuming it is implicitly fixed. The finite group G of
k-rational points of the general linear algebraic group GLd+1,k acts naturally on X by permuting
the k-rational hyperplanes in the complement Y :=

⋃
H⊊kd+1 P(H). Set Gk = GLd+1,k and let

E be a Gk-equivariant vector bundle on Pd
k. By functoriality, the cohomology group H0(X , E)

inherits a canonical structure of a k[G]-module. In the case where E is the module of i-th
differential forms Ωi on Pd

k for some i ≥ 0, we may further consider, for any natural number
n ≥ 1, the global sections Hodge-Witt cohomology H0(X ,WnΩi), which is the main object of
investigation in this thesis. It has, analogously, a natural structure of a Wn(k)[G] module, where
Wn(k) is the ring of Witt vectors of level n of k. This study generalizes the work of a preprint
by Orlik [Orl24] for n > 1 in the corresponding cases.

A major example of studying representations given by taking suitable cohomology of varieties
goes back to Drinfeld [Dri74], who realised all cuspidal characters of SL2(Fq) as l-adic (l ̸= p)
cohomology with compact support of the étale covering of the 1-dimensional Drinfeld’s half space
X (1), given by the Drinfeld (affine) curve XY q − Y Xq = 0. On a similar perspective, Lusztig
and Deligne [DL76] generalized this picture for any linear group of Lie type, introducing the
so called Deligne-Lusztig varieties, parametrised by elements of the Weyl group. In this way,
they realised all irreducible representations of a linear algebraic group of Lie type over k, in
the l-adic cohomology (with compact support and suitable coefficient system) of such Deligne-
Lusztig varieties. In particular, in the case of GLd+1,k, the Drinfeld half space identifies with the
Deligne-Lusztig variety attached to the Coxeter element.

If we allow to change the coefficient k to a p-adic field (or more generally to a non-archimedean
local field) K, the corresponding set XK of (0.0.1) may be endowed with a structure of rigid ana-
lytic variety, whose cohomology plays a role in the Langlands correspondence ([SS91],[ST02],[Orl08]).
It is stated in a conjecture by Drinfeld [Dri76], that the l-adic cohomology of suitable étale cover-
ings of XK realizes all cuspidal representations of GLd+1(K). In this setting other cohomologies
have been studied: important examples are the l-adic and torsion cohomology of XK (for p-adic
K) by Schneider and Stuhler [SS91], the De Rham cohomology by Orlik [Orl15], the p-adic étale
and pro-étale cohomology as well, by Colmez, Dospinescu, Nizio l in [CDN20].

The Drinfeld half space over a finite field k appears in the special fibre of a semi-stable integral
model of XK , and because as a geometric object it is easier to handle than its analytic counterpart,
it is a helpful tool for a first investigation. Moreover, more generally, smooth compactifications
of Deligne-Lusztig varieties are considered for studying their crystalline cohomology by Grosse-
Klönne [GK07]. For smooth schemes, the crystalline cohomology can be computed through the
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De Rham-Witt complex, giving rise to natural modules over Wn(k) which extend the scalars in
k. Moreover, to further reduce the study of the De Rham-Witt cohomology, a first inspection
should be reserved to the Hodge-Witt cohomology, which relates to the crystalline cohomology via
standard spectral sequence arguments (see [Ill79]). The goal of this dissertation is, therefore, to
investigate in general the Hodge-Witt cohomology of the Drinfeld half space X and in particular
the Witt vectors cohomology. We can summarize the result of this investigation by the following
proposition:

Theorem (Proposition 5.2.2). Assume that char(k) ̸= 2. The Pj-module H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
))

admits a submodule Nn,j that is a finitely generated Pj-module over Wn(k) and a Wn(k)-linear
epimorphism of Dn-modules

ρn,j : Dn ⊗Wn(k) Nn,j ↠ H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)).

All objects, like the Wn(k)-algebra Dn and the group Pj will be introduced later on. In
the case n = 1 the reader may compare the Proposition above with similar results which have
been discussed by Kuschkowitz ([Kus16, Proposition 2.5.1.3]) and in a preprint by Orlik ([Orl24,
Proposition 3.11]). In the formulation of the Theorem above, a different cohomology group
appears instead of the global section cohomology. This is a consequence of successive reductions
of the initial problem.

In general, computing the representations H0(X , E) reduces to study certain (subgroups of)

local cohomology groups, namely H̃d−j

Pj
k

(Pd
k, E), via a spectral sequence argument appearing al-

ready in [Orl01]. These subgroups have a structure of modules of the maximal parabolic group
Pj ⊂ G, stabilizing Pj

k, and they are not finitely generated k-vector spaces. Also, their algebraic
nature is not completely clear. To gain more information, one may consider the natural structure
of Dist(Gk)-module on H̃d−j

Pj
k

(Pd
k, E). We ask whether it fulfills some finiteness condition.

Over a p-adic field K a similar problem arises by considering the rigid analytic Drinfeld
upper half space and, respectively, the K-rational points of the general linear group GK acting
on it. The case of the canonical bundle has been originally studied by Schneider and Teitelbaum
([ST02]) and generalized by Orlik ([Orl08]) for equivariant vector bundles. In Orlik’s approach
there are, analogously, some local cohomology groups equipped with a structure of modules
over the enveloping algebra U(Lie(GK)). In this setting, each of those local cohomology groups
is a K[P (K)]-module for the corresponding maximal parabolic subgroup P ⊂ GK(K) and it is
generated over U(Lie(GK)) by a finitely generated K[P (K)]-submodule. Unfortunately, a similar
property is not satisfied in characteristic p, as observed in [Kus16]. The strategy we adopted to
overcome this problem is to replace the distribution algebra with the ring of differential operators
D1 = D(Pd

k) as suggested by Orlik in [Orl24].
The Hodge-Witt cohomology of X can be seen as a generalization of the cohomology of the

k-modules H0(X ,Ωi
Pd
k

) by means of the Wn(k)-modules H0(X ,WnΩi
Pd
k

), where for any n ≥ 1,

WnΩi
Pd
k

denotes the (Hodge-)Witt module of differentials, appearing in the i-th degree of the

De Rham-Witt complex of Pd
k. By functoriality, there is an action of G on the Hodge-Witt

cohomology groups, inducing a Wn(k)[G]-module structure. We prove that, similarly to the
cases described above, the problem of computing the cohomology reduces to computing Wn(k)-
submodules of certain local cohomology modules. This is a geometric phenomenon that only de-
pends on X , giving rise to naturally non-finitely generated Wn(k)[Pj ]-modules H̃d−j

Pj
k

(Pd
k,WnΩi

Pd
k

).

More precisely, we prove it in the following proposition:

Proposition (Proposition 4.3.2). Let F = WnΩi
Pd for some i ≥ 0. There is a spectral sequence
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E−r,s
1 converging to Hs−r

Y (Pd,F) and degenerating at the E2-page, such that:

E0,j
2 = Hj(Pd,F) j ≥ 2, (0.0.2)

and the terms E−j+1,j
2 for j ≥ 1 appear as an extension of certain Wn(k)[G]-modules:

0→ E−j+1,j
2,∼ → E−j+1,j

2 → E−j+1,j
2,w.s. → 0, (0.0.3)

where, the following equality hold:

E−j+1,j
2,∼ = IndG

P(d+1−j,j)
(H̃j

Pd−j (Pd,F)⊗Wn(k) nSt∨j ) (0.0.4)

E−j+1,j
2,w.s. = Hj(Pd,F)⊗Wn(k) (nυ

G
P
(d+1−j,1j)

)∨, (0.0.5)

for any 1 ≤ j ≤ d, and finally

E0,1
2 = E0,1

1 = IndG
P(d,1)

H1
Pd−1(Pd,F). (0.0.6)

Here, nυ
G
P
(d+1−j,1j)

is the generalized Steinberg representation of G associated to P(d+1−j,1...,1)

(1 appears j times) over Wn(k) and nStj is the standard Steinberg representation of G over
Wn(k) (see Section 4.2.2).

On the algebraic side, unlike the case n = 1, we do not have (a priori) a natural action
of the distribution algebra or the ring of differential operators at our disposal. Therefore, we
develop, just for the sake of application, a suitable theory of differential operators over the
Witt vectors, introducing a Wn(k)-algebra DWn(X)(X) for smooth k-varieties X. Here, we
must mention that a more general theory was going to be introduced in a recent work of Dodd
[Dod24] that appeared while this thesis was being written. In particular, the author of this
thesis independently addressed the problem and provided analogous definitions. However, the
idea of proving the relations in Proposition 3.1.12 was inspired by the analogous one in [Dod24].
Then, we construct a sheaf DWn(X) similar to the one in [Dod24, Definition 2.33]. Even if the
techniques are different, both agree on the main idea of defining Witt differential operators as
a restriction of differential operators with additional properties (i.e. for which (B.0.9) holds,
classically called Hasse-Schimdt derivations) on smooth lifts. Although similar, our construction
is given locally, considering local parameters of smooth algebras, while the one of Dodd is more
intrinsic. Moreover, we make consistently use of a map w̃n, as a replacement of a map F̃n,
introduced and studied originally in the work of Illusie and Raynaud [IR83] and successively
extended by Berthelot et al. in [BER12]. The strategy in [Dod24] is analogous, thus there
are similarities in computations, but the author does not mention any relation with F̃n and its
properties, as we do, for example, in the proof of existence of Witt differential operators (cf.
Proposition 3.0.4). Also, it is worth mentioning that, in contrast to Dodd, we explicitly do not
construct any canonical Witt differential operator (cf. [Dod24, Definition 2.8]).

Roughly speaking, the main feature of this theory is that any Hasse-Schmidt k-linear dif-
ferential operator over a smooth k-algebra A admits a compatible lift to some Wn(k)-linear
differential operator of Wn(A). Moreover, thanks to the property (3.1.14), we apply this theory
to describe the Wn(k)[Pj ]-modules above for the case of the Witt vectors cohomology (i.e., for

i = 0, where WnΩi
Pd = WnOPd), and prove that the group H̃d−j

Pj (Pd,WnOPd) has a structure both

of a Wn(k)[Pj ]-module and of a DWn(Pd
k)

(Pd
k)-module generated by a finite Wn(k)[Pj ]-submodule,

that is precisely the meaning of the first proposition above.

We will explain the structure of this thesis in more detail. In Chapter 1, we recall definitions and

4



basics properties of Grothendieck’s differential operators. We focus on the properties of D(A)
when A is a Fp-algebra and give some examples. Moreover, we introduce the notion of crys-
talline Weyl algebra, to be thought as an integral version of the Weyl algebra, giving an explicit
description of the module of differential operators in characteristic p. Furthermore, we deduce
a relation between differential operators of a smooth W(k)-scheme X and its smooth nilpotent
thickenings Xn over Wn(k) (cf. Proposition 1.2.9).

In Chapter 2, we recall the construction of the de Rham-Witt complex for a k-scheme X (k
perfect). We additionally consider X equipped with an action of a finite group G and we de-
fine and discuss the notion of G-equivariant WnOX -modules. In particular, by the universal
property of de Rham-Witt complex, we deduce that any Hodge-Witt module WnΩi

X (i ≥ 0) is
G-equivariant. Furthermore, following [BER12], we explain the classical computation of the de
Rham-Witt complex for the affine space of dimension d and how to compute the Hodge-Witt
cohomology of the projective space (equipped with the natural action of G = GLd+1,k(k)) of
dimension d, (cf. section 2.3.3). For completeness, we also introduce the map F̃n, in the way de-
fined in [IR83], and we provide a self-contained elementary proof of the known Proposition 2.3.12,
classically deduced as a consequence of a more involved theory that here we do not investigate.
In the second part of the same chapter, we further give an introduction of a less known concept
of Witt line bundles (cf. section 2.4), some particular case of locally free WnOX -modules of rank
one (following Tanaka in [Tan22]). Then, we prove some functoriality properties and extend the
construction of the map F̃n for Witt line bundles as well. Then, as an example, we furnish a
computation of the cohomology of Witt line bundles of the projective space of dimension d as a
G-module (cf. section 2.4.1).

In Chapter 3, we introduce a theory of Witt differential operators. If A is a smooth k-algebra
of dimension d, it admits compatible lifts to some smooth Wn(k)-algebras An. The ring of dif-

ferential operators D(A) as k-algebra, is locally generated by operators ∂
[r]
i (for i = 1, . . . , d,

r ≥ 0) satisfying certain relations (called Hasse-Schmidt derivations) which we treat in an ap-
pendix (c.f. (B.0.7)). By a lifting property of smooth morphisms (cf. Corollary B.0.8), there

exist compatible Wn(k)-differential operators ∂
[r]
i,n ∈ D(An) lifting ∂

[r]
i , such that the analogous

property (B.0.7) holds. Furthermore, there is a ring monomorphism w̃n−1 : Wn(A)→ An. Then,

a Witt differential operator is given by restriction of such ∂
[r]
i,n to Wn(A) via w̃n−1 (cf. Proposi-

tion 3.0.4). Moreover, for any ∂
[r]
i,n ∈ D(An) lifting ∂

[r]
i ∈ D(A), the restriction does not depend on

the chosen lifting, but only on that differential operator in characteristic p (cf. Corollary 3.1.6).
Furthermore, we prove some additional properties of Witt differential operators in order to relate
them with Frobenius, Verschiebung and restriction maps on Witt vectors of level n (cf. Propo-
sition 3.1.12). Finally, we define a sheaf of Witt differential operators DWn(X) for a smooth
k-scheme X, such that for n = 1, it agrees with Grothendieck’s sheaf of differential operators
(cf. Lemma 3.2.5).

In Chapter 4, we consider the Wn(k)[G]-module cohomology H0(X ,F) where F may be a Witt
line bundle on Pd

k or one of the Hodge-Witt module WnΩi
Pd
k

. We explain how to reduce the

computation of the latter by studying certain submodules of the local cohomology Hd−j

Pj
k

(Pd,F)

for any j = 0, . . . , d (cf. Proposition 4.3.2). To prove the aforementioned Proposition, we adapt a
Orlik’s resolution of the constant sheaf ZY (introduced in [Orl01]) for the case of the Witt scheme
Wn(X), via the natural universal homeomorphism X → Wn(X) (induced in the affine case by
the canonical projection Wn(A) → A). We see that the dual (as a Wn(k)-module) generalized
Steinberg (free finitely generated ) representations over Wn(k) appear in the G-module structure
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of H0(X ,F). It follows that the only unknown module structures are given by H̃d−j

Pj
k

(Pd,F).

The latter will be investigated as an application in Chapter 5. In order to proceed, we need a link
between local cohomology groups and D-modules. In characteristic 0, this goes back to Beilinson
and Bernstein [BB81]. An action of a reductive algebraic group G on a smooth scheme X, in-
duces a natural Dist(G)-module structure on the global section of OX . Moreover, any element of
Dist(G) acts as a differential operator on OX(X), inducing a natural map of associative algebras
ϕOX : Dist(G) → Γ(X,DX). More generally, this reasoning works for arbitrary quasi-coherent
Gk-equivariant sheaves in any characteristic (cf. Proposition 5.1.4 and Proposition 5.1.12 hold
in any characteristic, and indeed it coincides with the construction in [HTT08, 11, (11.1.6)] in
characteristic 0, by identifying U(g) = Dist(G)). The main difference between characteristic
0 and p is that ϕOX is not in general surjective (cf. [Smi86] for a counterexample in the case
G = SL2,k), while this is true in characteristic 0 (cf. [HTT08, Theorem 11.2.2 (i)]). Using the
theory of Witt differential operators, we can define a suitable (Teichmüller) lift in DWn(X) of
differential operators in DX (cf. Proposition 5.1.15).

As an application, we consider the natural Dn := Γ(Pd
k,DWn(Pd

k)
)-module structure (given on

the left by evaluation of differential operators on functions) on the cohomology subgroups

H̃d−j

Pj
k

(Pd
k,WnOPd

k
) together with the natural action of the finite parabolic subgroup Pj := P(j+1,d−j)

of G. We ask the following: Does exist a Pj-equivariant Wn(k)-submodule Nn,j , such that it gen-

erates H̃d−j

Pj
k

(Pd
k,WnOPd

k
) as Dn-module? We answer positively in Proposition 5.2.2. The proof is

constructive and only requires some elementary properties of Witt vectors. Then, the statement
reduces to the characteristic p case (n = 1), by properties of Witt differential operators.
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Notation

In the course of this exposition, p is a prime number and k, when not specified, will denote a
finite field in characteristic p > 0.
The set of natural numbers N contains 0.
For any integers a, b with a < b, we denote the range of integers between a and b by [a, b] := {i ∈
Z | a ≤ i ≤ b}. For any natural number d ≥ 1, bold symbols i = (i1, . . . , id), j = (j1, . . . , jd), etc.,
are vectors of the abelian group Zd or they might denote just d-uples. It will be clear from the
context. We write i ≤ j, if and only if il ≤ jl for any 1 ≤ l ≤ d.
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The bold symbols Gk,Bk,Tk,Pk will denote algebraic groups over k. Sometimes the index
k is omitted, when it is clear. When the index Z appears, it means that the algebraic groups are
defined over Z. All rings are assumed to be commutative with unit, unless we are talking of the
differential operators algebra, the Weyl algebra, the crystalline Weyl algebra, or the enveloping
algebra of some Lie algebra, which are generally non commutative.

The symbols, G,B, T, P denotes the k-rational points of the respective algebraic groups.
Also, when it is not specified, G is GLd+1 and generally always a reductive group; T,B are
fixed maximal torus and Borel subgroups of G and PI is the parabolic subgroup associated to a
subset I ⊂ ∆, where ∆ is the set of simple roots for the root system Φ(T,B) of G. In the case
of G = GLd+1, Φ = {αij = ϵi − ϵj | 0 ≤ i ̸= j ≤ d} and ∆ = {αi := αi,i+1 | i = 0, . . . , d − 1}
where ϵi ∈ X(T) = Hom(T,Gm) is the character sending T(A) ∋ (t0, . . . , td) 7→ ti ∈ A, for any
k-algebra A. Also, the set of positive roots Φ+ ⊂ Φ consists of the elements αij with i < j, while
Φ− is its complement.

The gothic symbols g, U(g) denotes respectively the Lie algebra and the enveloping algebra
of G, while Dist(G) is its distribution algebra.

The letters X, Y denote k-schemes of finite type. The index (−)A for any k-algebra A denotes
the base change along the structure morphism k → A.

For any k-schemes X, Y and Z we adopt the following conventions: we denote by pr1 : Y ×k

X → X the canonical projection given by (y, x) 7→ x, for y ∈ Y, x ∈ X, pr12 : Z ×k Y ×k X →
Y ×k X the projection (z, y, x) 7→ (y, x) for z ∈ Z, y ∈ Y , x ∈ X, and pr2 = pr1 ◦ pr12.

The p-typical ring of Witt vectors of length n ≥ 1 will be denoted by Wn(A) and for any i,
WnΩi

X is the WnOX -module appearing at the i-th degree of the De Rham-Witt complex of X.
We also consider the action of GLd+1,k on Pd

k given on points by

GLd+1,k(A)× Pd
k(A) −→ Pd

k(A)
(g, [x0 : · · · : xd]) 7−→ [x0 : · · · : xd]g−1 (0.0.7)

where g ∈ GLd+1,k(A) and [x0 : . . . xd] ∈ Pd
k(A) for any k-algebra A.

Let A be a Fp-algebra and X a scheme over Spec(A) (simply said over A). Let Frob# : A→
A, x 7→ xp be the Frobenius morphism of A and Frob be the induced map of spectra. Let
X(p) := X ×Frob,Spec(A) Spec(A) and consider the pullback square

X

X(p) X

Spec(A) Spec(A)

FX/A

FX

W

Frob

(0.0.8)

where W is the map of schemes induced by the pullback construction. The relative Frobenius
FX/A : X → X(p) on X respect to A is the map of A-schemes given by the universal property of
pullback diagrams.
Lastly, the absolute Frobenius is given by FX = W ◦ FX/A.

Let k̄ be an algebraic closure of k and X be a k-scheme with base change X×k k̄ =: Xk̄. The
geometric Frobenius is the k̄-scheme morphism FX × idk̄ : Xk̄ → Xk̄. If X = GLd,k ⊂ Ad2

k , then

the standard geometric Frobenius of Xk̄ is the restriction of the geometric Frobenius of Ad2

k̄
to

the open subscheme Xk̄.
For a topological space X and an abelian sheaf F on X, as usual we denote by Hi(X,F) be

the i-th derived functor of the global sections Γ(X,−) with value in F . If U ⊂ X is an open
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subset with closed complement Z = X\U , then Hi
Z(X,F) denotes the i-th derived functor of the

global section ΓZ(X,−) with support in Z and value in F . For such a triple (Z,U ;X), we refer
to the induced long exact sequence on group cohomology of

0→ ΓZ(X,F)→ Γ(X,F)→ Γ(U,F)→ 0 (0.0.9)

as the associated long exact sequence of the couple (Z,U ;X):

. . .→ Hi
Z(X,F)→ Hi(X,F)→ Hi(U,F)→ Hi+1

Z (X,F)→ . . . (0.0.10)

We denote the subgroups ker(Hi
Z(X,F)→ Hi(X,F)) by H̃i

Z(X,F).
The for any abelian sheaf F on X, and for any integer i, the sheaf associated to the presheaf

given by assigning for any open U ⊂ X

U 7→ Hi(U,F)

will be denoted by Hi(F). Analogously, for a closed subset Z ⊂ X, the presheaf given by

U 7→ Hi
Z(U,F)

will be denoted by Hi
Z(F).

For a complex of abelian sheaves (F•, d), we denote by

hi(F•) :=
ker(d : F i → F i+1)

dF i−1

the i-th sheaf cohomology for any i ∈ Z.
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Chapter 1

Grothendieck’s differential operators

Let k be a commutative ring. In this section, we recall the definition of differential operators in
the sense of [EGAIV, Ch. IV, Sec. 16.8] and discuss some properties found in [Smi86] for the
characteristic p case.

1.1 Basic definitions and properties

Let A be commutative, unitary k-algebra. Then, define the A-algebra D(A) given by D(A) =⋃∞
n=0Dn(A), where

Dm(A) := {θ ∈ Endk(A) | [a0, [a1, . . . , [am, θ] . . . ]] = 0 ∀a0, . . . , am ∈ A}.

Here (Endk(A),+, ◦) is the algebra of k-linear endomorphisms of A and A ⊂ Endk(A) is identified
with the left (or right) multiplication morphism; the bracket [−,−] : Endk(A) × Endk(A) →
Endk(A) is the map sending (θ, η) to θ◦η−η◦θ. We recall that the filtration Dm(A) ⊂ Dm+1(A)
makes D(A) a filtered k-algebra.
For any affine scheme (of finite type) X = Spec(A), set D(X) := D(A). Then, the notion of
differential operators sheafifies (for example by [Tra98, Theorem 3.2.5]).

Definition 1.1.1. For a k-scheme X, DX is the unique quasi-coherent OX -module given by
Γ(U,DX) = D(U) for any Zariski open affine U ⊂ X.

Moreover, DX is also equipped with a filtration, by setting

FilmDX(U) := {θ ∈ End(OX)(U) | [θ, a] ∈ Film−1DX(U), ∀a ∈ OX(U)}.

It is straightforward to see that FilmDX(X) = Dm(X) for X affine. Moreover, we have a
decomposition Fil1DX = OX ⊕ TX where TX is the tangent sheaf, given explicitly by

TX(U) = {θ ∈ End(OX)(U) | θ(ab) = aθ(b) + bθ(a) ∀a, b ∈ OX(U)}

for any open affine U of X.
Assume now, that X is equipped with an action of a linear algebraic group G over k. Then,

the structure sheaf OX as well as Ωi
X for any i ≥ 1 are G-equivariant in the sense of [MFK94, 1, 3,

Def. 1.3] or [BL94, pp. I, 0.2]. If G is an abstract group, with multiplication map m : G×G→ G,
the notion of linearization for quasi-coherent modules on X can be analogously formulated.
Consider (G,m) as the constant k-group

∐
g∈G Spec(k). Assume that G acts on X via an action

σ : G×k X → X. Denote by pr1 : G×k X → X the canonical projection, pr12 : G×k G×k X →
G×k X the projection (g1, g2, x) 7→ (g2, x) for any g1, g2 ∈ G, x ∈ X, and pr2 = pr1 ◦ pr12.
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Definition 1.1.2. A quasi-coherent OX -module F is said to be G-equivariant (or G-linearizable)
if there exists an isomorphism (called G-linearization) of OG×kX -modules

ϕ : σ∗F ∼−→ pr∗1F (1.1.1)

such that the following

(1G × σ)∗pr∗1F pr∗2F

(1G × σ)∗σ∗F (m× 1X)∗σ∗F

pr∗12ϕ

(1G×σ)∗ϕ

=

(m×idX)∗ϕ (1.1.2)

is a commutative diagram of OG×kG×kX -modules.

A G-linearization induces a canonical G-action on the global sections of F , thus on each
cohomology group with coefficients in F . Indeed, since G is the constant k-group associated
to an abstract group, the definition above is equivalent to say that the collection of k-scheme

isomorphisms (ϕg : σ∗
gF → F)g∈G, where σg : {g} ×X

ig−→ G ×k X
σ−→ X and ϕg = i∗gϕ, satisfies

the property for which the following diagram

σ∗
g1g2F F

σ∗
g2F

σ∗
g2

ϕg1

ϕg1g2

ϕg2 (1.1.3)

commutes for any g1, g2 ∈ G. Then, for any g ∈ G, the adjoint morphism F → σg∗σ
∗
gF induces

a morphism

Hi(X,F)→ Hi(X,σg∗σ
∗
gF) = Hi(G×X,σ∗

gF)
ϕg−→
∼

Hi(X,F). (1.1.4)

In this way Hi(X,F) has a structure of a G-module.

Lemma 1.1.3. If G acts on a k-variety X, then FilmDX and DX are G-equivariant quasi-
coherent OX-modules for any m ≥ 1.

Proof. It is sufficient to prove the statement for FilmDX , m ≥ 1. As abuse of notation, for any
g ∈ G, the isomorphism σg(g,−) : X → X will be simply denoted by σg. We will prove that for
any g ∈ G, the morphism σg induces a OX -module isomorphism

ϕg : FilmDX
∼−→ σg∗FilmDX . (1.1.5)

It suffices to prove it for any open affine U ⊂ X. Let σ#
g : OX → (σg)∗OX be the canonical map

induced by σg. For each η ∈ FilmDX(U) let ϕg(η) be defined by

ϕg(η)(f) := σ#
g (η(σ#

g−1(f))) ∈ OX(g−1.U) for any f ∈ OX(g−1.U). (1.1.6)

1 The OX -module homomorphism ϕg is an isomorphism, with inverse given by ϕg−1 .
We prove that ϕg(η) ∈ σg∗FilmDX(U). We proceed by induction on m. Recall that

FilmDX(U) = {η ∈ End(OX)(U) | [η, F ] ∈ Film−1DX(U), ∀F ∈ OX(U)}
1We adopt the convention that g. means to apply σg(g,−) : X → X
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and

σg∗FilmDX(U) = {θ ∈ End(OX)(g−1.U) | [θ, f ] ∈ Film−1DX(g−1U) ∀f ∈ OX(g−1.U)}.

For m = 1, we have that Fil1DX(U) = OX(U) ⊕ TX(U). We just need to prove that ϕg(η) is a
derivation if η is a derivation. Indeed, for f, h ∈ OX(g−1.U), we get

ϕg(η)(fh) = σ#
g (η(σ#

g−1(fh)) = σ#
g (η(σ#

g−1(f)σ#
g−1(h)))

= σ#
g (η(σ#

g−1(f))σ#
g−1(h)) + σ#

g (η(σ#
g−1(h))σ#

g−1(f))

= ϕg(η)(f) · h + f · ϕg(η)(h).

For a generic η ∈ FilmDX(U), we have

[ϕg(η), f ](h) = ϕg(η)(fh)− fϕg(η)(h)

= ϕg(η)(f) · h + f · ϕg(η)(h)− fϕg(η)(h)

= ϕg(η)(f) · h

= σ#
g ([η, σ#

g−1(f)](h)).

In particular, this shows that

[ϕg(η), f ] = ϕg([η, σ#
g−1(f)]) ∈ Film−1DX(g−1.U)

by inductive hypothesis.
We are left to verify the cocycle condition (1.1.3). It follows by the straightforward equality
ϕg1g2(η) = ϕg2(ϕg1(η)) for any g1, g2 ∈ G and η ∈ FilmDX .

Now suppose that the k-scheme X is equipped with an action kσ : G×kX → X of a reductive
group G over k. Then, the analogous of Lemma 1.1.3 holds true. Let G = G(k). Taking the
base change with an algebraic closure k̄ induces an action k̄σ : Gk̄ ×k̄ Xk̄ → Xk̄. We can identify
k̄-rational points with closed points of the scheme, |Gk̄| = Gk̄(k̄). Moreover, suppose there

is a G-stable open subscheme Uk̄ ⊂ Xk̄. Thus, the restriction k̄σ on G(k) induces an action
σ̄ : G ×k̄ Uk̄ → Uk̄. If there exists a k-rational structure U for Uk̄, then σ̄ induces an action
σ : G ×k U → U , via the natural map Uk̄ = U ×k k̄ → U . A Gk̄-linearization of DXk̄

can be

defined similarly to the Formula (1.1.6) by replacing the respective actions with k̄σg. Then it
induces, by restriction, the G-linearization for DU = DX|U defined in the lemma above.

Example 1.1.4. When X = Pd
k, U = X and G = GLd+1,k the G-linearization on DX induces

a G-linearization of DX such that G acts on DX(X ) via the isomorphism given by the Formula
(1.1.6).

1.2 The Weyl algebra and crystalline Weyl algebra

Let z1, . . . , zm be a set of variables together with symbols ∂z1 , . . . , ∂zm .

Definition 1.2.1. A m-th Weyl algebra over k is a k-algebra isomorphic to

k{z1, . . . , zm, ∂z1 , . . . , ∂zm}/J =: k[zi | 1 ≤ i ≤ m]⟨∂zi | 1 ≤ i ≤ m⟩ := Am(k)

for some m, where k{z1, . . . , zm, ∂z1 , . . . , ∂zm} is the free algebra generated by the symbols zi, ∂zi
and J is the ideal

J = (zizj − zjzi, zi∂zj − ∂zjzi + δij , ∂zi∂zj − ∂zj∂zi , 1 ≤ i, j ≤ m)
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Suppose that k = Z . Then consider the Weyl algebra over Frac(k) = Q,

Am(Q) = Q[zi | 1 ≤ i ≤ m]⟨∂zi | 1 ≤ i ≤ m⟩.

Define the crystalline symbols being the elements of Am(Q) given recursively by the integral
relations

∂
[r]
i ∂

[s]
i =

(
r + s

r

)
∂
[r+s]
i , ∀r, s ∈ N,

where for r = 0, ∂
[0]
i := 1, and for r = 1, ∂

[1]
i := ∂zi for any i. Let I ⊂ {1, . . . ,m}, and set

∂
[rI ]
I := ∂

[ri1 ]

i1
· · · ∂[rit ]

it
, also zsII := zs1i1 · · · z

st
it

for rI , sI ∈ Nt, i1 < i2 < · · · < it ∈ I. Define Sm(Z)

be the Z-submodule of Am(Q) generated by zsII ∂
[rI ]
I for any I and sI , rI ∈ N|I|. Note also, that

the generators of Sm(Z) are linear independent over Z. Moreover, over Q we have ∂
[r]
i = 1

r!∂
r
zi .

For any (commutative) ring k, the k-module Sm(k) is the base change Sm(Z) ⊗ k. Note that if
k → k′ is a ring map, then Sm(k)⊗k k

′ = Sm(k′) as k′-module.

Lemma 1.2.2. The k-module Sm(k) is a k-algebra, and Sm(k) ⊗k k′ ≃ Sm(k′) as k′-algebras.
Moreover, there is a natural isomorphism of k-algebras S1(k)⊗k · · ·⊗k S1(k)

∼−→ Sm(k) where the
tensor product is taken m times.

Proof. By base change, it is sufficient to prove the statement for k = Z.
More precisely, we need to prove that for any I, J ⊂ {1, . . . ,m} and rI , sI ∈ N|I| , r′J , s

′
J ∈ N|J |,

we have that zsII ∂
[rI ]
I z

s′J
J ∂

[r′J ]
J ∈ Sm(k). First of all, from the equality ∂

[ri]
i ∂

[r′j ]

j = ∂
[r′j ]

j ∂
[ri]
i and

zizj = zjzi, for any i ̸= j, we can rearrange the product zsII ∂
[rI ]
I z

s′J
J ∂

[r′J ]
J . More precisely, if

i1 < i2 < . . . it ∈ I, j1 < j2 < . . . jt′ ∈ J and l1 < l2 < · · · < lt′′ are the elements of I ∪ J , (with
t′′ ≤ t + t′) we have that

zsII ∂
[rI ]
I z

s′J
J ∂

[r′J ]
J =

t′′∏
i=1

z
sli
li

∂
[rli ]

li
z
s′li
li

∂
[r′li

]

li
(1.2.1)

where we set rli (resp. r′, s, s′) equal 0 if such elements do not appear in rI (resp. r′J , sI , s
′
J). It

follows that we can reduce the statement to m = 1. Set zI = z, rI = r, sI = s, r′J = r′, s′j = s′.
Claim: For any r, s, r′, s′ ∈ Z≥0 with s′ ≥ 1 the relation

zs∂[r]
z zs

′
∂[r′]
z = zs∂[r−1]

z zs
′−1∂[r′]

z + zs+1∂[r]
z zs

′−1∂[r′]
z (1.2.2)

holds. Indeed, for r = 1, by the equality ∂zz − z∂z = 1 follows ∂zz
s′ = (1 + z∂z)zs

′−1, thus

zs∂zz
s′∂

[r′]
z = zszs

′−1∂
[r′]
z + zs+1∂zz

s′−1∂
[r′]
z . Moreover, we see that

zs∂[r]
z zs

′
∂[r′]
z = (1/r!)zs∂r

zz
s′∂[r′]

z = (1/r)zs∂[r−1]
z zs

′−1∂[r′]
z + (1/r)zs∂[r−1]

z z∂zz
s′−1∂[r′]

z

Thus, by applying an induction on r with the term zs∂
[r−1]
z z∂z, we get also

(1/r)zs∂[r−1]
z z∂zz

s′−1∂[r′]
z = (1− 1/r)zs∂[r−1]

z zs
′−1∂[r′]

z + zs+1∂[r]
z zs

′−1∂[r′]
z .

The two latter equalities imply the claim.

Set g(r, s, r′, s′) := zs∂
[r]
z zs

′
∂
[r′]
z . Then by definition, g(r, s, r′, 0) ∈ S1(k) for any non nega-

tive integers r, s, r′. Now by induction on s′ ≥ 1, any g(r, s, r′, s′) is a finite sum of ele-
ments g(r1, s1, r

′
1, 0) for some integers r1, s1, r

′
1 by the relation (1.2.2) above. In particular,

zs∂
[r]
z zs

′
∂
[r′]
z ∈ S1(k).

For the last assertion, we notice that the natural isomorphism of free polynomial algebras over k

k{z1, ∂1} ⊗k · · · ⊗k k{zm, ∂m}
∼−→ k{z1, · · · , zm, ∂1, · · · , ∂m} (1.2.3)
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induces an isomorphism
S1(k)⊗k · · · ⊗k S1(k)

∼−→ Sm(k).

Definition 1.2.3. 2 A m-th crystalline Weyl algebra over a ring k is a k-algebra isomorphic to
Sm(k) for some m ∈ N.

Lemma 1.2.4. Let k be an integral domain. If K = Frac(k) is a field of characteristic zero,
then Sm(k)⊗k K ≃ Am(K)

Proof. It is clear, because ∂r
i = r!∂

[r]
i and r! is invertible in K.

Example 1.2.5. (i) Let D(Q[z1, . . . , zm]) be the Q-algebra of differential operators of Am
Q . The

Q-linear derivations ∂
∂zi

=: ∂i satisfy the relations

zi∂j − ∂jzi + δij = 0, ∂i∂j = ∂j∂i,

therefore we can identify Am(Q) = D(Q[z1, . . . , zm]). Under this identification, a crystalline sym-
bol is a differential operator sending Z[z1, . . . , zm] to Z[z1, . . . , zm]. Now, D(Z[z1, . . . , zm]) is the
Z-subalgebra of D(Q[z1, . . . , zm]) generated by those differential operators sending Z[z1, . . . , zm]
to Z[z1, . . . , zm]. Moreover, any ∂ ∈ D(Z[z1, . . . , zm]) ⊂ D(Q[z1, . . . , zm]) may be uniquely writ-
ten as

∂ =
∑
I

aI∂
[rI ]
I , aI ∈ Q.

Since every crystalline symbol sends Z[z1, . . . , zm] to Z[z1, . . . , zm], it follows aI ∈ Z. This shows
that Sm(Z) = D(Z[z1, . . . , zm]).
(ii) For any ring k, Sm(k) = D(Z[z1, . . . , zm])⊗ k ⊂ D(k[z1, . . . , zm]): Indeed, it suffices to prove

that any ∂
[r]
i ∈ Sm(k) belongs to FilrD(k[z1, . . . , zm]). We can proceed by induction on r ≥ 0,

since ∂
[0]
i ∈ k[z1, . . . , zm] = Fil0D(k[z1, . . . , zm]). For any a, f ∈ k[z1, . . . , zm] we have

[∂
[r]
i , a](f) = ∂

[r]
i (af)− a∂

[r]
i (f) =

r−1∑
s=0

∂
[r−s]
i (a)∂

[s]
i (f) (1.2.4)

where the last equality follows by Formula (B.0.9). Then, the claim follows since by inductive

hypothesis, the operator ∂
[r−s]
i (a)∂

[s]
i ∈ Filr−1D(k[z1, . . . , zm]) for any s ≤ r − 1.

When k is a field of characteristic p, we have the following characterization:

Proposition 1.2.6 (cf. [Smi87, Theorem 2.7]). Let k be a field of characteristic p > 0. Set
A = k[z1, . . . , zm] and An = k[zp

n

1 , . . . , zp
n

m ]. Then,

D(A) =

∞⋃
n=0

EndAn(A). (1.2.5)

Example 1.2.7. With the same notation of Proposition 1.2.6, a basis for the An-module
EndAn(A) is given by the following maps : for any s = (s1, . . . , sm) such that 0 ≤ sr < pn

for any 1 ≤ r ≤ m, let

θ
(n)
ij (zs) :=

{
zi if s = j
0 otherwise

(1.2.6)

2We did not find any reference in the literature for calling such an object, so we took the freedom to give a
name.
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where i = (i1, . . . , im), j = (j1, . . . , jm) ∈ Nm are such that 0 ≤ ir, jr < pn and zi := zi11 · · · zimm .

Then, the maps θ
(n)
ij extends uniquely to An-linearly independent endomorphisms of A and it is

straightforward to check that θ
(n)
ij = zi∂

[pn−1]
z zp

n−1−j, where pn − 1 = (pn − 1, . . . , pn − 1) ∈ Nm

and the sum of m-uples is taken component-wise. Therefore, θ
(n)
ij ∈ Sm(k) ⊂ D(A) for any n ≥ 0

and i, j ∈ Nm. In particular, by Proposition 1.2.6, it follows that D(A) = Sm(k).

Lemma 1.2.8. Let k be a field of characteristic p > 0. If X = Spec(B) is a smooth affine
k-scheme of dimension m, then D(X) is locally isomorphic to a crystalline Weyl algebra. More
precisely, there exists an open covering U = {Ui}i of X, where Ui is a k-scheme étale over Am

k ,
such that there is an isomorphism of k-algebras D(Ui) ≃ Sm(k)⊗OAm

k
OUi for any i.

Proof. Since X = Spec(B) is smooth of dimension m, there exists an affine open cover U =
{Ui = Spec(Bi)} together with étale maps k[z1, . . . , zm] → Bi . Then we have an isomorphism
D(Ui) ≃ D(k[z1, . . . , zm]) ⊗k[z1,...,zm] Bi = Sm(k) ⊗k[z1,...,zm] Bi. The last equality is given by
Proposition 1.2.6.

Proposition 1.2.9. Assume that k is a field of characteristic p. Let X be a smooth scheme over
W(k) and Xn = X×Spec(W(k))Wn(k). Then, there is a canonical isomorphism of Wn(k)-algebras

D(Xn)
≃←− D(X)⊗W(k) Wn(k). (1.2.7)

Proof. It suffices to prove the statement locally, thus we can reduce to consider an affine W(k)-
scheme X = Spec(B). Then, Xn = Spec(Bn) where Bn = B ⊗W(k) Wn(k), hence B → Bn is
surjective. By smoothness, the modules Ω1

B/W(k) and Ω1
Bn/Wn(k)

are free respectively over B and

Bn of the same rank. In particular, we have the canonical isomorphism of Bn-modules (by [Sta,
Tag 00RS, Lemma 10.131.7] the following is an epimorphism and by smoothness, the Bn-modules
have the same rank):

Ω1
B/W(k) ⊗B Bn

≃−→ Ω1
Bn/Wn(k)

(1.2.8)

Moreover, since B is smooth over W(k) we have for any m ≥ 1 the following exact sequence of
free B-modules (cf. [TL95, (4.2.2)]) :

0→ Symm
B (Ω1

B/W(k))→ Pm
B/W(k) → Pm−1

B/W(k) → 0 (1.2.9)

where Pm
B/W(k) denotes the B-module of principal part of order m as defined in [EGAIV, Defini-

tion 16.3.1] (where P 0
B/W(k) = B) and SymB(−) is the symmetric algebra functor. By induction

on m ≥ 0, and by the natural isomorphism

Symm
B (Ω1

B/W(k))⊗B Bn
∼−→ Symm

Bn
(Ω1

Bn/Wn(k)
) (1.2.10)

we get also the isomorphism of Bn-modules between principal parts

Pm
B/W(k) ⊗B Bn

≃−→ Pm
Bn/Wn(k)

. (1.2.11)

Thus the statement follows by the chain of identifications:

HomBn(Pm
Bn/Wn(k)

, Bn) = Dm(Bn)
≃←− HomBn(Pm

B/W(k) ⊗B Bn, Bn)

= HomB(Pm
B/W(k), B ⊗B Bn)

= HomB(Pm
B/W(k), B)⊗B Bn = Dm(B)⊗B Bn

= Dm(B)⊗W(k) Wn(k).

where from the second to third line we use that Pm
B/W(k) is free over B.
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Remark 1.2.10. We notice that analogously to the Example 1.2.5 (i), since W(k) is torsion
free, then Sm(W(k)) = D(W(k)[z1, . . . , zm]). The proof of Proposition 1.2.9 does not depend on
Proposition 1.2.6, therefore we may use it to deduce the equality Sm(k) = D(k[z1, . . . , zm]). More-

over, by using the maps θ
(n)
ij constructed in Example 1.2.7, we see that Sm(k) =

⋃
n≥0 EndAn(A).

Putting all together yields a proof of Proposition 1.2.6.
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Chapter 2

Some classes of WnOX-modules

In this chapter we introduce the main geometric objects of this thesis. We recall the main
properties of the De Rham-Witt complex as defined in the absolute setting by Deligne and
Illusie [Ill79] and we introduce a less standard concept of Witt line bundles, as recently studied in
[Tan22] by the name of Teichmüller lift of line bundles. These objects will be used as coefficients
for cohomology of schemes equipped with an action of a finite group G. Their natural structure
of Wn(k)[G]-module will be further investigated in the particular case of the Drinfeld’s upper
half space in later chapters.

2.1 The (Bloch-Deligne-Illusie) de Rham-Witt complex

In this section we recall the notion of a de Rham-Witt complex of a Fp-scheme X, following the
classical paper [Ill79]. We focus on some equivariant aspects that arise by assuming that X is
equipped with an action of a finite group G. In particular, the concept of G-linearization extends
for WnOX -modules (see Appendix A for the basic definitions of the ring of Witt vectors and
its sheafification) and in the case of the de Rham-Witt complex, a natural G-linearization arises
from that one on the de Rham complex.

2.2 Action of G on WnOX

In the following we introduce the concept of V-pro-complex. In the next section we will see that
the category of V-pro-complexes admits an initial object given by the de Rham-Witt complex.
As warm up, we describe a G-linearization on WnOX as a lift of the canonical G-linearization of
OX in the category of V-pro-complexes. The same reasoning will be applied to the de Rham-Witt
complex. In this chapter k will denote a perfect Fp-algebra.

Definition 2.2.1. Let B be a ring and A be a commutative B-algebra. Then, (M•, d) is said
to be a differential graded A-algebra over B if the following conditions hold:

i) (M•, d) is a complex of abelian groups;

ii) For any i ∈ Z, M i is a A-module and d : M i →M i+1 is a B-linear map;

iii) For any x ∈M i, y ∈M j , i, j ∈ Z, the following relations hold:

xy = (−1)ijyx, d(xy) = (dx)y + (−1)ixdy, x2 = 0 if the degree of x is odd. (2.2.1)
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Notice that the definition above without ii) corresponds to that of differential graded
(Z-)algebra (over Z).
A V-pro complex is a projective system of (sheaves of) differential graded algebras (over Z)

satisfying certain relations.

Definition 2.2.2. Let X be a k-scheme. A V-pro-complex on X consists of the following data:

a) A projective system of sheaves of differential Z-graded algebras over Z on X, {R : M•
n →

M•
n−1}n∈Z,

b) A collection of morphisms of sheaves of graded abelian groups on X, called Verschiebung
maps {V: M•

n →M•
n+1}n∈Z,

satisfying the following conditions:

1. For any n, r ∈ Z, Mr
n is a quasi-coherent WnOX -module such that Mr

n = 0 if n ≤
0 or r < 0; M0

1 is a sheaf of k-algebras and M0
n = Wn(M0

1). Moreover, the maps
R : Wn+1(M0

1) → Wn(M0
1) and V: Wn(M0

1) → Wn+1(M0
1) agree respectively with the

canonical restriction and Verschiebung map of Witt vectors,

2. The Verschiebung maps are compatible with the restrictions, i.e. RV = VR holds,

3. V(xdy) = V(x)dV(y) for x, y ∈M0
n,

4. V(y)d[x]n+1 = V([x]p−1
n y)dV([x]n) for all x ∈M0

1 and y ∈M0
n.

A morphism of V-pro-complexes is a collection of graded differential algebra morphisms f•
n :

M•
n → N •

n such that they are compatible with R and V, and f0
n = Wn(f0

1 ).

If we consider WnOX itself as a trivial graded differential algebra complex with degree (with
respect to the index r in the definition above) concentrated in 0, with d = 0 and R and V
as usual, it is a V-pro-complex. As abuse of notation, we choose to omit the subscript of the
Teichmüller representative, when it is clear from the context.
From now on, let us consider a finite group G as constant k-group scheme and suppose G acts
on X via σ : G×k X → X.

Denote by pr1 : G ×k X → X the canonical projection, pr12 : G ×k G ×k X → G ×k X the
projection (g1, g2, x) 7→ (g2, x) for g1, g2 ∈ G, x ∈ X, and pr2 = pr1 ◦ pr12.

For any morphism of schemes over k, f : X → Y , and a WnOY -module F , define the pullback
f∗F as the WnOX -module

f∗F = f−1F ⊗f−1WnOY
WnOX . (2.2.2)

Definition 2.2.3. Let F be a quasi-coherent WnOX -module. A G-linearization on F is an
isomorphism

ϕ : σ∗F → pr∗1F (2.2.3)

satisfying the following cocycle condition

(m× idX)∗ϕ = pr∗12ϕ ◦ (idG × σ)∗ϕ. (2.2.4)

The WnOX -module F is said to be G-equivariant if it has a G-linearization.

Definition 2.2.4. LetM•
n, N •

n be V-pro complexes on X and let f•
1 :M•

1 → N •
1 be a collection

of OX -module morphisms. A morphism of V-pro complexes f̃•
n : M•

n → N •
n is called a lift of

f•
1 if Rn−1 ◦ f̃ r

n = f r
1 ◦Rn−1 at each n, r ∈ Z.
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Remark 2.2.5. This definition says in particular that f̃ r
1 = f r

1 and for r = 0 we have f̃0
n =

Wn(f0
1 ) is uniquely determined.

So we see that in the case of (WnOX , 0, R) the notion of lifts is intrinsic in the description of
Wn. Thus, any automorphism of OX lifts to a unique V-pro-complex automorphism of WnOX .
In particular, σg induces a G-linearization, given by (ϕ̃g)n = Wn(ϕg).

Remark 2.2.6. The action given by ϕ̃g is the ”natural” one if we consider WnOX ≃ On
X as a

set.1 More precisely, we are saying that the rule ϕ̃g(f0, . . . , fn−1) = (ϕg(f0), . . . , ϕg(fn−1)) defines
a ring morphism, that simply is the functoriality of Wn(−).

Rephrasing last remark yields the following:

Lemma 2.2.7. The map ϕ̃g ∈ End(WnOX) is the unique morphism of V-pro complexes lifting
ϕg ∈ End(OX).

We will see that the analogous lifting property (cf. Remark 2.3.2) holds for the de Rham-Witt
complex.

2.3 Definition and properties of the de Rham-Witt complex

Here we are going to recall definition and properties of the Bloch-Deligne-Illusie de Rham-Witt
complex, following mainly [Ill79] and [LZ04].

Proposition 2.3.1. For any commutative k-algebra A, there exists an object (WnΩ•
A, R,V)

in the category of V-pro-complexes on Spec(A) such that WnΩ•
A is a differential graded Wn(A)-

algebra (dga) over Wn(k) and for any other V-pro-complex (M•
n, R

′,V′) such that M•
n is a Wn(A)-

dga over Wn(k) there exists a unique map of V-pro-complexes

WnΩ•
A →M•

n. (2.3.1)

Proof. In the case k = Fp this is [Ill79, I.1, Theorem 1.3]. Since k is perfect, the statement
follows by loc. cit. I.1, Proposition 1.9.2.

Remark 2.3.2 (Universal property of the de Rham-Witt complex). By Proposition 2.3.1, in
particular it follows that the functor C 7→WnΩ•

C from k-algebras to V-pro-complexes on Spec(k)
is fully faithful, i.e. for any k-algebras A,B there is a natural bijection

HomV−pro−c.(Spec(k))(WnΩ•
A,WnΩ•

B)
∼−→ Homk−alg(A,B), f 7→ f0

1 .

We recall the construction of WnΩ•
A. Let us denote the de Rham complex (relative to Z)

of any commutative ring B by Ω•
B. We proceed inductively on n ≥ 1. Define W1Ω

•
A := Ω•

A

and suppose that we know WiΩ
•
A for any 1 ≤ i ≤ n such that WiΩ

0
A = Wi(A). The restriction

R : Wn+1(A)→Wn(A) induces a dga morphism Ω•
Wn+1(A) → Ω•

Wn(A). For any n one can define

a collection {I•n}n∈N of dga ideals for Ω•
Wn(A) and additive maps (Verschiebung) V: WnΩ•

A →
Ω•
Wn+1(A)/I

•
n+1 such that the following hold:

1) Wn+1Ω
•
A = Ω•

Wn+1(A)/I
•
n+1 and Wn+1Ω

0
A = Ω0

Wn+1(A) = Wn+1(A);

2) V: Wn(A) = WnΩ0
A → Wn+1Ω

0
A = Wn+1(A) is the Verschiebung of Witt vectors and

V(y)d[x]−V([x]p−1y)dV([x]) ∈ I1n+1 for any x ∈ A, y ∈Wn(A) ;

1we cannot ask more structure in order to get such an isomorphism, for example as OX -modules.
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3) V(adx1 . . . dxi) = V(a)dV(x1) . . . dV(xi) for any a, x1, . . . , xi ∈ Wn(A), and adx1 . . . dxi =
πn(a⊗dx1⊗· · ·⊗dxi) ∈ πn(Ωi

Wn(A)) where πn : Ω•
Wn(A) →WnΩ•

A is the surjective canonical
map;

4) R(I•n+1) ⊂ I•n, thus it induces a map R : Wn+1Ω
•
A →WnΩ•

A.

Moreover, V is a map of complexes respect to n and R: indeed condition 2) and 3) determine V
uniquely, then it follows from 4) and because R is a dga morphism.

The de Rham-Witt complex is equipped with a Frobenius operator lifting the Frobenius on
the Witt vectors F : Wn+1(A) → Wn(A). More precisely, there exists a unique morphism of
projective system (respect to n and R) of dga’s

F : Wn+1Ω
•
A →WnΩ•

A (2.3.2)

such that

5) Fd[x] = [x]p−1d[x]; 6) FdV = d : Wn(A)→WnΩ1
A.

This is the content of the loc. cit. I , Theorem 2.17. Moreover, the following relations between
F,V, d, R hold (cf. loc.cit. I, Proposition 2.18):

7) FV = VF = p : WnΩi
A →WnΩi

A; 10) FdV = d : WnΩi
A →WnΩi+1

A ;

8) dF = pFd : WnΩi
A →Wn−1Ω

i+1
A ; 11) xVy = V(yF (x)), x ∈WnΩi

A, y ∈Wn−1Ω
j
A.

9) Vd = pdV: WnΩi
A →Wn+1Ω

i
A;

For any k-scheme X and any open affine Spec(A) = U ⊂ X there is a unique quasi-coherent
sheaf of WnOX -modules, namely WnΩi

X , such that

WnΩi
X : U 7−→ Γ(U,WnΩi

X) := WnΩi
A. (2.3.3)

We call WnΩi
X the i-th Witt differential module, or i-th Hodge-Witt module.

Remark 2.3.3. i) Since the Hodge-Witt modules are quasi-coherent, in particular, they behave
well under localisation maps: more precisely, if A → B is a localisation map, then the natural
map Wn(B)⊗Wn(A) WnΩi

A →WnΩi
B is an isomorphism.

ii) For any morphism of k-schemes f : X → Y ,f−1WnΩ•
Y is a V-pro-complex. Thus the natural

map f−1OY → OX induces a morphism of V-pro-complexes f−1WnΩ•
Y →WnΩ•

X . In particular,
for a point ix : x ↪→ X, from the equality i−1

x OX = OX,x follows that there is a natural 2

isomorphism i−1
x WnΩ•

X = (WnΩ•
X)x

∼−→WnΩ•
X,x.

Moreover, Hodge-Witt modules behave well under étale morphisms of k-schemes. More
precisely, the following holds (cf. loc. cit. I, Proposition 1.14):

Proposition 2.3.4. Let X
f−→ Y be an étale morphism between k-schemes X,Y . Then, the

natural map of WnOX-modules
f∗WnΩi

Y →WnΩi
X (2.3.4)

is an isomorphism.

The action of G on X induces a G-linearization on the Hodge-Witt modules of X:

2The notation Ω•
X,x stands for Ω•

A where A = OX,x.
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Lemma 2.3.5. If G is a finite group acting on a k-scheme X, then for any i ≥ 0, WnΩi
X is

canonically a G-equivariant quasi-coherent WnOX-module.

Proof. Since G is finite, σ is a local isomorphism (because Spec(k) ⊂ G is open). In particular,
σ is étale; the same is true for pr1 (for this case we can just notice that G×k X as a scheme over
X is a finite disjoint union of copies of X) thus by the Proposition 2.3.4 there are isomorphisms

σ∗WnΩi
X

∼−→WnΩi
G×kX

; pr∗1WnΩi
X

∼←−WnΩi
G×kX

(2.3.5)

Composing the two maps above we get an isomorphism ϕ : σ∗WnΩi
X → pr∗1WnΩi

X . To verify the
cocycle condition

(m× idX)∗ϕ = pr∗12ϕ ◦ (idG × σ)∗ϕ (2.3.6)

we first notice that it is well defined by the relations σ ◦pr12 = pr1 ◦ (idG×σ); pr1 ◦ (m× idX) =
pr1 ◦pr12 = pr2 and (by definition of action) σ ◦ (m× idX) = σ ◦ (idG×σ). Furthermore, consider
ϕ as map of V-pro-complexes varying n and i. Denote by ϕ0

1 : σ∗OX → pr∗1OX the map ϕ when
n = 1 and i = 0. This is the natural G-linearization of the structure sheaf OX , in particular the
cocycle condition holds for ϕ0

1. By Remark 2.3.2 the maps (m×idX)∗ϕ,pr∗12ϕ, (idG×σ)∗ϕ are the
unique morphisms of V-pro-complexes induced respectively by (m×idX)∗ϕ0

1,pr∗12ϕ
0
1, (idG×σ)∗ϕ0

1,
therefore the cocycle condition for ϕ follows again by universal property of the de Rham-Witt
complex. 3

Now suppose that X is a smooth k-scheme.

Proposition 2.3.6 ([Ill79, I, Prop. 3.7 (a)]). If X/k is smooth of dimension N then Wn+1Ω
i
X =

0 for i > N .

For every n ≥ 0, Wn+1Ω
•
X is equipped with the following canonical filtration of dga’s:

FilmWn+1Ω
•
X =


Wn+1Ω

•
X if m ≤ 0

ker(Wn+1Ω
•
X

Rn+1−m

−−−−−→WmΩ•
X) if 1 ≤ m < n + 1

0 if m ≥ n + 1

(2.3.7)

Denote by FX : X → X the absolute Frobenius. Then FX∗Ω
i
X is the sheaf of abelian groups Ωi

X

with a structure of OX -module induced by F ♯
X : OX → FX∗OX . We recall the definition of the

(inverse) Cartier operator.

Proposition 2.3.7 ([Kat70, Theorem 7.2]). There is a unique OX-module map

C−1
X : Ωi

X → hi(FX∗Ω
•
X) :=

ker(FX∗Ω
i
X

d−→ FX∗Ω
i+1
X )

d(FX∗Ω
i−1
X )

(2.3.8)

such that C−1
X (dx) = [xp−1dx] ∈ h1 for any local section x ∈ OX , C−1

X (ηω) = C−1
X (η)C−1

X (ω) for

η ∈ Ωi
X , ω ∈ Ωj

X ; and C−1
X = F ♯

X for i = 0. Moreover, C−1
X is an isomorphism.

We need C−1
X in order to define some abelian subsheaves

BnΩi
X ⊂ ZnΩi

X ⊂ Ωi
X

3Alternative argument: σ induces an action G×Wn(X) → Wn(X). The classical Kähler differentials Ωi
Wn(X)

are in this way G-equivariant and, by naturality, the projection πn is compatible with such linearizations. The
cocycle condition follows from this compatibility.
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by letting
B0Ω

i
X = 0, Z0Ω

i
X = Ωi

X

B1Ω
i
X = BΩi

X = dΩi−1
X , Z1Ω

i
X = ZΩi

X = Ker(d : Ωi
X → Ωi+1

X )

and inductively on n, Bn+1Ω
i
X , respectively Zn+1Ω

i
X are the unique subsheaves such that

C−1
X (BnΩi

X)
≃−→ Bn+1Ω

i
X/BΩi

X ; C−1
X (ZnΩi

X)
≃−→ Zn+1Ω

i
X/BΩi

X (2.3.9)

We have the following relation between the graded module associated to the canonical filtration
above and the sheaves Bn+1Ω

i
X , Zn+1Ω

i
X :

Proposition 2.3.8 ([Ill79, I, Corollary 3.9]). Let X/k be smooth and for any n, i ≥ 0, let
grnWn+1Ω

i
X be the n-the graded piece of the filtration (2.3.7). Then,

a) grnWn+1Ω
i
X = FilnWn+1Ω

i
X = VnΩi

X + dVnΩi
X where we identify Ωi

X = W1Ω
i
X ;

b) If grnWn+1Ω
i
X is equipped with the structure of a OX-module induced by

F : OX = Wn+1OX/VWnOX →Wn+1OX/pWn+1OX , (Notice: p(grnWn+1Ω
i
X) = 0)

there is an exact sequence of OX-modules:

0→ Fn+1
X∗

Ωi
X

BnΩi
X

Vn

−−→ grnWn+1Ω
i
X

βn−→ Fn+1
X∗

Ωi−1
X

ZnΩi−1
X

→ 0 (2.3.10)

where βn is the map sending an element of the form V(x) + dV(y) to the class of y.

Furthermore, Fn+1
X∗

Ωi
X

BnΩ
i−1
X

and Fn+1
X∗

Ωi−1
X

ZnΩ
i−1
X

are locally free OX-modules.

Remark 2.3.9. Assume that G acts on X. Since σ and pr1 are étale, in particular flat, mor-
phisms, it follows that σ∗,pr∗1 are exact functors QCoh(G ×k X) → QCoh(X). Since Ωi

X is
canonically a G-equivariant OX -module for any i, and d is a G-equivariant morphism, the same
holds for ZΩi

X , BΩi
X . Furthermore, the Cartier operator is functorial on maps of k-schemes,

hence it is G-equivariant. Thus, also Zn+1Ω
i
X , Bn+1Ω

i
X are such. We conclude the short exact

sequence (2.3.10) becomes G-equivariant.

2.3.1 Description of WnΩ
•
k[x1,...,xd]

We are going to describe the De Rham-Witt complex of the d-dimensional affine space Ad
k.

A weight function is a map of sets r : [1, d] → Z[1/p]≥0
4. The support supp(r) ⊂ [1, d] is the

subset of elements j such that r(j) := rj ̸= 0. We say that r is nonzero if its support is nonempty.
We fix a total order on supp(r) such that 5

∀ a, b ∈ supp(r), a ≺ b⇔
{

vp(ra) ≤ vp(rb) and
the ordering of supp(r) and supp(pmr) agree ∀m ∈ Z.

(2.3.11)
For any ordered subset I ⊂ supp(r), we define the weight rI as the restriction of r to I and 0 on
the complement. Moreover, let

t(I) := t(rI) :=

{
−mina∈I{vp(ra)} if r ̸= 0
0 if r = 0

, u(I) := u(rI) := max{0, t(I)}. (2.3.12)

4[1, d] = {i ∈ Z : 1 ≤ i ≤ d} and Z[1/p]≥0 = {apn : a, n ∈ Z, a ≥ 0}.
5In particular, for a ̸= b such that vp(ra) = vp(rb) one can fix any order (a ≺ b or b ≺ a) but it has to be the

same after multiplying by pm.
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We call r integral if and only if t(r) ≤ 0. An integral weight r is called primitive if and only
if t(r) = 0. For any weight r, pt(r)r is primitive and pu(r)r is integral. Let (I0, . . . , Ii) be a
(i + 1)-tuple of pairwise disjoint subsets of supp(r) satisfying the following properties:

i) I0 ⊔ I1 · · · ⊔ Ii = supp(r);

ii) Ij ̸= ∅ if i ≥ j ≥ 1;

iii) For any j = 0, . . . , i− 1, any element in Ij is smaller then any element in Ij+1 with respect
to the total order (2.3.11).

iv) For any 0 ≤ j ≤ i, if a, b ∈ Ij with a ≺ b, then for every c ∈ supp(r) with a ≺ c ≺ b, we
have c ∈ Ij .

Denote by P(i)
r be the set of such partitions.

Remark 2.3.10. The conditions i) and ii) yield |supp(r)| ≥ i. Suppose |supp(r)| = l ≥ i and
write supp(r) = {a1 ≺ a2 ≺ · · · ≺ al}. The property iv) implies that any Ij with |Ij | = cj ̸= 0 is
of the form Ij = {asj , asj+1, . . . asj+cj−1}. By ii), cj ̸= 0 and by iii), sj + cj − 1 < sj+1 for any
j = 1, . . . , i − 1. Also, from i) it follows sj + cj = sj+1. If c0 = 0, then a1 ∈ I1 and the i-tuple
(c1, . . . , ci) is a partition of l of length i made of positive integers. Moreover, c1 determines
I1 = {a1, . . . , ac1} and so the set I2 is uniquely determined by its size |I2| = c2. Inductively, the
set Ij is determined for any j. In the case c0 ̸= 0, (c0, . . . , ci) is a partition of l of length i + 1
made of positive integers. Analogously, c0 determines I0 = {a1, . . . , ac0}, therefore any set Ij
with j ≥ 1 is (inductively) uniquely determined by its size cj . Hence, there is a bijection between

the set P(i)
r and (ordered) partitions of |supp(r)| of length i and i+ 1 made by positive integers,

such that a (i + 1)-tuple (I0, . . . , Ii) ∈ P(i)
r with I0 = ∅ (resp. I0 ̸= ∅) corresponds to a partition

of length i (resp. i + 1).

Let Tj := [xj ] ∈ Wn(k[x1, . . . , xd]) for any 1 ≤ j ≤ d and for any integral weight r, T r :=
T r1
1 · · ·T

rd
d . Let us define the following elements of Wn(k[x1, . . . , xd]) and WnΩ1

k[x1,...,xd]
:

e0n(1, r) := Vu(r)(T pu(r)r), e1n(1, r) =

{
dVu(r)(T pu(r)r) if r is not integral

F−t(r)dT pt(r)r if r is integral.
(2.3.13)

Let P ∈ P(i)
r . We combine those elements to get the following elements in WnΩi

k[x1,...,xd]
:

en(1, r, P ) =

{
e0n(1, rI0)e1n(1, rI1) · · · e1n(1, rIi) if I0 ̸= ∅
e1n(1, rI1) · · · e1n(1, rIi) if I0 = ∅. (2.3.14)

The elements en(1, r, P ) satisfy the following relations with the operators F,V, d of the de Rham-
Witt complex:

Fen(1, r, P ) =

{
pen(1, pr, P ) if I0 ̸= ∅ and r not integral
en(1, pr, P ) if I0 = ∅ or r integral

Ven(1, r, P ) =

{
en(1, p−1r, P ) if I0 ̸= ∅ or p−1r integral
pen(1, p−1r, P ) if I0 = ∅ and p−1r not integral

den(1, r, P ) =


0 if I0 = ∅
en(1, r, (∅, P )) if I0 ̸= ∅ and r not integral

p−t(r)en(1, r, (∅, P )) if I0 ̸= ∅ and r integral.

Then, the following holds:
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Proposition 2.3.11 ([LZ04, Proposition 2.17]). Every ω ∈WnΩi
k[x1,...,xd]

can be uniquely written
as a finite sum of the form

ω =
∑

r,P∈P(i)
r

ηr,P · en(1, r, P ), ηr,P ∈Wn(k) (2.3.15)

where the sum runs over all weights r such that |supp(r)| ≥ i with pn−1r integral and all partitions

P ∈ P(i)
r .

2.3.2 An isomorphism after Illusie-Raynaud

Classically the de Rham-Witt complex is introduced to study crystalline cohomology. If X is
a smooth k-scheme admitting a smooth lift X ′ over Wn(k), there is a relation between Hodge-
Witt modules and sheaf cohomology of the de Rham complex of X ′/Wn(k). This is discussed in
[IR83]. The authors prove that for any n ≥ 1, there are higher Cartier isomorphisms

C−n : WnΩi
X

∼−→ hi(WnΩ•
X)

induced by the Frobenius map Fn : W2nΩi
X →WnΩi

X , such that for n = 1, C−n agrees with the
classical inverse Cartier operator. Furthermore, by comparison of crystalline cohomology and de
Rham-Witt cohomology, there is a canonical Wn(k)-linear isomorphism

hi(Ω•
X′/Wn

)
∼−→ hi(WnΩ•

X).

Taking its inverse and composing with C−n, we get an isomorphism

F̃n : WnΩi
X → hi(Ω•

X′/Wn
). (2.3.16)

When i = 0, F̃n can be described explicitly ([IR83, p.142, line 8]). Let (x1, . . . , xn) ∈ WnOX

and choose, respectively, some lifts x̃1, . . . , x̃n ∈ OX′ . Then,

F̃n : (x1, . . . , xn) 7→
n−1∑
i=0

pix̃p
n−i

i+1 . (2.3.17)

Let Φ: Wn(k) → Wn(k) be the Witt vector Frobenius. Here we don’t introduce the higher
Cartier operators, neither the crystalline comparison with de Rham-Witt cohomology. However,
we will prove that the latter map above is a well defined Wn(k)-Φn-semilinear isomorphism by
elementary methods. We will only require the existence and injectivity of the classical Cartier
operator in order to keep the proof self-contained as much as possible. We will point out that
surjectivity of (2.3.18) depends on k being perfect (the motivation for such a notation relies
on the more general statement of [BER12, Prop. 8.4]). Notice that pn = 0 in OX′ and the
topological spaces underlying X and X ′ are the same.

Proposition 2.3.12 (c.f. [BER12, Prop. 8.4] and [IR83, Ch. III, sec. (1.5)]). Let X be a smooth
k-scheme together with a Wn(k)-smooth scheme X ′ lifting X. Then, the map

F̃n : WnOX → OX′ , (x1, . . . , xn) 7→
n−1∑
i=0

pix̃p
n−i

i+1 (2.3.18)

is a well defined Φn-semilinear injective morphism of sheaves of Wn(k)-algebras, inducing an

isomorphism onto ker(OX′
d−→ Ω1

X′).
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Proof. The map (2.3.18) is well defined: if x̃i+1 and ˜̃xi+1 are different lifts of xi+1, i.e. x̃i+1 ≡
˜̃xi+1 (mod p), then pix̃p

n−i

i+1 ≡ pi ˜̃xp
n−i

i+1 (mod pn). Moreover, clearly d ◦ F̃n ⊂ pnΩ1
X′ = 0, thus

F̃nWnOX ⊂ ker(OX′
d−→ Ω1

X′).
(2.3.18) is a Φn-semi-linear morphism of Wn(k)-modules: We observe that as map of sets, it

factorizes the n-th ghost map

Wn+1OX′
wn−−→ OX′ , (y1, . . . , yn+1) 7→

n∑
i=0

piyp
n−i

i+1 (2.3.19)

through the restriction morphism Wn+1(OX′) → Wn+1(OX) → Wn(OX). Since the latter and
wn are ring homomorphisms, the same is true for (2.3.18). If a = (a1, . . . , an) ∈ Wn(k), then
([a1], . . . , [an], 0)(x̃1, . . . , x̃n, 0) ∈Wn+1OX′ is a lift of a · (x1, . . . , xn), where [ai] ∈Wn(k) is the
Teichmüller representative of ai ∈ k. Therefore,

F̃n(a · (x1, . . . , xn)) = wn(([a1], . . . , [an], 0))wn((x̃1, . . . , x̃n, 0)) = Φn(a)F̃n((x1, . . . , xn)).
(2.3.20)

(2.3.18) is injective: If F̃n((x1, . . . , xn)) = 0, then reducing the expression (mod p) we get
x̃1

pn ≡ 0 (mod p). Since X is smooth (so reduced), x1 = 0. Thus, we get an expression

px̃p
n−1

2 + · · · + pn−1x̃n ≡ 0 (mod pn). Multiplication by p : Wn−1(k) → Wn(k) is injective,
therefore by smoothness of X ′, it implies

x̃p
n−1

2 + · · ·+ pn−2x̃n ≡ 0 (mod pn−1).

Again reducing modulo p, we get x2 = 0. Repeating the argument, we obtain that all xi+1’s are
0.

(2.3.18) is surjective onto ker(d): let y ∈ OX′ such that dy = 0. Suppose n = 2. Then
reducing (mod p), we get ȳ ∈ ZΩ0

X . Since ZΩ0
X is generated by the elements xp with x ∈ OX ,

there exists ã1, ã2 ∈ OX′ such that
y = ãp1 + pã2. (2.3.21)

6 It follows by applying d and dividing by p (since again multiplication by p is injective) to the
relation (2.3.21), that ap−1

1 da1 + da2 = 0 ∈ OX (where ai = ãi (mod p) for i = 1, 2). Now the

claim is that ap−1
1 da1 can not be a boundary 7. More precisely the following claim holds:

Claim: Let a1, . . . , an−1 ∈ OX , then
∑n−1

i=1 ap
n−i−1

i dai ∈ BΩ1
X if and only if dai = 0 for any

i = 1, . . . , n− 1.
If we assume that, then da1 = da2 = 0 and repeating the argument, we write ai = ȳpi for some

ȳi ∈ OX (i = 1, 2), thus we get an expression (for i = 1, 2) ãi = ypi + pb̃i for some yi, b̃i ∈ OX′

such that yi (mod p) = ȳi. Replacing in (2.3.21), we get an expression of the form y = yp
2

1 + pyp2
for y1, y2 ∈ OX′ . Then we can proceed by induction on n ≥ 2.

Reducing the expression dy = 0 (mod pn−1), by the inductive hypothesis, there exist
y1, . . . , yn−1 ∈ OX′/pn−1 such that

y ≡
n−2∑
i=0

piyp
n−1−i

i+1 (mod pn−1).

6Here we are using that k is perfect: write ȳ =
∑

i αix
p
i = (

∑
i βixi)

p for some αi ∈ k, xi ∈ OX and

βi = (αi)
1/p ∈ k.

7Heuristic motivation: we cannot integrate xp−1 in characteristic p.
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Lifting every yi+1 to some ỹi+1 ∈ OX′ , it implies that there exists a yn ∈ OX′ such that

y −
n−2∑
i=0

piỹp
n−1−i

i+1 = pn−1yn. (2.3.22)

Since, dy = 0, applying d to the equality above, we get that

pn−1(
n−2∑
i=0

ỹp
n−1−i−1

i+1 dỹi+1) = pn−1d(−yn). (2.3.23)

Therefore,
n−2∑
i=0

ȳp
n−1−i−1

i+1 dȳi+1 ∈ BΩ1
X ,

where ȳi+1 is the mod p reduction of yi+1. By the claim it follows that dȳ1 = · · · = dȳn−1 = 0.
Thus, by (2.3.23), dȳn = 0 ∈ Ω1

X from which the statement follows.
Proof of the claim: Of course if dai = 0 for any i, one implication is trivially verified. For

the other one, we observe that the statement is local, thus it suffices to be verified in the case of
X = Spec(A) for a smooth k-algebra A.

We notice that the claim for n = 2 is equivalent to say that the Cartier operator C−1 :=
C−1
A : Ω1

A → h1(Ω•
A) is injective, thus it holds by Proposition 2.3.7. Moreover, C−1 is F -semilinear

over A, where F : A → A, a 7→ ap is the absolute Frobenius. It follows, that

C−1(ap
r−1da) = [(ap

r−1)p]C−1(da) = [ap
r+1−1da] (2.3.24)

for any a ∈ A, r ≥ 0. Thus, we have the following equality (mod BΩ1
A):

0 ≡
n−1∑
i=1

ap
n−i−1

i dai ≡ C−1(dan−1 +

n−2∑
i=1

ap
n−i−1−1

i dai) (mod BΩ1
A). (2.3.25)

Since C−1 is injective, then follows that

n−2∑
i=1

ap
n−i−1−1

i dai ∈ BΩ1
A (2.3.26)

and by induction, it follows da1 = · · · = dan−2 = 0. By applying the claim for n = 2 again, it
turns out that dan−1 = 0.

Remark 2.3.13. When k is not a perfect Fp-algebra, the proof of Proposition 2.3.12 shows that

the map (2.3.18) is still an injective morphism with image contained in ker(OX′
d−→ Ω1

X′)

2.3.3 Hodge-Witt cohomology of Pd
k

Let d ≥ 1 be an integer and k a perfect field of characteristic p. We are going to compute the
Hodge-Witt cohomology of the projective space P := Pd

k.
The same proof of Proposition 2.3.15 can be found in [BER12, Theorem 6.4] (we only avoid

the derived category language used by Berthelot et al.). More classically the result has to be
attributed to Gros in [Gro85, Corollaire 4.2.15] depending on relevant results of Ekedahl (cf.
[Eke85, Corollary 1.1.3]). However, we found the first approach easier and more straightforward
than the second one. The cost is that it requires the concept for a smooth and proper variety
of being ordinary, which is not used in the classical approach. Here, we will address these
considerations, as well as a proof of Proposition 2.3.15.

The following result for the Hodge cohomology is well known:
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Proposition 2.3.14. Let i, j ≥ 0 be integers. Then, there is a natural isomorphism of k-modules

Hi(P,Ωj
P ) =

{
k if 0 ≤ i = j ≤ d
0 otherwise

(2.3.27)

We will see that a similar computation for the Hodge-Witt cohomology holds true:

Proposition 2.3.15. Let i, j ≥ 0 be integers. Then, there is a natural isomorphism of Wn(k)-
modules

Hi(P,WnΩj
P ) =

{
Wn(k) if 0 ≤ i = j ≤ d

0 otherwise
(2.3.28)

What we actually prove is that Proposition 2.3.15 descends from Proposition 2.3.14. The key
point is a geometric property of the projective space P .

Definition 2.3.16. A smooth and proper scheme X over k is called ordinary if

Hi(X,BΩj
X/k) = 0, (BΩj

X/k = dΩj−1
X/k) (2.3.29)

for any i, j ≥ 0.

When the crystalline cohomology of X over W = W(k) is torsion free, the condition of
being ordinary can be formulated in terms of the Hodge and Newton polygons associated to
Hj

crys(X/W). For the definition of Newton and Hodge polygons we refer the reader to [Kat79] .

Proposition 2.3.17 ([BK86, Proposition 7.3]). Assume that Hi
crys(X/W) is torsion free for

any i ≥ 0. Then, X is ordinary if and only if the Hodge polygon associated to the numbers
hj := dimkHi−j(X,Ωj

X/k) coincides with the Newton polygon given by the Frobenius action on

Hi
crys(X/W) for any i ≥ 0.

Lemma 2.3.18. The projective space P over k is an ordinary scheme.

Proof. Let P̃ := Pd
W(k). The comparison of crystalline cohomology and de Rham cohomology of

the projective space over W(k) ensures that Hi
crys(P/W) ≃ Hi

dR(P̃ /W) is torsion free. Thus we
can apply Proposition 2.3.17.

The cohomology group Hi
dR(P̃ /W) vanishes if i is odd such that 0 < i < 2d, or i > 2d. It

follows that hi/2 = 1 for i even and hj = 0 in all other cases. Thus, the Hodge polygon has slope
i/2 and length 1 for 0 ≤ i ≤ 2d even, and is trivial for other i’s.

The computation of Hodge cohomology groups gives

Hi(P̃ ,Ωj

P̃ /W
) =

{
Hi/2(P̃ ,Ω

i/2

P̃ /W
) if 0 ≤ i ≤ 2d is even

0 otherwise
(2.3.30)

and they are all torsion free modules. Thus, the degeneration of the Hodge spectral sequence (c.f.
[DI87, Corollaire 2.5]) implies that hidR = hi/2, where hidR denotes the rank of the cohomology
Hi

dR(P̃ /W). In particular, the absolute Frobenius on P acts on the i-th crystalline cohomology
as the multiplication by pλ = pi/2 or as the 0 map. Hence, the Newton polygon has numbers
λ = i/2 and mult(λ) = 1, therefore agrees with the Hodge polygon.

Lemma 2.3.19 ([BER12, Lemma 6.2]). Let us consider the canonical filtration on the de Rham-
Witt complex Wn+1Ω

•
P for any n ≥ 1. Then, for any i, j ≥ 0 there are canonical isomorphisms

Hi(P,Ωj
P )

≃−→ Hi(P, grnWn+1Ω
j
P ) (2.3.31)
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induced by the map Vn in the exact sequence (2.3.10). Let F be the absolute Frobenius of P .
When the cohomology on the left side is equipped with the k-module structure induced by the
OP -module structure of Fn+1

∗ Ωj
P and on the right side with the one induced by the OP -module

structure given in Proposition 2.3.8, the isomorphisms (2.3.31) are k-linear.

Proof. Consider the following diagram of exact sequences of OP -modules, where the vertical one
is given by the short exact sequence (2.3.10) :

0

0 Fn+1
∗ ZnΩj−1

P Fn+1
∗ Ωj−1

P Fn+1
∗ (Ωj−1

P /ZnΩj−1
P ) 0

grnWn+1Ω
j
P

0 Fn+1
∗ BnΩj

P Fn+1
∗ Ωj

P Fn+1
∗ (Ωj

P /BnΩj
P ) 0

0

an

bn

Vn

(2.3.32)

We prove by induction on n that the maps an and bn induce isomorphisms on the i-th cohomology
for any i ≥ 0. Indeed, for n = 1 this is true because P is ordinary.

Generally, we have the following isomorphisms:

Hi(P,BnΩj
P )

C−1
P−−−→
≃

Hi(P,Bn+1Ω
j
P /BΩj

P )←−
≃

Hi(P,Bn+1Ω
j
P ) (2.3.33)

where C−1
P is the inverse Cartier isomorphism and the other map is induced by the natural

projection. Since P is ordinary, then it is an isomorphism. Thus, the claim for bn follows.
For an we can analogously consider the following commutative diagram, given by the func-

toriality of inverse Cartier isomorphism:

Hi(P,ZnΩj
P ) Hi(P,Zn+1Ω

j
P /BΩj

P ) Hi(P,Zn+1Ω
j
P )

Hi(P,Ωj
P ) Hi(P,ZΩj

P /BΩj
P ) Hi(P,ZΩj

P )

C−1
P

≃

≃

C−1
P

≃

(2.3.34)

As before, the top and bottom line are isomorphisms. The left vertical map is isomorphism by
inductive hypothesis, thus the right outer vertical map is isomorphism too, yielding the claim
for an.

Proof of Proposition 2.3.15. By the exact sequence of Wn+1OP -modules 8

0→ grnWn+1Ω
j
P →Wn+1Ω

j
P →WnΩj

P → 0, (2.3.35)

The Lemma 2.3.19 together with Proposition 2.3.14, imply that Hi(P,WnΩj
P ) = 0 for i ̸= j.

Furthermore, when i = j, by same considerations, we get the following short exact sequence of
Wn+1(k)-modules on cohomology for any i:

0→ Hi(P, grnWn+1Ω
i
P )→ Hi(P,Wn+1Ω

i
P )→ Hi(P,WnΩi

P )→ 0 (2.3.36)

8Here grnWn+1Ω
j
P is considered naturally just as Wn+1OP -module, unlikely to the Op-module structure given

in previous Lemma. Analogously, WnΩ
j
P is a Wn+1OP -module via the natural restriction Wn+1OP → WnOP .
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For any n ≥ 1, define the map of abelian sheaves

d logn : O×
P →WnΩ1

P , s 7→ d[s]

[s]
.

Passing to the first cohomology, the map d logn induces a map of groups

clP,n : Z = Pic(P )→ H1(P,WnΩ1
P ), (2.3.37)

such that F (clP,n+1(1)) = R(clP,n+1(1)) = clP,n(1). Let clP,n(1)i ∈ Hi(P,WnΩi
P ) be the i-th cup

product (induced by the structure of dga of WnΩ•
P ) of clP,n(1). The multiplication by clP,n(1)i

defines a Wn(k)-linear map Wn(k)→ Hi(P,WnΩi
P ).

Notice that for n = 1, clP,1(1) =: clP (1) defines the first Chern class generating the cohomol-
ogy H1(P,Ω1

P ). Similarly, clP (1)i generates Hi(P,Ωi
P ) for i ≥ 0 (where clP (1)0 = 1) (c.f. [Sta,

Tag 0FMG, Lemma 50.11.3]).
We have the following commutative diagram

0 Hi(P, grnWn+1Ω
i
P ) Hi(P,Wn+1Ω

i
P ) Hi(P,WnΩi

P ) 0

0 Fn
∗ k Wn+1(k) Wn(k) 0Vn

Vn◦clP (1)i clP,n+1(1)
i clP,n(1)

i (2.3.38)

Here Fn
∗ k denotes the group k with the Wn+1(k)-module structure induced by the iterated

Frobenius on Wn+1(k), Fn : Wn+1(k) → k. In this way, the sequences on top and bottom lines
are exact and the respective diagram is commutative, in the category of Wn+1(k)-modules. By
induction on n, the outer maps are isomorphisms, thus it is the map in the middle too.

Remark 2.3.20. The action of the finite group G = GLd+1(k) on P is by functoriality compat-
ible with the d logn map, thus, the identifications in Proposition 2.3.15 are G-equivariant.

2.4 Witt line bundles

We introduce the notion of Witt line bundles in the sense of [Tan22, Section 3.2]. There, the
author defines the notion of Witt divisorial sheaves, that are sheaves associated to a R-divisor
D on integral, normal, Noetherian Fp-schemes, and that one of Teichmüller lift for line bundles
on general Fp-schemes. Our terminology of Witt line bundles coincides with the latter one.
Moreover, when X is an integral, normal, Noetherian Fp-scheme and D is a Cartier divisor on
X, both definitions agree. Let X be an integral k-scheme. Assume there is an integral W(k)-
scheme X̃ such that Xn := X̃ ×Spec(W(k)) Spec(Wn(k)) is flat over Wn(k) and X1 = X. We
denote the total quotient ring of X with KX (cf. [Har77, Ch. II, 6, Cartier Divisor , Definition
1] ). Notice that since X is integral, KX agrees with the function field of X. Furthermore, for
any scheme Y , let Bunn(Y ) denote the category of vector bundles of rank n over Y .

Let L be a line bundle on X given by the collection {(Ui)i∈I , (fij)(i,j)∈I×I)}. By construction,
Ui and fij ’s have the following properties:

� (Ui)i∈I is an affine Zariski open cover of X,

� fij ∈ Γ(Uij ,OX)× where Uij := Ui ∩ Uj ,

� (fijfjkfki)|Uijk
= 1 for any triple (i, j, k) ∈ I × I × I, where Uijk := Ui ∩ Uj ∩ Uj .
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To a given line bundle L = {(Ui), fij} on X we can associate the line bundle WnL := {(Ui), [fij ]}
on Wn(X), defining a map

Bun1(X)
Wn−−→ Bun1(Wn(X))

L 7−→WnL.
(2.4.1)

It is induced by the Teichmüller map O×
X → Wn(OX)×. In particular, it gives a group

homomorphism on the respective Picard groups:

H1(X,O×
X) ≃ Pic(X) −→ Pic(Wn(X)) ≃ H1(X,Wn(OX)×), class(L) 7→ class(WnL). (2.4.2)

Definition 2.4.1. The line bundle on Wn(X) associated to L via (2.4.1) is the Witt line bundle
WnL.

More concretely, if L = OX(D) is the line bundle associated to a Cartier divisor D =
{(Ui, fi)}, with fi ∈ Γ(Ui,K×

X) then

WnOX(D)|Ui
=

[
1

fi

]
WnOUi ⊂Wn(KX).

Lemma 2.4.2. For any integral k-scheme X, the association

Bun1(X)
Wn−−→ Bun1(Wn(X))

L 7−→WnL

is functorial, i.e. for any morhpism of line bundles E : L →M, there exists a natural morphism
of line bundles Wn(E) : WnL → WnM such that Wn(idL) = idWnL and for any line bundle
morphism S : M→N , we have Wn(S ◦ E) = Wn(S) ◦Wn(E).

Proof. We need to define how Wn operates at level of morphisms. Let L andM be line bundles
over X, and let [.] : K×

X →Wn(KX)× be the Teichmüller map. Let E : L →M be a morphism
of line bundles, and U = (Ui)i∈I be an affine open covering of X, such that L|Ui

= fiOUi ≃ OUi

and M|Ui
= giOUi ≃ OUi , for some fi ∈ Γ(Ui,K×

X), gi ∈ Γ(Ui,K×
X). Moreover, the transition

maps are multiplication by some invertible sections, namely OUij

·fij−−→ OUij and OUij

·gij−−→ OUij ,
such that fij , gij ∈ Γ(Uij ,O×

X), fifij = fj and gigij = gj . For any open Ui, define

Wn(E)Ui : WnOUi →WnOUi ,

being the unique map of WnOUi-modules such that Wn(E)Ui(1) = [E|Ui
(1)] 9. Since E is a

morphism of line bundles, we have the following commutative diagram:

OUij OUij

OUij OUij

·fij

EUi |Uij

·gij
EUj |Uij

(2.4.3)

It implies that the following diagram commutes:

WnOUij WnOUij

WnOUij WnOUij .

·[fij ]

Wn(E)Ui |Uij

·[gij ]
Wn(E)Uj |Uij

(2.4.4)

9As abuse of notation , here 1 ∈ fiOUi ≃ OUi denotes the unique element corresponding to 1 ∈ OUi .
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Indeed, we have the following equalities:

([gij ]
−1 ◦Wn(E)Uj |Uij

◦ [fij ])(1) = [gij ]
−1[fij ]Wn(E)Uj |Uij

(1) =

[gij ]
−1[fij ][EUj (1)] = [g−1

ij fijEUj (1)] = [EUi(1)] = Wn(E)Ui([1])

where the second-last equality follows by (2.4.3). It follows that (Wn(E)Ui)i∈I glue together,
giving rise to a map of WnOX -modules

Wn(E) : WnL →WnM.

It is also functorial. Indeed, by construction Wn(idL) = idWnL. Let

L E−→M S−→ N

be morphisms of line bundles on X, together with affine open cover U = (Ui)i∈I , such that L|Ui
,

M|Ui
and N|Ui

are isomorphic to the trivial OUi-module. Write EUi(1) = si for some si ∈ OUi .
By construction, we have

Wn(S)Ui ◦Wn(E)Ui(1) = Wn(S)Ui([E|Ui
(1)]) = [si]Wn(S)([1]) = [siSUi(1)] =

[SUi(si)] = [SUi(EUi(1))] = Wn(S ◦ E)Ui(1)

By linearity, it implies Wn(S) ◦Wn(E) = Wn(S ◦ E), thus the functoriality is verified.

Lemma 2.4.3 (c.f. [Tan22, Prop. 3.7]). Let D be a Cartier divisor on X. Let V, R, F be
respectively the Verschiebung, restriction and Frobenius (with F : Wn+1(KX) → Wn(KX)) map
of Wn(KX) and FX the absolute Frobenius of X. Then, the following holds:

a) F (Wn+1OX(D)) ⊂WnOX(pD)

b) V(WnOX(pD)) ⊂Wn+1OX(D)

c) R(Wn+1OX(D)) ⊂WnOX(D).

In particular, we have the short exact sequence of WnOX-modules

0→ FX∗WnOX(pD)
V−→Wn+1OX(D)

Rn

−−→ OX(D)→ 0. (2.4.5)

Moreover, there exists a unique morphism of WnOX-modules

F̃n : WnOX(D)→ OXn(pnD) (2.4.6)

where OXn is considered as a WnOX-module via the the map (2.3.18) and such that the compo-
sition

Wn+1OXn(D)
R−→WnOXn(D)→WnOX(D)

F̃n

−−→ OXn(pnD)

coincides with Fn.

Proof. The statement is local, hence we can assume that X = U1 for an affine U1 = Spec(A),
where A is a k-algebra, and D = (U1, f) for f ∈ Frac(A)\{0}. Notice that F ([f ]) = [f ]p and
V(a[f ]p) = [f ]V(a) for a ∈WnOU1 . So a),b) easily follow, and c) holds by definition. Moreover,
R is surjective because it is induced by the surjective map Wn+1(KX) → Wn(KX). To prove
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the (2.4.5), we only need to verify that at level of stalks kerRn ⊂ ImV. For, let x ∈ X a point,
(2.4.5) has the form

0→ [1/fp]WnOX,x
V−→ [1/f ]Wn+1OX,x

Rn

−−→ [1/f ]OX,x → 0. (2.4.7)

Let a = (a1, . . . , an+1) ∈Wn+1OX,x such that Rn([1/f ]a) = 0. Equivalently, a1/f = 0. Then,

[1/f ](a1, . . . , an+1) = (0, a2/f
p, . . . , an+1/f

pn+1
) =

V((a2/f
p, . . . , an+1/f

pn+1
)) = V([1/fp](a2, . . . , an+1)).

For a generic section f/g ∈ KX , the condition F̃n([g−1]) := g̃−pn extends the map (2.3.18) to a
map of sheaves of rings Wn(KX) → KXn

. We prove that its restriction to WnOX(D) ⊂Wn(KX)

gives the searched map. Indeed, for (2.4.6) we can suppose that X has a model X̃ over W(k),
thus we can assume that U1 is given by base change of a Zariski open V of X̃. We denote by
Un the base change of V with Spec(Wn(k)). Take a lift f̃ ∈ OUn

of f ∈ OU1
. Then the map

defined in (2.3.18) is such that F̃n([f ]) = f̃pn and does not depend on the chosen lifting. Since
WnOU1(D) = [1/f ]WnOU1 , OUn(pnD) = f̃−pnOUn and F̃n is homomorphism of sheaves of rings,
it extends to a such WnOX -module morphism in (2.4.6).

Lemma 2.4.4. Let X be a Noetherian, integral, separated k-scheme. Let U be an affine open
cover of X, and let L be a line bundle on X. Then, there is a canonical isomorphism of groups

Ȟi(U ,WnL)
≃−→ Hi(X,WnL), (2.4.8)

where Ȟi is the i-th Čech cohomology.

Proof. If D is the Cartier divisor associated to L = OX(D), by Lemma (2.4.3) there is a short
exact sequence of abelian sheaves:

0→Wn−1OX(pD)
V−→WnOX(D)→ OX(D)→ 0. (2.4.9)

For n = 1, the statement is a particular case of the analogous result for quasi-coherent cohomol-
ogy. Using the long exact sequence on cohomology 10 and the 4-Lemma, the isomorphism (2.4.8)
follows by induction on n.

Lemma 2.4.5. Let f : X → Y be a morphism of integral k-schemes and E : L → M be a
morphism of line bundles over Y . Then, for any n ≥ 1, we have that f∗Wn(L) = Wn(f∗L)
(respectively forM) and

f∗Wn(E) = Wn(f∗E) : f∗WnL → f∗WnM. (2.4.10)

Proof. The statement is local, thus we assume X = Spec(B), Y = Spec(A) where A,B are two
integral k-algebras. Then L,M are A-modules of rank one, respectively L ≃ sLA, M ≃ sMA,
for some sL, sM ∈ Frac(A). Then f∗L = B ⊗A,f L ≃ hLB and f∗M = B ⊗A,f M ≃ hMB where
hL = f(sL) = 1 ⊗ sL, hM = f(sM ) = 1 ⊗ sM . Then, by definition, Wn(f∗L) = [hL]Wn(B)
(analogously for M). Thus,

f∗WnL = Wn(B)⊗Wn(A),Wn(f) [sL]Wn(A) ≃ [f(sL)]Wn(B) = [hL]Wn(B) = Wn(f∗L)

10Since WnL is a quasi-coherent module on the separated scheme Wn(X), a long exact sequence for Čech
cohomology associated to the short exact sequence (2.4.9) exists as constructed in the proof of [Har77, III, Theorem
4.5].
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and analogously for M.
Moreover, by linearity Wn(f∗E) = f∗Wn(E) if and only if Wn(f∗E)([hL]) = f∗Wn(E)([hL]).
By construction we have

Wn(f∗E)([hL]) = [f∗E(hL)] = 1⊗ [E(sL)]

f∗Wn(E)([hL]) = 1⊗Wn(E)([hL]) = 1⊗ [E(sL)].

Thus the equality is verified.

Assume that X is equipped with an action σ of a group G and the line bundle L is equipped
with a G-linearization in the sense of Chapter 1. Explicitly, an isomorphism

ϕ : σ∗L ∼−→ pr∗1L (2.4.11)

of line bundles over G×X is given such that (1.1.2) holds. By Lemma 2.4.5 the functor Wn

commutes with pullback, thus the isomorphism ϕ induces an isomorphism Wn(ϕ) satisfying the
cocycle condition (2.2.4) for WnL. In other words,

Lemma 2.4.6. If L has a G-linearization, then it lifts to a G-linearization of WnL for any

n ≥ 1, such that the canonical projection WnL
Rn−1

−−−→ L is G-equivariant. □

2.4.1 Cohomology of Witt line bundles on Pd
k

Let d ≥ 1 be an integer. We are going to compute the cohomology of Witt line bundles for Pd
k.

Denote by G the group of k-rational points of GLd+1,k acting on Pd
k.

Recall that we have the following G-equivariant isomorphisms of k -modules for any integers
i, r:

Hi
(
Pd
k,OPd

k
(r)
)

=


(k [z0, . . . , zd])r if i = 0

0 if i ̸= 0, d
Homk((k [z0, . . . , zd])−d−1−r , k) if i = d

(2.4.12)

where the index (−)r denotes the r-th homogeneous degree part of the respective graded module.
Let O := OPd

k
.

Lemma 2.4.7. Let b ≥ 0 be a non negative integer and fix an integer n ≥ 1. Then, for any
d ≥ 1

Hi(Pd
k,WnO(b)) = 0 ∀i > 0.

For b > 0 holds that H0(Pd
k,WnO(b)) ̸= 0 and H0(Pd

k,WnO) = Wn(k).

Proof. The non vanishing assertion for the global section is clear (since it holds for n = 1). To
prove the vanishing of the cohomology groups Hi for i > 0, consider the short exact sequences
of abelian sheaves

0→Wn−1O(bp)
V−→WnO(b)→ O(b)→ 0.

Since Hi(Pd,O(b)) = 0 whenever i > 0, using the corresponding long exact sequence and by
induction on n, we have Hi(Pd,WnO(b)) = 0 for any i > 0 . The last equality follows since
H0(Pd

k,WnO) = Wn(H0(Pd
k,O)) = Wn(k).

Lemma 2.4.8. Let a < 0 be a negative integer and fix an integer n ≥ 1. Then, for any d ≥ 1,

Hi(Pd
k,WnO(a)) = 0 ∀i ̸= d. (2.4.13)
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Moreover, if d > −pn−1a− 1, then

Hd(Pd
k,WnO(a)) = 0. (2.4.14)

When d ≤ −pn−1a− 1, the cohomology groups

ViHd(Pd
k,Wn−iO(pia)), i = 0, . . . , n− 1

form a non trivial descending filtration of Wn(k)-sub-modules Fil• of Hd(Pd
k,WnO(a)), such that

griFil• ≃ H0(Pd
k,O(−pia− d− 1))∨

with the k-vector structure induced by F i, where F is the absolute Frobenius of Pd
k.

Proof. We have short exact sequence of WnOPd
k
-modules

0→ F∗Wn−1O(ap)
V−→WnO(a)→ O(a)→ 0.

Using the corresponding long exact sequence, we see, by induction on n, that

Hi(Pd
k,WnO(a)) = 0

for i ̸= d. We have to determine Hd(Pd
k,WnO(a)). For any negative a the long exact sequence

has the form

0 = Hd−1(Pd
k,O(a))→ Hd(Pd

k,Wn−1O(pa))

→ Hd(Pd
k,WnO(a))→ Hd(Pd

k,O(a))

→ Hd+1(Pd
k,Wn−1O(pa))→ . . . ,

where the last term appearing above is 0. This means that we have a short exact sequence

0→ F∗H
d(Pd

k,Wn−1O(pa))→ Hd(Pd
k,WnO(a))→ H0(Pd

k,O(−a− d− 1))∨ → 0,

since Hd(Pd
k,O(a)) ≃ H0(Pd

k,O(−a − d − 1))∨, by Serre duality. For any a and n fixed, define

V
(n)
i (a) := Hd(Pd

k,Wn−iO(pia)) for i = 0, . . . , n−1 and V
(n)
n (a) := 0. Then, we have a descending

chain of Wn(k)-modules

Fil• : Hd(Pd
k,WnO(a)) = V

(n)
0 (a) ⊃ F∗V

(n)
1 (a) ⊃ · · · ⊃ Fn−1

∗ V
(n)
n−1(a) ≃ Fn−1

∗ Hd(Pd
k,O(pn−1a))

such that griFil• are the k-vector spaces F i
∗
(
V

(n)
i (a)/F∗V

(n)
i+1(a)

)
≃ F i

∗H0(Pd
k,O(−pia− d− 1))∨

for i = 0, . . . , n− 1. This quotient is trivial when pia > −d− 1. If we let

i0(a) := max{i | pia > −d− 1},

the chain above has the first i0(a) terms all isomorphic and for n > i > i0(a) the chain is formed
by non trivial proper submodules, so it is a non trivial filtration. When i0(a) ≥ n − 1, that
precisely happens when pn−1a > −d− 1, then the chain is stationary and in this case

Hd(Pd
k,WnO(a)) ≃ Fn−1

∗ H0(Pd
k,O(−pn−1a− d− 1))∨ = 0.

Remark 2.4.9. To compute the cohomology of Witt line bundles on the projective space, we
essentially used: short exact sequences of WnO-modules that are G-equivariant, the group homo-
morphism (2.4.1) and the Serre duality for projective space, which are G-equivariant, because are
both functorial morphisms. This means that all the modules involved above are also G-modules,
and the respective maps are morphism of G-modules.
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We can summarize the computation above by the following Proposition:

Proposition 2.4.10. Let L be a line bundle on Pd
k. We have the following isomorphisms of

Wn(k)[G]-modules

Hi(Pd
k,WnL) =



0 if i ̸= 0, d

0 if i = d, L = O(a), a < 0, d > −pn−1a− 1

Wn(k) if i = 0, L = O
0 if i = 0, L = O(a), a < 0

H0(Pd
k,WnO(b)) ̸= 0 if i = 0, L = O(b), b > 0

̸= 0 otherwise,

(2.4.15)

where G acts on Wn(k) trivially.
Moreover, when L = O(a) with a < 0 and d ≤ −pn−1a− 1, then

0 ̸= Fn−1
∗ H0(Pd

k,O(−pn−1a− d− 1))∨ ⊂ Hd(Pd
k,WnL)

is a non trivial proper Wn(k)[G]-submodule.

Proof. Since Pic(Pd
k) = Z · O(1), any line bundle L admits a G-linearization, because O(1) does.

Here, we consider the natural linearization on O(1) induced by the natural action of GLd+1,k on
Pd
k. So the respective cohomology groups are G-modules. By the Lemma 2.4.8, Lemma 2.4.7 and

Remark 2.4.9, all the equalities follow.
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Chapter 3

Witt differential operators

Our next goal is to define a generalization of DX , considering the sheaf WnOX in place of OX ,
in such a way it can be seen as a lifted version of the sheaf of differentials over Wn.
Let k be a perfect field of characteristic p > 0, and d ≥ 1 an integer. Let A = k[t1, . . . , td],
An+1 = Wn+1(k)[t1, . . . , td] and Φ : Wn+1(k) → Wn+1(k) the Frobenius morphism induced by
the one on k. Consider the ring homomorphism defined by the n-ghost map

wn : Wn+1(An+1)→ An+1.

Lemma 3.0.1. Let k be a reduced Fp-algebra. Let B be a reduced k-algebra and assume for
any n ≥ 1, a projective system of flat Wn(k)-algebras Bn is given such that Bn/p

n−1 ≃ Bn−1

(B1 := B). If F is a lift over Bn of the Frobenius σ : B → B, then F is injective.

Proof. Since B is reduced, σ is injective. Suppose there exists a nonzero x ∈ Bn such that
F (x) = 0. Since the reduction modulo p of F is σ, then x ≡ 0 (mod p), so there exists a nonzero
x1 ∈ Bn such that x = px1 and so pF (x1) = 0. By flatness of Bn over Wn(k), this means that

F (x1) = 0 ∈ Bn−1 (because Bn−1 = Bn⊗Wn(k) Wn−1(k)
p−→ Bn⊗Wn(k) Wn(k) = Bn is injective),

thus reducing again modulo p, there is a nonzero x2 ∈ Bn−1 such that x1 = px2. Repeating the
same argument, there should exist a nonzero xn ∈ B such that xn−1 = pxn = 0 ∈ B1 = B, then
x = px1 = p2x2 = · · · = pn−1xn−1 = 0 ∈ Bn; a contradiction.

Proposition 3.0.2. There exists a unique Φn-semilinear morphism over Wn+1(k),

w̃n : Wn+1(A)→ An+1 (3.0.1)

factorizing wn : Wn+1(An+1)→ An+1 via the restriction Wn+1(An+1)→Wn+1(A).
Moreover, the following hold:

1) For any lift F : An+1 → An+1 of the absolute Frobenius σ : A→ A, the relation

F̃n+1 = F ◦ w̃n (3.0.2)

(where F̃n is defined as in (2.3.18) for any n ≥ 1) holds and does not depend on the choice
of F .

2) The map w̃n is injective and maps injectively ViWn+1−i(A) into piAn+1, i.e. it induces an
isomorphism between ViWn+1(A) and w̃nWn+1(A) ∩ piAn+1.
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Proof. Let (f1, . . . , fn+1) ∈ Wn+1(A) and choose some lifts f̃1, . . . , f̃n+1 of the respective fi’s
over An+1. Define

w̃n : Wn+1(A)→ An+1, (f1, . . . , fn+1) 7→ f̃1
pn

+ pf̃2
pn−1

+ · · ·+ pnf̃n+1. (3.0.3)

The map w̃n is well defined: if f̃i+1 and
˜̃
fi+1 are different lifts of fi+1, i.e. f̃i+1 ≡ ˜̃

fi+1 (mod p),

then pif̃pn−i

i+1 ≡ pi
˜̃
fpn−i

i+1 (mod pn+1).
It is clearly the unique map factorizing the ghost map wn and thus w̃n it is a Φn-semilinear

ring homomorphism. (compare with the proof of Proposition 2.3.12).
By construction, for any Frobenius lift F , we have F̃n+1 = F ◦ w̃n. Further, if F1, F2 are such

lifts, then F1(f̃i) and F2(f̃i) are both lifts of the same σ(fi) = fp
i . But w̃n does not depend on

the choice of lifts, so

F1(w̃n(f1, . . . , fn+1)) = F1(f̃1)
pn + pF1(f̃2)

pn + · · ·+ pnF1(f̃n+1) =

w̃n(σ(f1), . . . , σ(fn+1)) = F2(w̃n(f1, . . . , fn+1)).

Moreover, since F and F̃n+1 are injective (cf. Lemma 3.0.1,Proposition 2.3.12), the relation in
1) yields the injectivity of w̃n.

We are left to prove the isomorphism between ViWn+1−i(A) and w̃nWn+1(A) ∩ piAn+1:

Indeed, if f = (f1, . . . , fn+1) ∈Wn+1(A) is such that w̃n(f) = f̃pn

1 + pf̃pn−1

2 + · · ·+ pnf̃n+1 = piy
for some y ∈ An+1 and some lift f̃s of fs, then reducing inductively modulo ps, we get f̃s ≡ 0
(mod p) for any 1 ≤ s ≤ i.

Set X1 = X = Spec(A), Xn+1 = Spec(An+1) and we denote the ring of differential operators
byD(Xn+1). By Chapter 1, recall thatD(Xn+1) = D(Ad

W(k))⊗Wn+1(k) = D(W(k)[t1, . . . , td])⊗W(k)

Wn+1(k) where D(Ad
W(k)) is the W(k)-algebra generated by the differential operators described

on the fraction field by ∂
[r]
i := 1

r!∂
r
ti for any natural number r ≥ 0. The natural projection

W(k)
Rn+1−−−→Wn+1(k) induces a natural map D(Ad

W(k))
Rn+1−−−→ D(Xn+1). The image of ∂

[r]
i under

Rn+1 is ∂
[r]
i,n+1.

Since k is perfect, in [SGA1, Section III] is proved that we can always lift smooth affine
k-schemes, together with their absolute Frobenii, over Wn(k)-schemes. But we can give a direct
proof of a local statement here. More precisely,

Lemma 3.0.3. Let B be a smooth k-algebra . Then, locally for the Zariski topology on Spec(B)
the following holds:

a) There exists a projective system {Bn}n≥1, where for any n ≥ 1, Bn is a smooth Wn(k)-
algebra such that Bn+1/p

n ≃ Bn and B1 = B.

b) There exists a projective system of ring homomorphisms {Fn : Bn → Bn}n≥1 such that
F1 = σ is the absolute Frobenius of B.

Proof. The following argument is the analogous one of [LZ04, Prop. 3.2].

Step 1: Assume that B ≃ k[x1, . . . , xm]. Let Bn = Wn(k)[x1, . . . , xm], then

Fn : Bn → Bn, xi 7→ xpi , Wn(k) ∋ a 7→ Φ(a) ∈Wn(k) (3.0.4)

determines a unique homomorphism such that F1 = σ.
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Step 2: Assume that B is étale over a polynomial algebra A = k[x1, . . . , xm].
Let An = Wn(k)[x1, . . . , xm]. The surjections An+1 ↠ An have nilpotent kernel, thus by
the topological invariance of the étale site [EGAIV, Theorem 18.1.2], for any étale An-
algebra Bn there exists a unique étale An+1-algebra Bn+1 such that Bn+1⊗An+1 An = Bn.
Thus, since B1 = B is an étale A1 = A-algebra, we get by induction a system {Bn}n≥1

satisfying properties in a). Consider FA,n : An → An be the Frobenius lift of A given in
Step 1. Then, we claim that (FA,n)∗Bn = Bn ⊗An,FA,n

An is an étale An-algebra lifting B
compatible with the morphism An → A. Indeed, étaleness follows since (FA,n)∗Bn is the
base change of An → Bn along FA,n. Also, since FA,n is compatible with FA,1, one has

F ∗
A,nBn ⊗An A = (Bn ⊗An,FA,n

An)⊗An A = B ⊗A,FA,1
A = F ∗

A,1B. (3.0.5)

(It is clear from the following diagrams: since by definition (FA,n)∗Bn⊗AnA = (Bn⊗An,FA,n

An)⊗An A1 and (FA,1)
∗B = (Bn⊗An A1)⊗A1,FA,1

A1, the following commutative diagrams

(Bn ⊗An,FA,n
An)⊗An A1 A1 (Bn ⊗An A1)⊗A1,FA,1

A1 A1

Bn ⊗An,FA,n
An An Bn ⊗An A1 A1

Bn An Bn An

π FA,1

FA,n π

(3.0.6)
where π : An → A1 is the canonical projection, are both pushout of the maps (An →
Bn, An

π◦FA,n=FA1
◦π

−−−−−−−−−−→ A1)).
Since A→ B is étale, and the map (FA,1)

∗A → A , a′ ⊗ a = a′ap ⊗ 1 7→ a′ap is an isomor-
phism, we get that (FA,1)

∗A ⊗A B = (FA,1)
∗B

∼−→ A ⊗A B = B is an isomorphism. This
proves that (FA,n)∗Bn lifts B, compatibly with the map An → A. Thus, the uniqueness
given by the topological invariance theorem implies that there is a unique isomorphism
(FA,n)∗Bn

∼−→ Bn. Then, let

Fn = FB,n : Bn
can.−−→ (FA,n)∗Bn

∼−→ Bn (3.0.7)

where the map on the left is the canonical morphism b 7→ b ⊗ 1, for any b ∈ Bn. By
construction FB,n is compatible with FB,1 = σ.

Step 3: Conclusion:
Any smooth k-algebra B is locally étale over a polynomial algebra, thus we can conclude
by Step 1 and 2.

Proposition 3.0.4. (i) Let B be a perfect Fp-algebra, and set Bn+1 := Wn+1(B). Let C =

B[t], Cn+1 = Bn+1[t]. For any r ≥ 0, let ∂
[r]
n+1 ∈ D(A1

Bn+1
) be the r-th differential operator

with respect to the variable t. Then, ∂
[r]
n+1 ◦ w̃n factorizes through w̃n, i.e. there is a

unique Wn+1(B)-linear r-th order differential operator, still denoted by ∂
[r]
n+1 : Wn+1(C)→

Wn+1(C) such that the following diagram

Cn+1 Cn+1

Wn+1(C) Wn+1(C)

∂
[r]
n+1

w̃n

∃!∂[r]
n+1

w̃n (3.0.8)
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commutes.

(ii) For any r ≥ 0, and 1 ≤ i ≤ d, any ∂
[r]
i,n+1 : An+1 → An+1 factorizes through w̃n,

i.e. there is a unique Wn+1(k)-linear r-th order differential operator, still denoted by

∂
[r]
i,n+1 : Wn+1(A)→Wn+1(A) such that the following diagram

An+1 An+1

Wn+1(A) Wn+1(A)

∂
[r]
i,n+1

w̃n

∃!∂[r]
i,n+1

w̃n (3.0.9)

commutes.

The proof of Proposition 3.0.4 will be given after introducing some notations and some
preliminary computations.

Definition 3.0.5. Let ∂ ∈ D(Xn+1) such that there exists a Wn+1(k)-linear differential operator
∂|Wn+1(A) : Wn+1(A)→Wn+1(A) making the diagram

An+1 An+1

Wn+1(A) Wn+1(A)

∂

w̃n

∂|Wn+1(A)

w̃n (3.0.10)

commute.
We call ∂|Wn+1(A) the restriction to Wn+1(A) of the respective differential operator ∂ ∈

D(Xn+1).

Remark 3.0.6. The reason to use the injection given by w̃n instead of F̃n+1 is simply that
∂i,n+1 ◦ F̃n+1 = 0 for any ∂i,n+1 ∈ D(Xn+1).

To prove Proposition 3.0.4 we need some computations. Let us denote by vp(.) : Z \ {0} → Z
the p-adic valuation and set vp(0) = +∞. We will use frequently the following elementary
(Legendre’s) Formula (cf. [Mol12, Theorem 2.6.1]): For any natural number n,

vp(n!) =

∞∑
i=1

⌊
n

pi

⌋
. (3.0.11)

Lemma 3.0.7. Let z, w ̸= 0 be natural numbers such that z ≤ w. Then,

vp

((
w

z

))
≥ vp(w)− vp(z). (3.0.12)

Proof. The Lemma 3.0.7 is trivially true when vp(w) ≤ vp(z). So we can assume vp(w) > vp(z).
Any natural number w can be written uniquely in the form w = jpvp(w) where j is a natural
number such that (j, p) = 1. Set vp(w) =: n. By assumption, n > vp(z) =: m. Let s = z/pm,
then (s, p) = 1, thus⌊

jpn−m − s

pl

⌋
= jpn−m−l − 1−

⌊
s

pl

⌋
, ∀n−m ≥ l > 0. (3.0.13)
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For l > n−m the inequality ⌊
jpn−m − s

pl

⌋
≤ ⌊jpn−m−l⌋ −

⌊
s

pl

⌋
(3.0.14)

holds. We can write w − z = pm(jpn−m − s). Then, by Legendre’s Formula

vp((w − z)!) =
pm − 1

p− 1
(jpn−m − s) +

∞∑
l=1

⌊
jpn−m − s

pl

⌋
=

pm − 1

p− 1
(jpn−m − s) +

n−m∑
l=1

⌊
jpn−m − s

pl

⌋
+
∑

l>n−m

⌊
jpn−m − s

pl

⌋
. (3.0.15)

By the equality and inequality above, it follows that

vp((w − z)!) ≤ pm − 1

p− 1
(jpn−m − s) +

∞∑
l=1

⌊
jpn−m

pl

⌋
−

∞∑
l=1

⌊
s

pl

⌋
− (n−m)

=
pm − 1

p− 1
(jpn−m − s) + vp(j!) + j

pn−m − 1

p− 1
− vp(s!)− (n−m). (3.0.16)

It implies that

vp

((
w

z

))
≥ j

pn − 1

p− 1
+ vp(j!)− vp(z!)− jpn−m pm − 1

p− 1

+
pm − 1

p− 1
s− vp(j!)− j

pn−m − 1

p− 1
+ vp(s!) + (n−m)

= vp(s!)− vp((sp
m)!) + s

pm − 1

p− 1
+ (n−m) = n−m.

Proof of Proposition 3.0.4. In both cases (ii) and (i), the uniqueness of the map and the fact
that it is a Wn+1(k)-linear, respectively Wn+1(B)-linear r-th order differential operator is clear

by construction (It is equal to w̃−1
n ◦∂

[r]
i,n+1◦w̃n, where w̃−1

n is the inverse of w̃n on the image. The
linearity follows since w̃n is Φn-semilinear, resp. Φn

B-semilinear where ΦB : Wn+1(B)→Wn+1(B)

is the Frobenius morphism induced by that one on B). We only need to prove that ∂
[r]
i,n+1 preserves

Wn+1(C), resp. Wn+1(A).
We first notice that we can reduce to the case (i). Indeed, we have that A = B′[ti], and

An+1 = B′
n+1[ti] where here B′ and B′

n+1 are respectively the polynomial algebra over k and

over Wn+1(k) in the variables tj for every j ̸= i. The differential operator ∂
[r]
i is B′-linear, of

the form ∂
[r]
i,Z ⊗ B′ where ∂

[r]
i,Z ∈ D(Z[ti]). Thus it is uniquely determined by the integral image

of ti =: t. Therefore, ∂
[r]
i,n+1 is a B′

n+1-linear differential operator compatible with ∂
[r]
i . Let

B := B′
perf be the perfect closure of B′ (cf. [BGA18, Section 4]). Then, ∂

[r]
i,Z ⊗Z Wn+1(B) =:

∂
[r],perf
i,n+1 : Wn+1(B)[t] → Wn+1(B)[t] defines a Wn+1(B)-linear differential operator. We claim

there is a unique Wn+1(B
′)-linear differential operator ∂

[r]
i,n+1 : Wn+1(B

′[t])→Wn+1(B
′[t]) such
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that we have the following commutative diagram

Bn+1[t] Bn+1[t]

Wn+1(B[t]) Wn+1(B[t])

Wn+1(B
′[t]) Wn+1(B

′[t])

∂
[r],perf
i,n+1

w̃n

∂
[r],perf
i,n+1

w̃n

∃!∂[r]
i,n+1

(3.0.17)

Indeed, by (i) applied to A1
B , the top square above exists. Denote by ΦB : Wn+1(B)→Wn+1(B)

the Frobenius morphism induced by that one on B. Any f ∈Wn+1(B
′[t]) is a linear combination

of elements Vl(b[t]s) with b ∈Wn+1−l(B
′). However,

w̃n(Vl(b[t]s)) = Φn−l
B (b)pltsp

n−l
= Φn−l

B′ (b)w̃n(Vl([t]s)).

Thus,

(w̃−1
n ◦ ∂

[r]
i,n+1 ◦ w̃n)(Vl(b[t]s)) = w̃−1

n

(
Φn−l
B′ (b)∂

[r]
i,n+1(w̃nVl([t]s))

)
=

= Φ−l
B (b)(w̃−1

n ◦ ∂
[r]
i,n+1 ◦ w̃n)(Vl([t]s)).

We need to determine the image of the elements of the form Vl([t]s) ∈Wn+1(B[t]) under ∂
[r]
i,n+1.

By construction ∂
[r],perf
i,n+1 (Vl([t]s)) ∈Wn+1(B

′[t]). Indeed, since

∂
[r],perf
i,n+1 (w̃n(Vl([t]s))) = ∂

[r],perf
i,n+1 (pltsp

n−l
) = pl

(
spn−l

r

)
tsp

n−l−r

if r ≤ spn−l, and 0 otherwise, by Lemma 3.0.7, we can write

pl
(
spn−l

r

)
=

{
pn−vp(r)u, if vp(r) ≤ n− l
plw, if vp(r) > n− l,

(3.0.18)

for some u,w ∈ Z(p). It follows that

pl
(
spn−l

r

)
tsp

n−l−r =

{
pn−vp(r)utp

vp(r)u′
, if vp(r) ≤ n− l

plwtp
n−lw′

, if vp(r) > n− l
(3.0.19)

for some u′, w′ ∈ Z(p). Hence,

w̃−1
n

(
pl
(
spn−l

r

)
tsp

n−l−r

)
=

{
uVn−vp(r)([t]u

′
), if vp(r) ≤ n− l

wVl([t]w
′
), if vp(r) > n− l

(3.0.20)

is an element of Wn+1(B
′[t]). Since, Φ−l

B (b)Vl([t]w
′
) = Vl(b[t]w

′
) lies in Wn+1(B

′[t]) and for

n − vp(r) − l ≥ 0, also Φ−l
B (b)Vn−vp(r)([t]u

′
) = Vn−vp(r)(Φ

n−vp(r)−l
B (b)[t]u

′
) lies in Wn+1(B

′[t]),

then ∂
[r]
i,n+1(V

l(b[t]s)) ∈Wn+1(B
′[t]) and they determine the searched map.

Let us prove (i).
Let F : Cn+1 → Cn+1 be a lift of the absolute Frobenius of C. Since C is a reduced algebra
over the reduced Fp-algebra B, F is injective by Lemma 3.0.1. Moreover, since B is perfect, by
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Proposition 2.3.12, F̃n+1 is an isomorphism between Wn+1(C) and ker
(
Cn+1

d−→ Ω1
Cn+1/Bn+1

)
.

To prove Proposition 3.0.4 we need to check that for any f ∈Wn+1(C), then

∂
[r]
n+1(w̃n(f)) ∈ w̃n(Wn+1(C)). (3.0.21)

It suffices to verify that

dF (∂
[r]
n+1(w̃n(f))) = 0 ∀r ≥ 0. (3.0.22)

Indeed, by Proposition 2.3.12, (3.0.22) implies that F (∂
[r]
n+1(w̃n(f))) ∈ F̃n+1Wn+1(C). Since

F̃n+1 = F ◦ w̃n, by injectivity of F , the (3.0.21) follows.
By linearity, it suffices to consider f being of the form Vi(a[t]j), and a ∈ Wn+1−i(B) with

i < n + 1. The map w̃n : Wn+1(C) = Wn+1(B[t]) → Wn+1(B)[t] = Cn+1 maps [t] 7→ tp
n
. With

those assumptions, we have, by definition, that

w̃n(Vi(a[t]j)) = Φn−i
B (a)pitjp

n−i
. (3.0.23)

Then,

F
(
∂[r]
(
Φn−i
B (a)pitjp

n−i))
=

{
piΦn+1−i

B (a)
(
jpn−i

r

)
tjp

n−i+1−pr, if r ≤ jpn−i

0, otherwise.

and,

d

(
piΦn+1−i

B (a)

(
jpn−i

r

)
tjp

n+1−i−pr

)
=

=

{
piΦn+1−i

B (a)
(
jpn−i

r

)
(jpn+1−i − pr)tjp

n+1−i−pr−1dt, if r ≤ jpn−i

0, otherwise.

Applying the result of Lemma 3.0.7, we get that

vp

(
pi
(
jpn−i

r

)
(jpn+1−i − pr)

)
≥ i + n− i− vp(r) + 1 + vp(jp

n−i − r)

≥ n + 1− vp(r) + vp(r) = n + 1,

if vp(r) ≤ n− i, while

vp

(
pi
(
jpn−i

r

)
(jpn+1−i − pr)

)
≥ i + 1 + vp(jp

n−i − r) ≥ i + 1 + n− i = n + 1,

if vp(r) > n− i, implying the statement.

3.1 Properties of Witt differential operators

Let Xn+1 = Ad
Wn+1(k)

= Spec(An+1) as before. The composition of differential operators ∂
[r]
i,n+1 ◦

∂
[s]
j,n+1 ∈ D(Xn+1) satisfies the following relations:

∂
[r]
i,n+1 ◦ ∂

[s]
i,n+1 =

(
r + s

r

)
∂
[r+s]
i,n+1 (3.1.1)

∂
[r]
i,n+1 ◦ ∂

[s]
j,n+1 = ∂

[s]
j,n+1 ◦ ∂

[r]
i,n+1 if i ̸= j. (3.1.2)

Since the restriction to Wn+1(A), namely ∂
[r]
i,n+1|Wn+1(A) agrees with w̃−1

n ◦∂
[r]
i,n+1◦w̃n, the relations

above hold for the restriction too.
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Remark 3.1.1. The composition could be zero depending on the p-adic valuation of
(
r+s
r

)
. For

example, in the case of the A = k[t] and r = p, s = (p − 1)p , by Lemma 3.0.7 follows that

(∂
[r]
t,n+1 ◦ ∂

[s]
t,n+1)

◦n+1 = 0.

For any vector r = (r1, . . . , rd) ∈ Nd, denote by

∂
[r]
n+1 :=

d∏
j=1

∂
[rj ]
j,n+1 = ∂

[r1]
1,n+1 ◦ · · · ◦ ∂

[rd]
d,n+1.

Let J := supp(r) ⊂ {1, . . . , d} be the subset of indexes j where vp(rj) ̸= 0. Then, set

vp(r) := min
j∈J
{vp(rj)}.

Lemma 3.1.2. Suppose that δ ∈ D(Xn+1) is some differential operator of order q. For any
x ∈ An+1 the following relation holds: For any m ≥ 1,

δ(xm) ≡ 0 (mod pvp(m)−vp(q)), (3.1.3)

where for m such that 0 ≤ vp(m) ≤ vp(q), the (3.1.3) means δ(xm) ∈ An+1.

Proof. Let us write m = jpvp(m) uniquely such that (j, p) = 1. Then, by [Nak70, Proposition 9]

δ(xm) =

(
pvp(m)

q

)
(xj)p

vp(m)−qδ(xjq)+

q−1∑
s=1

(−1)s
(
pvp(m)

q − s

)(
pvp(m) − q + s− 1

s

)
(xj)p

vp(m)−q+sδ(xj(q−s)). (3.1.4)

Notice that when q − s = pvp(m), the respective term in the sum is 0. We can then assume
that q − s < pvp(m), thus vp(q − s) < vp(m). We proceed by induction on vp(m). There is
nothing to prove when vp(m) = 0. Assume that the (3.1.3) is true for every m′ such that
vp(m

′) < v := vp(m). Since vp(q − s) < v, by induction vp(δ(xj(q−s))) ≥ vp(q − s) − vp(q).
Moreover, by Lemma 3.0.7,

vp

((
pvp(m)

q − s

))
≥ vp(m)− vp(q − s).

Thanks to the sum above it follows that

vp(δ(xm)) ≥ mins=1,...,q−1{vp(m)− vp(q), vp(m)− vp(q− s) + vp(q− s)− vp(q)} = vp(m)− vp(q).

Thus the statement is verified.

Any ∂
[r]
j,1 ∈ D(X1) is a differential operator satisfying (B.0.10). In particular, since Xn+1

is smooth over Wn+1(k), there is at least a differential operator ∂̃ on D(Xn+1) satisfying the

relation (B.0.10) and lifting ∂
[r]
j,1 (cf. Corollary B.0.7 ii) ). The restriction of ∂ to Wn+1(A) may

depend a priori, on the chosen lift. In the next Proposition, we will see that this case indeed
does not occur.

Definition 3.1.3. Let a
(pn−i)
(c1,...,cm) be the coefficient (mod pn+1) of the monomial zc11 · · · zcmm in

the expansion of (
∑m

j=1 zj)
pn−i ∈ Z[z1, . . . , zm].
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Lemma 3.1.4. Let 0 ≤ j ≤ n, and m ≥ 1 be integers. Let a1, . . . , am, b1, . . . , bm ∈ Z[x1, . . . , xd]
such that ai ≡ bi (mod p) for any i = 1, . . . ,m. Moreover, let c1, . . . , cm ∈ Z such that c1 + · · ·+
cm = pn−j.

Then,

pja
(pn−j)
(c1,...,cm)a

c1
1 · · · a

cm
m ≡ pja

(pn−j)
(c1,...,cm)b

c1
1 · · · b

cm
m (mod pn+1).

Proof. Let ϵ = mini=1,...,m{vp(ci)}. Without loss of generality, we can assume that vp(c1) = ϵ.

Observe 1 that
(
pn−j

c1

)
| a(p

n−j)
(c1,...,cm). By Lemma 3.0.7, vp(a

(pn−j)
(c1,...,cm)) ≥ vp(

(
pn−j

c1

)
) ≥ n− j − ϵ.

Since ai ≡ bi (mod p), it yields acii ≡ bcii (mod pϵ+1), i.e. for any i, there is a hi ∈
Z[x1, . . . , xd] such that acii = bcii + pϵ+1hi. Hence, for some H ∈ Z[x1, . . . , xd], we have

pja
(pn−j)
(c1,...,cm)a

c1
1 · · · a

cm
m =

pja
(pn−j)
(c1,...,cm)(b

c1
1 + pϵ+1h1) · · · (bcmm + pϵ+1hm) =

pja
(pn−j)
(c1,...,cm)b

c1
1 · · · b

cm
m + pja

(pn−j)
(c1,...,cm)p

ϵ+1H.

Moreover, vp(p
ja

(pn−j)
(c1,...,cm)p

ϵ+1) ≥ j+n−j−ϵ+ϵ+1 = n+1, from which the assertion follows.

Proposition 3.1.5. If ∂
[r]
n+1 : An+1 → An+1 is any Wn+1(k)-linear differential operator lift-

ing ∂
[r]
1 , satisfying the relation (B.0.10) and such that the restriction to Wn+1(A) exists, then

∂
[r]
n+1|Wn+1(A)

does not depend on the choice of lift ∂
[r]
n+1.

Proof. Since it can be verified on each j-th coordinate separately, we can reduce to the case
d = 1.

Let 0 ≤ i ≤ n and f = Vi([fi]) ∈ Wn+1(A), w̃n(f) = pif̃pn−i

i for some lift f̃i ∈ An+1. Write

∂
[r]
n+1 := ∂

[r]
j,n+1. Then, by the (B.0.10), it follows that we can write

∂
[r]
n+1(p

if̃pn−i

i ) = pi
∑

t1<···<tm
c1t1+···+cmtm=r
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)c1 . . . ∂

[tm]
n+1(f̃)cm (3.1.5)

Because of ∂
[tj ]
n+1(f̃) ≡ ∂

[tj ]
1 (f) (mod p), then for any lift ∂̃

[tj ]
1 (f) ∈ An+1 of ∂

[tj ]
1 (f), by

Lemma 3.1.4

pia
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)c1 . . . ∂

[tm]
n+1(f̃)cm ≡ pia

(pn−i)
(c1,...,cm)∂̃

[t1]
1 (f)

c1

. . .
˜

∂
[tm]
1 (f)

cm

(mod pn+1).

In particular, the (3.1.5), does not depend on choices of such lifts.

Corollary 3.1.6. a) Any ∂ ∈ D(X1) admits some lifting in D(Xn+1) of the form

∂̃ =
∑
r

cr∂
[r]
n+1, (3.1.6)

where cr ∈ An+1 and ∂
[r]
n+1 is obtained as product of lifts of ∂

[rj ]
j,1 for any 1 ≤ j ≤ d.

b) Furthermore, if the restriction ∂̃|Wn+1(A) to Wn+1(A) exists, it does not depend on the lifts

of ∂
[rj ]
j,1 , for any j.

1As abuse of notation a
(pn−j)

(c1,...,cm) denotes the integer number, rather than its reduction modulo pn+1.
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c) Let ∂̃1, ∂̃2 ∈ D(Xn+1) be liftings of ∂. Then, if the restriction of ∂̃1 − ∂̃2 =
∑

r ar∂
[r]
n+1 to

Wn+1(A) exists, it is 0 if and only if ar ∈ pvp(r)+1An+1 for every r.

Proof. a) The existence of such liftings follows by Proposition 3.0.4, because we can write ∂ =∑
r br∂

[r]
1 for some br ∈ A, finitely many not zero.

b) It follows by Proposition 3.1.5.
c) Let f = (f1, . . . , fn+1) ∈ Wn+1(A), then by Lemma 3.1.2 it follows that for any differ-

ential operator δ of order q, piδ(f̃pn−i

i+1 ) ∈ pn−vp(q)An+1. In particular, ∂
[rj ]
j,n+1(w̃nWn+1(A)) ⊂

pn−vp(rj)An+1. Thus, if ar ∈ pvp(r)+1An+1, since

d∏
j=1

∂
[rj ]
j,n+1(w̃n(Wn+1(A))) ⊂ pn−vp(rj)An+1

for any j, in particular

ar∂
[r]
n+1|Wn+1(A) = 0.

On the other hand, suppose to have a differential operator
∑

r ar∂
[r]
n+1 ∈ D(Xn+1) that is 0

restricted to Wn+1(A). Assume that the set S := {r ∈ Nd | ar ̸∈ pvp(r)+1An+1} is not empty.
Then, we have that ∑

r∈S
ar∂

[r]
n+1|Wn+1(A) = 0.

Fix such a r = (r1, . . . , rd) ∈ S. In particular, ar ̸= 0. Let fr = Vn−vp(r)(
∏d

j=1[tj ]
rjp

−vp(r)
).

Then, for any other s = (s1, . . . , sd) ∈ Nd, we have

∂
[s]
n+1(w̃n(fr)) = pn−vp(r)

(
r1
s1

)
· · ·
(
rd
sd

) d∏
j=1

t
rj−sj
j

where the equality above is meant to be 0 if sj > rj for some j. Thus, we have the following
equality

0 =
∑
s∈S

as∂
[s]
n+1(w̃n(fr)) =

∑
s≤r

pn−vp(r)

(
r1
s1

)
· · ·
(
rd
sd

) d∏
j=1

t
rj−sj
j as ∈ An+1.

All the monomials
∏d

j=1 t
rj−sj
j are different varying s ∈ S. Thus, in particular for s = r, we have

that
pn−vp(r)ar = 0 ∈ An+1

with ar ̸= 0, implying that ar ∈ pvp(r)+1An+1; this is a contradiction to r ∈ S.

Remark 3.1.7. Note that we can always lift ∂ ∈ D(A) to a ∂̃ ∈ D(Wn+1(A)) by lifting the

coefficients of ∂ =
∑

r br∂
[r]
1 to some b

(n+1)
r ∈Wn+1(A) (e.g. by taking the Teichmüller lift).

Another consequence of Lemma 3.1.2 is the following:

Lemma 3.1.8. For any differential operator δ ∈ D(Xn+1) of order q ≥ 1, with vp(q) ≤ n and
admitting a restriction to Wn+1(A), then

δ|Wn+1(A)(Wn+1(A)) ⊂ Vn−vp(q)Wn+1(A). (3.1.7)
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Proof. Indeed, if f = (f1, . . . , fn+1) ∈ Wn+1(A) by Lemma 3.1.2 and Proposition 3.0.4 we see
that

w̃n(δ(f)) = δ(w̃n(f)) ∈ pn−vp(q)An+1 ∩ w̃nWn+1(A).

Since w̃n maps injectively Vn−vp(q)Wn+1(A) into pn−vp(q)An+1, then

δ(f) ∈ Vn−vp(q)Wn+1(A).

In the following, we are going to prove some relations involving ∂
[r]
n+1 and R,ΦA,V,

where ΦA : Wn+1(A)→Wn+1(A) denotes the Witt vectors Frobenius induced by σ (the Frobe-
nius of A), and R : Wn+1(A)→Wn(A) is the natural projection.

Lemma 3.1.9. Let r ≥ 0 be an integer, and 1 ≤ j ≤ d. Let ∂
[r]
j,1 ∈ D(X). Then, for any f ∈ A

∂
[r/p]
j,1 (f)p = ∂

[r]
j,1(f

p), (3.1.8)

where ∂
[r/p]
j,1 is meant to be 0 if p ∤ r. Consequently, for any r ∈ Nd,

∂
[r/p]
1 (f)p = ∂

[r]
1 (fp). (3.1.9)

Proof. We fix such a j and with abuse of notation, we simply write ∂
[r]
j,1 =: ∂

[r]
1 . By Formula

(B.0.10), we have

∂
[r]
1 (fp) =

∑
j1+···+jp=r
0≤j1,...,jp≤r

∂
[j1]
1 (f) . . . ∂

[jp]
1 (f) = ∂

[r/p]
1 (f)p +

∑
j1+···+jp=r

0≤j1,...,jp not all equal

∂
[j1]
1 (f) . . . ∂

[jp]
1 (f).

Any partition of r of length p corresponds to a subset of

{(j1, . . . , jp) | j1 + · · ·+ jp = r, j1, . . . , jr ≥ 0}

whose elements are the p-uples given by permuting elements of the partition. The corresponding
subset to a partition not containing all equal elements j1, . . . , jp has cardinality being a multiple

of p. Indeed, more precisely it is p!
c1!...cm! , where m is the cardinality of the set {j1, . . . , jp} =

{t1, . . . , tm} (where t1, . . . , tm are pairwise distinct) and cl is the number of times for which tl
appears in (j1, . . . , jp). Since by assumptions, cl < p for any l = 1, . . . ,m, then p | p!

c1!...cm! . Thus,
the big sum in the right-most hand side above is 0.

Remark 3.1.10. If f̃ ∈ An+1 is any lift of f ∈ A, Lemma 3.1.9 rephrases by the equivalence

∂
[r/p]
j,n+1(f̃)p ≡ ∂

[r]
j,n+1(f̃

p) (mod p).

Lemma 3.1.11. For any x, y ∈Wn+1(A) the following relations hold:

Rw̃n(x) = (F ◦ w̃n−1 ◦R)(x) (mod pnAn+1) (3.1.10)

w̃n(x) ≡ w̃n(y) (mod pn) ⇔ x ≡ y (mod VnWn+1(A)). (3.1.11)

Proof. Let x = (x1, . . . , xn+1) ∈Wn+1(A), then

Rw̃n(x) = x̃p
n

1 + · · ·+ pn−1x̃pn = F (w̃n−1(x1, . . . , xn)) = (F ◦ w̃n−1 ◦R)(x).

For x, y ∈ Wn+1(A) , we have w̃n(x) ≡ w̃n(y) (mod pn) ⇔ Rw̃n(x) = Rw̃n(y), thus by the
(3.1.10), and injectivity of F̃n, we get

Rw̃n(x) = Rw̃n(y)⇔ F̃n(Rx) = F̃n(Ry)⇔ Rx = Ry ⇔ x ≡ y (mod VnWn+1(A)).
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Proposition 3.1.12. Let r ≥ 0 be an integer and 1 ≤ j ≤ d. Then the following relations hold:

∂
[r/p]
j,n ◦R = R ◦ ∂[r]

j,n+1; (3.1.12)

∂
[r]
j,n+1 ◦ ΦA = ΦA ◦ ∂[r/p]

j,n+1; (3.1.13)

∂
[r]
j,n+1 ◦V = V ◦ ∂[r]

j,n; (3.1.14)

∂
[r]
j,n+1(V

iWn+1(A)) ⊂ ViWn+1(A) for all 0 ≤ i < n + 1; (3.1.15)

where ∂
[r/p]
j,n+1 is meant to be 0 if p ∤ r and R = Rn+1,n. Consequently, the analogous relations

(3.1.12),(3.1.13),(3.1.14),(3.1.15) hold for ∂
[r]
n+1 for any r ∈ Nd.

Proof. As in the proof of Lemma 3.1.9, we fix a j and omit its notation from the corresponding
differential operator. The last relation follows by the commutative diagram in Proposition 3.0.4
together with the fact that w̃n maps injectively ViWn+1(A) to piAn+1. Firstly, assume p ∤ r.

Then, vp(r) = 0 and by Lemma 3.1.8, it follows that ∂
[r]
n+1(Wn+1(A)) ⊂ VnWn+1(A), so that

R ◦ ∂[r]
n+1 = 0 ( ∈Wn(A)). Moreover, by the relation (3.1.3), ∂[r](pif̃pn+1−i

) ≡ 0 (mod pn+1), for

any f̃ ∈ An+1, thus ∂
[r]
n+1 ◦ ΦA = 0.

Now, we are going to prove that R ◦ ∂[p]
n+1 = ∂n ◦R.

By linearity, it suffices to test the relation on the elements of the form Vi([f ]) ∈ Wn+1(A).
Then,

w̃n∂
[p]
n+1(V

i([f ])) = pi∂
[p]
n+1(f̃

pn−i
). (3.1.16)

By Lemma 3.0.7 and Lemma 3.1.9, the following hold:

pi
(
pn−i

p

)
≡ pn−1 (mod pn); (3.1.17)

∂
[p]
n+1(f̃

p) ≡ ∂n+1(f̃)p (mod p). (3.1.18)

By [Nak70, Proposition 9] and the congruences above,

pi∂
[p]
n+1(f̃

pn−i
) ≡pn pi

(
pn−i

p

)
f̃pn−i−p∂

[p]
n+1(f̃

p) ≡pn

pn−1f̃pn−i−p∂n+1(f̃)p ≡pn w̃n(Vn−1([fpn−i−1−1∂1(f)])) (3.1.19)

By the (3.1.11), it follows

(R ◦ ∂[p]
n+1)(V

i([f ])) = Vn−1([fpn−i−1−1∂1(f)]). (3.1.20)

On the other hand,

w̃n−1∂n(RVi([f ])) = pn−1f̃pn−i−1−1∂n(f̃) = w̃n−1(V
n−1([fpn−i−1−1∂1(f)])) (3.1.21)

so that
R∂

[p]
n+1(V

i([f ])) = Vn−1([fpn−i−1−1∂1(f)]) = ∂n(RVi([f ])). (3.1.22)

Suppose now r > p. We can write

w̃n∂
[r]
n+1(V

i([f ])) = ∂
[r]
n+1(p

if̃pn−i
) = pi

∑
j1+···+jpn−i=r

0≤j1,...,jpn−i≤r

∂
[j1]
n+1(f̃) . . . ∂

[jpn−i ]

n+1 (f̃). (3.1.23)
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Assume i < n, otherwise, for i = n the relation R(∂
[r]
n+1(V

n([f ]))) = 0 is trivial. The trick
here is that to compute the sum above (mod pn), it suffices to assume every jl ≤ r/p, for any
1 ≤ l ≤ pn−i. Indeed, if {t1, . . . , tm} denotes the set {j1, . . . , jpn−i} where the tl’s are pairwise

distinct, we have the relation (since ∂
[jl]
n+1’s commute)

pi
∑

j1+···+jpn−i=r

0≤j1,...,jpn−i≤r

∂
[j1]
n+1(f̃) . . . ∂

[jpn−i ]

n+1 (f̃) = pi
∑

t1<···<tm
c1t1+···+cmtm=r
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)c1 . . . ∂

[tm]
n+1(f̃)cm .

(3.1.24)

For any such m-uple (t1 < · · · < tm), the coefficient a
(pn−i)
(c1,...,cm) ∈ Z is the same appearing in the

corresponding monomial of the expansion of (∂
[t1]
n+1(f̃) + · · ·+∂

[tm]
n+1(f̃))p

n−i
. Indeed, in both case,

it is computed as the number of ways to partition the set {1, . . . , pn−1} in m subsets C1, . . . , Cm

with |Ci| = ci. Notice that we have the elementary equality (mod pn):

pi(∂
[t1]
n+1(f̃) + · · ·+ ∂

[tm]
n+1(f̃))p

n−i ≡ pi(∂
[t1]
n+1(f̃)

p
+ · · ·+ ∂

[tm]
n+1(f̃)

p
)p

n−i−1
(mod pn). (3.1.25)

In particular, the relation (3.1.25) implies that pia
(pn−i)
(c1,...,cm) ≡ 0 (mod pn) if there exists some

index j with 1 ≤ j ≤ m such that p ∤ cj and

pia
(pn−i)
(c1,...,cm) ≡ pia

(pn−i−1)
(c1/p,...,cm/p) (mod pn)

otherwise. Thus, looking at the non zero coefficients of (3.1.24), we see that every tl appears a
multiple of p times among the jl’s. Thus, if there exists some tl > r/p, then j1 + · · · + jpn−i ≥
ptl > r that is impossible.

By the argument above, we can assume p | cl for every l. Write cl = pc′l. Thus, we have the
following equality (mod pn):

pi
∑

t1<···<tm
c1t1+···+cmtm=r
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)c1 . . . ∂

[tm]
n+1(f̃)cm ≡pn

pi
∑

t1<···<tm≤r/p
c′1t1+···+c′mtm=r/p

c′1+···+c′m=pn−i−1

a
(pn−i−1)
(c1/p,...,cm/p)∂

[t1]
n+1(f̃)pc

′
1 . . . ∂

[tm]
n+1(f̃)pc

′
m

that gives

Rw̃n∂
[r]
n+1(V

i([f ])) = pi
∑

t1<···<tm≤r/p
c′1t1+···+c′mtm=r/p

c′1+···+c′m=pn−i−1

a
(pn−i−1)
(c′1,...,c

′
m)
∂
[t1]
n+1(f̃)pc

′
1 . . . ∂

[tm]
n+1(f̃)pc

′
m .

In particular any term in the sum belongs to Im(F ).
Together with the relation above and the (3.1.10), it follows that

w̃n−1R∂
[r]
n+1(V

i([f ])) = F−1Rw̃n∂
[r]
n+1(V

i([f ])) =∑
t1<···<tm

c′1t1+···+c′mtm=r/p

c′1+···+c′m=pn−i−1

pia
(pn−i−1)
(c′1,...,c

′
m)
∂[t1]
n (f̃)c

′
1 . . . ∂[tm]

n (f̃)c
′
m = w̃n−1∂

[r/p]
n (Vi([f ])).
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This shows that w̃n−1R∂
[r]
n+1(V

i([f ])) = w̃n−1∂
[r/p]
n (Vi([f ])) ∈ An+1/p

n ≃ An, thus by injectivity

of w̃n−1, we have R∂
[r]
n+1(V

i([f ])) = ∂
[r/p]
n (Vi([f ])). This shows the relation (3.1.12).

To prove the (3.1.13), we can write analogously

w̃n∂
[r]
n+1(ΦAVi([f ])) = ∂

[r]
n+1(p

i(f̃p)p
n−i

) = pi
∑

t1<···<tm
c1t1+···+cmtm=r
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃

p)c1 . . . ∂
[tm]
n+1(f̃

p)cm .

(3.1.26)
As before,

w̃n∂
[r/p]
n+1 (Vi([f ])) = ∂

[r/p]
n+1 (pif̃pn−i

) = pi
∑

t1<···<tm
c1t1+···+cmtm=r/p
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)c1 . . . ∂

[tm]
n+1(f̃)cm .

(3.1.27)
Now by Lemma 3.1.9, we have

∂
[tl]
n+1(f̃)p ≡ ∂

[ptl]
n+1(f̃

p) (mod p). (3.1.28)

Thus, for i ≤ n we get

w̃nΦA∂
[r/p]
n+1 (Vi([f ])) = Fw̃n∂

[r/p]
n+1 (Vi([f ]))

= pi
∑

t1<···<tm
c1t1+···+cmtm=r/p
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃)pc1 . . . ∂

[tm]
n+1(f̃)pcm

= pi
∑

t1<···<tm
c1t1+···+cmtm=r/p
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[pt1]
n+1 (f̃p)c1 . . . ∂

[ptm]
n+1 (f̃p)cm

= pi
∑

t1<···<tm
c1t1+···+cmtm=r
c1+···+cm=pn−i

a
(pn−i)
(c1,...,cm)∂

[t1]
n+1(f̃

p)c1 . . . ∂
[tm]
n+1(f̃

p)cm

= w̃n∂
[r]
n+1(ΦAVi([f ])),

from which we deduce (3.1.13).
To prove the (3.1.14), we use that RΦAV = p. Then,

RΦA ◦ (V ◦ ∂[r]
n ) = (∂[r]

n ◦R) ◦ ΦAV = R∂
[pr]
n+1 ◦ ΦAV = RΦA ◦ (∂

[r]
n+1 ◦V) (3.1.29)

This means that
ΦA ◦V ◦ ∂[r]

n ≡ ΦA ◦ ∂[r]
n+1 ◦V (mod VnWn+1(A)). (3.1.30)

By the injectivity of ΦA, follows that Im(V ◦ ∂[r]
n − ∂

[r]
n+1 ◦ V) ⊂ VnWn+1(A). Hence, since this

holds for every n and every r, also Im(V ◦ ∂[pr]
n+1 − ∂

[pr]
n+2 ◦V) ⊂ Vn+1Wn+2(A), thus

Rn+2,n+1 ◦V ◦ ∂[pr]
n+1 −Rn+2,n+1 ◦ ∂[pr]

n+2 ◦V = 0.

Since Rn+2,n+1 ◦V = V ◦R, by the relation (3.1.12) follows that V ◦ ∂[r]
n ◦R− ∂

[r]
n+1 ◦V ◦R = 0.

This means that V ◦ ∂[r]
n = ∂

[r]
n+1 ◦V: Wn(A)→Wn+1(A).
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3.2 The ring of Witt differential operators

Let consider Wn+1(A) as a W(A)-module, via the natural restriction W(A)
Rn+1−−−→Wn+1(A). For

any m ∈ Z, and any a ∈W(A) we view Φm−n
A (a) ∈ EndW(A)[1/p](W(A)[1/p]) by left multiplica-

tion 2. In particular,

Lemma 3.2.1. Let vp(r) ≤ n for some r ≥ 1, and 1 ≤ j ≤ d. The composition

Φ
vp(r)−n
A (a) ◦ ∂[r]

j,n+1 =: Φ
vp(r)−n
A (a)∂

[r]
j,n+1 : Wn+1(A)→ Vn−vp(r)Wn+1(A) ⊂Wn+1(A) (3.2.1)

is a well defined Wn+1(k)-linear differential operator for any a ∈W(A).

Proof. Since for any m ≥ 0 the equality xVm(y) = Vm(Φm
A (x)y) holds for any x, y ∈ W(A), it

follows that
Φm−n
A (a)(Vn−mW(A)) ⊂ Vn−mW(A),

where Vn−mW(A) = W(A) if m ≥ n. Thus, the restriction Rn+1 induces a Wn+1(A)-linear map

Φm−n
A (a) ∈ EndWn+1(A)(V

n−mWn+1(A)). Moreover, by the (3.1.7) it follows that ∂
[r]
j,n+1|Wn+1(A) ⊂

Vn−vp(r)Wn+1(A). This proves that the map (3.2.1) is well defined, thus a Wn+1(k)-linear dif-

ferential operator, since ∂
[r]
j,n+1 is already.

By convention, we extend the definition for r = 0, by letting

Φ
vp(0)−n
A (a)∂

[0]
n+1 := a · IdWn+1(A).

Furthermore, as seen in the proof of Corollary 3.1.6, ∂
[r]
n+1 ⊂ Vn−vp(r)Wn+1(A). Thus, every

operator of the form

Φ
vp(r)−n
A (a)∂

[r]
n+1 = Φ

vp(r)−n
A (a)∂

[rj0 ]

j0,n+1

d∏
j=1,j ̸=j0

∂
[rj ]
j,n+1,

with r ≥ 0, and 1 ≤ j0 ≤ d such that vp(r) = vp(rj0), defines an element of D(Wn+1(A)).

Lemma 3.2.2. Any Wn+1(A)-linear combination of the form∑
r∈Nd

vp(r)≤n

Φ
vp(r)−n
A (ar)∂

[r]
n+1 +

∑
r∈Nd

vp(r)>n

ar∂
[r]
n+1

is trivial if and only if ar ∈ Vvp(r)+1Wn+1(A) for r ∈ Nd such that vp(r) ≤ n and ar = 0
otherwise.

Proof. Indeed, as in the proof of Corollary 3.1.6, for any r ∈ Nd, there is an element fr ∈
Wn+1(A), such that

∂
[s]
n+1(fr) =


cr,sV

n−vp(r)([t]p
−vp(r)(r−s)) if n ≥ vp(s) > vp(r) or vp(r) < n < vp(s)

er,sV
n−vp(s)([t]p

−vp(s)(r−s)) if vp(s) ≤ vp(r) ≤ n or vp(s) < n < vp(r)

er,s[t]
p−vp(s)(r−s) if n < vp(s) ≤ vp(r)

cr,s[t]
p−vp(r)(r−s) if n < vp(r) < vp(s)

2For m ∈ N, recall that Φ−m
A = 1

pm
Vm.
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where cr,s, er,s ∈Wn+1(k) with er,r = 1. It follows:∑
s

vp(s)≤n

Φ
vp(s)−n
A (as)∂

[s]
n+1(fr) +

∑
s

vp(s)>n

as∂
[r]
n+1(fr) =

=

{
Vn−vp(r)(ar) + linear combination of Vi([t]l) s.t. l ≥ 1 if vp(r) ≤ n
ar + linear combination of Vi([t]l) s.t. l ≥ 1 if vp(r) > n.

Any trivial expression yields Vn−vp(r)(ar) = 0 ∈Wn+1(A) or ar = 0.

Let X = Spec(A). If A is smooth over k, then for any m ∈ X, there exists an open neighbor-
hood U of m and local sections z1, . . . , zm ∈ Γ(U,OX) = Af such that the scheme morphism

U → Am
k = Spec(k[x1, . . . , xm])

induced by Af ∋ zi 7→ xi ∈ k[x1, . . . , xm], is étale. We say that the sections (z1, . . . , zm) are local
coordinates of X associated to a local chart U . Notice that since composition of étale maps is
étale, then any open V ⊂ U is a local chart whenever it U is. In particular, for any smooth
scheme Y over k, the collection of those open affine subsets consisting of local charts forms a basis
for the Zariski topology of Y . If A is smooth over k, then A is locally étale over a polynomial
algebra in the sense above. For any local chart U = Spec(Af ), if B denotes the corresponding
polynomial algebra over k generated by the local sections, one gets an identification of k-algebras
D(Af ) ≃ D(B)⊗BAf (cf. [Tra98, Theorem 3.2.5]). By Corollary 3.1.6 we can lift any derivation
of D(B) to D(Wn+1(B)). For any of such lifts, by Corollary B.0.6, since Wn+1(B)→Wn+1(Af )
is étale, corresponds a unique differential operator of D(Wn+1(Af )). Hence, we can lift any k-
linear differential operator of D(Af ) to a Wn+1(k)-linear differential operator in D(Wn+1(Af )).
Since, A→ Af , is also étale, the canonical map

D(A)→ D(Af ) = D(A)⊗A Af (3.2.2)

allows to lift a differential operator in D(A) to a differential operator in D(Wn+1(Af )) for any f
associated to a local chart in the covering of X. We are going to see that we can glue together
suitable lifts in order to get a differential in D(Wn+1(A)) lifting the corresponding one in D(A).

If (z1, . . . , zm) are local coordinates of A, we denote by ∂
[r]
i := ∂

[r]
zi for any r ≥ 0 and by ∂

[r]
i,n+1

its lift to Wn+1(A). Also, to simplify the notation, for any a ∈Wn+1(A), we write for any r ≥ 0,

a • ∂[r]
i,n+1 := Φ

vp(r)−n
A (a)∂

[r]
i,n+1. (3.2.3)

Notice that any sheaf for the Zariski topology of a smooth k-scheme Y is determined by an open
cover of local charts. Thus, we are lead to the following definition:

Definition 3.2.3. For a smooth k-algebra A of dimension m, let (z1, . . . , zm) be local coordinates
associated to a local chart Spec(B) = U ⊂ Spec(A). For any i such that 1 ≤ i ≤ m, and r ≥ 0,

let ∂
[r]
i be the generators for the B-algebra D(B). Let us consider the lifts ∂

[r]
i,n+1 ∈ D(Wn+1(B))

obtained as in Proposition 3.0.4.
We denote by DWn+1(A)(U) the Wn+1(B)-subalgebra of D(Wn+1(B)) generated by

a • ∂[r]
i,n+1, for any a ∈Wn+1(A), i = 1, . . . ,m, r ≥ 0.

Then, we define ˜DWn+1(A) as the presheaf of Wn+1(k)-algebras, given by

Γ(U, ˜DWn+1(A)) := DWn+1(A)(U) =: DWn+1(A)(B)

for any local chart U ⊂ Spec(A).
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We will prove that the presheaf ˜DWn+1(A) is indeed a sheaf in the following Lemma.

Remark 3.2.4. For n = 0, the above definition coincides with Grothendieck’s sheaf of differential
operators (defined for general commutative rings). For them, we can get rid of specifying such

U . Thus, D̃A = D̃W1(A) = D(A).

Lemma 3.2.5. Let X = Spec(A) for a smooth k-algebra A. Then, ˜DWn+1(A) is a quasi-coherent
Wn+1OX-mod.

Proof. To prove the statement, it is sufficient (and necessary) to prove that for any local chart
U = Spec(C) ⊂ X and any f ∈ C, Uf = Spec(Cf )

DWn+1(A)(Uf ) = DWn+1(A)(U)⊗W(C) Wn+1(Cf ). (3.2.4)

Suppose the (3.2.4) holds. Then take an open affine U = Spec(Ag) ⊂ X, with g ∈ A. An open
cover of U is given by a finite collection (Spec(Agfi))i∈I for fi ∈ A of spectra of localization at
gfi ∈ A such that (fi)i∈I generates (1) = Ag. Set B = Ag. The sheaf condition requires to check
that

0→ DWn+1(A)(U)→
⊕
i∈I
DWn+1(A)(Ufi)→

⊕
i,j∈I
DWn+1(A)(Ufi ×U Ufj ) (3.2.5)

is an exact sequence of W(B)-modules. Using that B → Bfi are étale maps, we have Wn+1(Bfi⊗
Bfj ) ≃ Wn+1(Bfi) ⊗Wn+1(B) Wn+1(Bfj ) ≃ Wn+1(B)[fifj ]. Together with the (3.2.4), the above
short exact sequence becomes,

0→ DWn+1(A)(B)→
⊕
i∈I
DWn+1(A)(B)[fi] →

⊕
i,j∈I
DWn+1(A)(B)[fifj ] (3.2.6)

It suffices to verify the exactness of (3.2.6) at the localization Bm for any maximal ideal m ⊂ B.
Thus, since (fi, i ∈ I) = (1) = B, we can further assume that there exists some i ∈ I such that
fi ̸∈ m, implying fi is invertible in Bm; we further assume that f1 = 1. In this case, the (3.2.6)
is immediate. (compare with c.f. [Sta, Tag 00EK, Lemma 10.24.1]).

Let us prove the relation (3.2.4). It suffices to prove it for U = X (i.e. C = A) assuming
X has (local) coordinates zi. Thus, let f ∈ A. For any local coordinate zi of A, the natural

map D(Wn+1(A)) → D(Wn+1(Af )) sends ∂
[ri]
zi,n+1 to ∂

[ri]
zi
1
,n+1

where ∂
[ri]
zi
1
,n+1

is the unique ri-th

differential operator lifting ∂
[ri]
zi,n+1 ∈ D(Wn+1(A)) (since Wn+1(A) → Wn+1(Af ) = Wn+1(A)[f ]

is étale). Moreover, any relation∑
r

vp(r)≤n

Φ
vp(r)−n
Af

(ar)∂
[r]
z
1
,n+1 +

∑
r

vp(r)>n

br∂
[r]
z
1
,n+1 = 0

in D(Wn+1(Af )) with ar, br ∈ Wn+1(A) yields, by Lemma 3.2.2, ar ∈ Vvp(r)+1(Wn+1(Af )) ∩
Wn+1(A), and br = 0. Thus, also ∑

r

Φ
vp(r)−n
A (ar)∂

[r]
z,n+1 = 0

in D(Wn+1(A)). Hence, it induces an injective map

DWn+1(A)(A)⊗Wn+1(A) Wn+1(Af ) ↪→ DWn+1(Af )(Af ).

We notice, it is also surjective. Indeed, the isomorphism D(A)⊗AAf
∼−→ D(Af ) ensures that the

collection {∂[ri]
zi
1
,n+1

| ri ≥ 0} is a set of generators over Wn+1(Af ) for DWn+1(Af )(Af ).

51



Definition 3.2.6. For any smooth k-scheme X, and a covering of affine local charts U := {Ui =
Spec(Ai)}i∈I define DWn+1(X) to be the unique quasi-coherent Wn+1OX -module such that

DWn+1(X)|Ui
≃ ˜DWn+1(Ai).

Remark 3.2.7. The Definition 3.2.6 does not depend on the covering U . Indeed, let {Ui =
Spec(Ai)}i∈I and {Vj = Spec(Bj)}j∈J be two coverings of X. Set fij : Spec(Cij) = Ui×XVj → Ui

and gij : Spec(Cij) = Ui×X Vj → Vj the respective open immersions, in particular they are étale
maps. Let F ,G be the unique sheaves of Wn+1OX -modules associated respectively to the covering
{Ui}i and {Vj}j . Then, for any i ∈ I, j ∈ J

(F|Ui
)|Ui×XVj

= f∗
ij

˜DWn+1(Ai) ≃ ˜DWn+1(Cij)

and
(G|Vj

)|Ui×XVj
= g∗ij ˜DWn+1(Bj) ≃ ˜DWn+1(Cij).

Thus, there is an identity of sheaves

F|Ui×XVj
= G|Ui×XVj

(3.2.7)

In particular they respect the cocycle condition for glueing sheaves with respect the covering
{Ui ×X Vj}(i,j)∈I×J of X. It follows that F = G.

Remark 3.2.8. A definition of (completed) Witt differential operators appeared recently in the
work of Dodd (c.f. [Dod24, Sec. 2]) without truncation. Our definition for the truncated case is
a subsheaf of the truncated version by Dodd. The main difference in [Dod24], is the introduction
of a canonical Hasse-Schmidt derivation, which is a specific lift over the Witt vectors of a Hasse-
Schmidt derivation (i.e. operators satisfying (B.0.9)) in characteristic p, determined by an explicit
formula (c.f. [Dod24, Corollary 2.6]). Further, his sheaf of Witt differential operators is defined
intrinsically, avoiding local coordinates. However, a local description (c.f. [Dod24, Theorem
2.17]) is in practice employed to give a presentation from which main properties follow.
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Chapter 4

Hodge-Witt cohomology of Drinfeld’s
half space via local cohomology

4.1 A spectral sequence for local cohomology

Let (X,O) be a ringed space, F be an O-module and K• a bounded from below complex of
O-modules. Let I• be an injective resolution of F . Then, there is a first quadrant spectral
sequence induced by the double complex Hom(K•, I•) 1

Er,s
1 = Exts(K−r,F) =⇒ Exts+r(K•,F). (4.1.1)

Now let (X ,OX ) be the d-dimensional Drinfeld upper half space over k, and Y, its closed com-
plement in Pd. Set O := OPd

k
, let F be an O-module. Take an acyclic resolution ZY → J• of

Z := ZY , the constant sheaf over Y with value in Z. Assume it is a finite resolution. Denote by
i : Y ↪→ Pd the closed immersion, thus i∗ is exact. Then, if we take K• = i∗J

•, it is a resolution
of i∗Z and

Extr+s(K•,F) = Extr+s(i∗Z,F) = Hs+r
Y (Pd,F).

The first equality follows by acyclicity of the complex 0→ i∗Z→ K• → 0 and the last equality
follows from [SGA2, Proposition 2.3 bis. (21)]. By assumptions, J• is bounded and starts from
degree 0. Then, the spectral sequence above rewrites as

E−r,s
1 = Exts(Kr,F) =⇒ Hs−r

Y (Pd,F). (4.1.2)

4.2 Orlik’s acyclic resolution

Here we recall an acyclic resolution of ZY (cf. [Orl08, Section 2.1]). For any I ⊂ ∆, let PI ⊂ G be
the associated parabolic subgroup. Let ∆\I = {αi0 , . . . , αir} with i0 < · · · < ir and {e0, . . . , ed}
be the standard basis of kd+1. Let Vi =

∑i
s=0 kes. Then, YI := P(Vi0) is the closed k-subvariety

of Pd stabilized by the action of PI . Notice that

Y =
⋃
I⊊∆

⋃
g∈G/PI

g.YI , YI ≃ Pi(I), i(I) := min{j | αj ̸∈ I}. (4.2.1)

Write Φg,I : g.YI ↪→ Y for the closed immersion given by the inclusion. Then, define the sheaves

Jr :=
⊕

|I|=d−r−1

⊕
g∈G/PI

(Φg,I)∗(Φg,I)−1Z, r = 0, . . . , d− 1. (4.2.2)

1This set of homomorphism is taken in the category of complexes of sheaves
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For any I ⊂ I ′ ⊊ ∆ there are canonical inclusions PI ⊂ PI′ and closed immersions

ιI,I′ : YI ↪→ YI′ . (4.2.3)

The projections
G/PI → G/PI′ , gPI 7→ hPI′ (4.2.4)

induce also closed immersions
ιg,hI,I′ : gYI → hYI′ (4.2.5)

such that Φh,I′ ◦ ig,hI,I′ = Φg,I . Furthermore, by functoriality, the map ig,hI,I′ induces a natural map
of sheaves on hYI′ :

(Φh,I′)
−1Z→ (ig,hI,I′)∗(i

g,h
I,I′)

−1(Φh,I′)
−1Z

Then, applying the functor (Φh,I)∗ we get a map of sheaves on Y:

pg,hI,J : (Φh,I′)∗(Φh,I′)
−1Z→ (Φg,I)∗(Φg,I)−1Z. (4.2.6)

Let

dI,I′ =

{
(−1)i

⊕
(g,h)∈G/PI×G/PI′

pg,hI,J if I ′ = I ⊔ {αi},
0 otherwise

(4.2.7)

where pg,hI,I′ is meant to be 0 if gPI is not mapped to hPI′ . Then, the maps dI,I′ induce morphisms

dr : Jr → Jr+1, making (J•, d•) a complex (cf. [Kus16, Section 2.1.1]). The following holds:

Theorem 4.2.1 (cf. [Orl08, Theorem 2.1.1], [Kus16, Proposition 2.1.1.1]). The complex of
sheaves 0→ ZY → J• → 0 on Y is acyclic, i.e. it is an exact sequence in the category of sheaves.

Observe that (Φg,I)−1Z = Zg.YI
, that i ◦ Φg,I is the closed immersion of g.YI in Pd, and

Ext∗(−,F) commutes with direct sums. This in turn implies the following equality:

Exts(i∗J
r,F) =

⊕
I⊂∆

|I|=d−r−1

⊕
g∈G/PI

Exts((i ◦ Φg,I)∗Zg.YI
,F)

=
⊕
I⊂∆

|I|=d−r−1

⊕
g∈G/PI

Hs
g.YI

(Pd,F)

=
⊕
I⊂∆

|I|=d−r−1

IndG
PI

Hs
YI

(Pd,F).

4.2.1 A spectral sequence for local cohomology of WnOPd-modules

So at the end, the spectral sequence (4.1.1) above has the shape

E−r,s
1 =

⊕
|I|=d−r−1

IndG
PI

Hs
YI

(Pd,F) =⇒ Hs−r
Y (Pd,F). (4.2.8)

Does this description hold in the context of Witt schemes? for which F? Let F be a WnO-
module. When X is a k-scheme, the Witt scheme associated to X is the ringed space (|X|,WnOX).
So there is a corresponding spectral sequence to (4.1.1), in the category of sheaves on Wn(X).

Lemma 4.2.2. Let X be a k-scheme and J• be a complex of sheaves on Wn(X). Consider the
natural closed immersion of schemes π : X ↪→Wn(X). If J• is an acyclic complex of sheaves on
X, then π∗J

• is an acyclic complex of sheaves on Wn(X).
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Proof. We need to verify that π∗J
• viewed as a sequence of sheaves is exact. But π is a closed

immersion of schemes, thus π∗ is exact on the category of sheaves on Wn(X), therefore π∗J
• is

acyclic.

From Theorem 4.2.1, the following holds:

Corollary 4.2.3. Let J• be the complex (4.2.2). Then, 0 → π∗ZY → π∗J
• → 0 is an acyclic

complex of sheaves on Wn(Y).

Observe that π is a closed immersion and a universal homeomorphism, since it is a nilpotent
thickening. In particular, we have

π∗ZY = ZWn(Y).

This means that if J• is an acyclic resolution of ZY of sheaves on Y, then π∗J
• is an acyclic

resolution of ZWn(Y) of sheaves on Wn(Y). Moreover, when i is a closed immersion, then Wn(i)
induces a closed immersion on the respective Witt schemes by Proposition A.0.3. Then, again
we have identifications

Extr+s(Wn(i)∗π∗J
•,F) = Extr+s(Wn(i)∗ZWn(Y),F) = Hs+r

Wn(Y)(Wn(Pd),F) = Hs+r
Y (Pd,F),

(4.2.9)

Exts(Wn(i)∗π∗J
r,F) =

⊕
|I|=d−r−1

IndG
PI

Hs
YI

(Pd,F). (4.2.10)

In particular, when F = WnΩi
Pd , for any i = 0, . . . , d, the spectral sequence (4.2.8) exists.

Evaluating the spectral sequence (4.2.8), we hope to compute H∗
Y(Pd,F). In turn this is

related to H0(X ,F) via the long exact sequence of the couple

Y Pd X

giving the following exact sequence

0→ H0(Pd,F)→ H0(X ,F)→ H̃1
Y(Pd,F) = ker

(
H1

Y(Pd,F)→ H1(Pd,F)
)
→ 0, (4.2.11)

after noticing that X being affine and F quasi-coherent implies H1(X ,F) = 0. The local coho-
mology group H̃1

Y(Pd,F) is related to the E1 terms of the spectral sequence. To explain how, we
need a geometric property of Witt differentials.

Lemma 4.2.4. Let d ≥ j be fixed non negative integers. Let F be one of the quasi-coherent
WnOPd-modules WnΩr

Pd for any r = 0, . . . , d, or WnL associated to a line bundle L of Pd. Then,

a) The local cohomology group sheaves Hi
Pj (F) are trivial for any i ̸= d− j. In particular,

Hi
Pj (Pd,F) = 0, ∀ i < d− j. (4.2.12)

b) Hi(Pd \ Pj ,F) = 0 for any i ≥ d− j.

c) Hi
Pj (Pd,F) ≃ Hi(Pd,F), if i > d− j.

Proof. a) The spectral sequence (cf. [SGA2, Theorem 2.6])

Er,s
2 = Hs(Pd,Hr

Pj (F)) =⇒ Hr+s
Pj (Pd,F) (4.2.13)
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implies (4.2.12) from the triviality of Hi
Pj (F) for i ̸= d − j. We do in detail the Witt

differentials case, being the other one similar. Denote with Fn = WnΩr
Pd for any r =

0, . . . , d. Recall that from Proposition 2.3.8, we have a short exact sequence,

0→ Fn+1
X∗

Ωr
Pd

BnΩr
Pd

→ grnFn+1 → Fn+1
X∗

Ωr−1
Pd

ZnΩr−1
Pd

→ 0. (4.2.14)

where Fn+1
X∗

Ωr
Pd

BnΩr
Pd

, Fn+1
X∗

Ωr−1

Pd

ZnΩ
r−1

Pd
are locally free OPd-modules of finite rank. Since the result

in a) holds in the case of coherent OPd-modules (by arguments in [SGA2, Proposition 3.3
and Lemma 3.12] ), it follows that Hi

Pj (grnFn+1) = 0 if i ̸= d− j, by taking the long exact
sequence associated to (4.2.14). The claim on Fn now follows by induction on n for any
n ≥ 1, by taking the associated long exact sequence to

0→ grnFn+1 → Fn+1 → Fn → 0. (4.2.15)

The case of Witt line bundles follows by analogy, considering the short exact sequence
(2.4.5).

b) The corresponding result for coherentOPd-modules F (i.e. when n = 1) holds by computing
the Čech cohomology for the covering U = {D+(zr)}j+1≤r≤d of Pd\Pj . The resulting
complex Č•(U ,F) has degrees between 0 and d − j − 1. Therefore, for all i ≥ d − j, the
cohomology vanishes. By considering the short exact sequence (4.2.14) for Hodge-Witt
differentials, and (2.4.5) for Witt line bundles we see that b) follows by induction on n
(since for n = 1 the vanishing holds).

c) By the long exact sequence associated to the couple (Pj ,Pd\Pj ;Pd), we have the exact
sequence

Hi−1(Pd\Pj ,F)→ Hi
Pj (Pd,F)→ Hi(Pd,F)→ Hi(Pd\Pj ,F). (4.2.16)

Since i− 1 ≥ d− j, by part b) the outer terms of the above sequence are trivial, thus the
map in the middle is an isomorphism.

Remark 4.2.5. For a smooth k-scheme X of dimension d, the canonical bundle ωX = OX(−d−1)
and the d-th sheaf of differentials Ωd

X agree. However, for n > 1, in general WnωX ̸= WnΩd
X .

For any j = 0, . . . , d the E•,j
1 terms of (4.2.8) have the property that E−r,j

1 = 0 for any r ≥ j:
Indeed, if I ⊂ ∆ = {α0, . . . , αd} is a subset of roots of G, such that |I| < d − j, then also
i(I) < d− j and so Hj

Pi(I)(Pd,F) = 0 by the lemma above. We wish to describe as explicitly as
possible the E1 page of the spectral sequence above.

4.2.2 The generalized Steinberg modules over Wn(k)

For any I ⊊ ∆, let us consider the Z-module given by the following quotient:

vGPI
(Z) := IndG

PI
(1Z)/(

∑
G⊃Q⊋PI

Q parabolic sbgp

IndG
Q(1Z)) (4.2.17)

where 1Z denotes the ring Z as trivial Z[G]-module. If I = ∅, PI = B and we denote vGB(Z) =:
StG(Z). The usual action of G on the induction makes any vGPI

(Z) a Z[G]-module. Notice that
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vGPI
(k) = vGPI

(Z)⊗k gives us the generalized Steinberg representations of G. This integral version
already appears in [SS91], where in their setting G is the group of points over a local field. In
particular they consider the profinite topology on G and its subgroups, consequently the induced
representations they study are smooth. Here there is no topology involved since we deal with a
finite field, in particular G is a finite group. Relating to their result, we can just consider our
groups and subgroups equipped with the discrete topology, so that we can deduce the following
properties.

Proposition 4.2.6 (c.f. [SS91, Proposition 6.13]). For any I ⊊ ∆, the integral generalized
Steinberg modules vGPI

(Z) are finitely generated free Z-modules. Moreover, for any I, there is

a simplicial complex T I
• , with the following properties: If I = ∅, T I

• is the combinatorial Tits
building of GLd+1(k); H0(|T I

• |,Z) = Z, Hd−1−|I|(|T I
• |,Z) = vGPI

(Z) and all other cohomology
groups are trivial for any I.

Before proceeding to the proof, we recall the following notations: For a Coxeter system
(W,S) and a subset I ⊂ S, the group WI ⊂W is the subgroup of W generated by the reflections
associated to I.
The set of reduced-I elements of W , is the subset W I ⊂W given by the representatives w ∈W
of the classes in the quotient W/WI such that w has minimal length in the coset wWI . (Every
coset admits a unique reduced-I element, cf. [DM20, Lemma 3.2.1]).

Proof. The authors of the aforementioned Propositions prove that such simplicial complex exists
and it is acyclic. Then, by construction the simplicial integral cohomology has the desired
properties. We recall the main point of the proof, specifying the stronger condition of using the
discrete topology. Assume that ∆\I = {αi0 , . . . , αim}. Let us consider the following simplicial
sets:
Y I
r := simplicial set of r + 1-tuples (L0, . . . , Lr) of lines in kd+1 such that dimk

∑r
i=1 Li ≤ j for

some j ∈ {i0 + 1, . . . , im + 1}.
T I
r := simplicial set of flags (V0 ⊂ · · · ⊂ Vr) of k-vector spaces in kd+1 such that dimk Vi ∈
{i0 + 1, . . . , im + 1} for every i = 0, . . . , r.
ZI
rs := bisimplicial set of (V0 ⊂ · · · ⊂ Vr;L0, . . . , Ls) ∈ T I

r × Y I
s such that

∑s
i=1 Li ⊂ V0.

The face and degeneracy maps are given respectively by removing or doubling a vector space.
We introduce also the following simplicial set:
NT I

r := simplicial set of flags (V0 ⊊ · · · ⊊ Vr) of k-vector spaces in kd+1 such that dimk Vi ∈
{i0 + 1, . . . , im + 1} for every i = 0, . . . , r.
NT I

r is said to be the ”normalization” of T I
r , where all the flags are assumed to not have repeated

vector spaces. Notice that since k is finite, the sets of vertices of the simplicial sets above are
finite. In particular, for them the profinite topology coincides with the discrete topology. The
constant abelian sheaf Z on any of this (discrete) simplicial sets assigns to any (finite) subset U ,
the corresponding abelian group C(U,Z) generated by all (set theoretical) maps U → Z. By a
cosimplicial normalization theorem (see loc.cit. proof of Proposition 3.6), the natural inclusion
C(NT I

•,Z) → C(T I
• ,Z) is a homotopic equivalence. Since for r ≥ d − |I|, NT I

r = ∅, then
Hr(|T I

• |,Z) = 0 for r ≥ d − |I|. By loc. cit. Lemma 3.3 and Lemma 3.4, the natural maps

ZI
•,s

f•−→ Y I
s and ZI

r,•
g•−→ T I

r induce respectively quasi-isomorphism of complexes C(ZI
•,s,Z) ←

C(Y I
s ,Z) and C(ZI

r,•,Z) ← C(T I
r ,Z) for any r, s2. In particular the cohomology of the total

complex of ZI
•,•, computes the simplicial cohomology of T I

• . Therefore, we have a second 3

2Here it is a sketched argument: the sheaves ZY I
•

(resp. ZT I
•
) and ZZI

•,•
are flasque and f• (resp. g•) induces

an acyclic resolution ZY I
•
→ f•,∗ZZI

•,•
of ZY I

•
(resp. ZT I

•
): it is enough to check it on stalk, and then apply loc.cit.

Lemma 3.3; Since flasque sheaves are global section-acyclic, the claim follows.
3I.e. whose filtration on the total complex is given by removing successive rows.
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spectral sequence that read as

Er,s
1 := hs(C(ZI

•,r,Z)) =⇒ Hr+s(|T I
• |,Z). (4.2.18)

Next step is proving that the following sequence induced by f•

0→ C(Y I
r ,Z)→ C(ZI

0,r,Z)→ · · · → C(ZI
d−1−|I|−r,r,Z) (4.2.19)

is exact. With a bit of work that we here omit, it follows essentially by loc. cit. Lemma 3.3
again. Therefore, we deduce that Er,s

1 = 0 if r + s < d − |I| − 1 and s > 0, Er,0
1 = C(Y I

r ,Z)

for r < d − 1 − |I|, and C(Y I
d−1−|I|,Z) ⊂ E

d−1−|I|,0
1 . Furthermore, by loc. cit. Lemma 3.3 the

complex
0→ Z→ C(Y I

0 ,Z)→ · · · → C(Y I
d−1−|I|,Z) (4.2.20)

is exact, therefore also 0→ Z→ E•,0
1 for • ≤ d− 1−|I| it is so. It implies E0,0

2 = Z and Er,s
2 = 0

for 0 < r + s < d − 1 − |I|, from which the vanishing result follows. To compute the highest
cohomology group we consider the normalized simplicial complex (by homotopic invariance of
simplicial cohomology). For any J ⊂ I, consider the flag

τJ = (

j0∑
i=0

kei ⊊ · · · ⊊
jr∑
i=0

kei) (4.2.21)

where ei for i = 0, . . . , d is the standard basis of kd+1 and ∆\J = {αj0 , . . . , αjr} with j0 < · · · < jr.
Then the parabolic subgroup PJ ⊂ G is the stabilizer of τJ . Moreover, the natural map⊔

I⊂J⊂∆
|J |=d−1−r

G/PJ → NT I
r , gPj 7→ g.τJ (4.2.22)

is a bijection. Hence,

C(NT I
r ,Z) =

⊕
I⊂J⊂∆

|J |=d−1−r

IndG
PJ

(1Z).

The cohomology group Hd−1−|I|(|T I
• |,Z) is equal to

coker
(
C(NT I

d−2−|I|,Z)→ C(NT I
d−1−|I|,Z)

)
= coker

( ⊕
α∈∆\I

IndG
PI∪α

(1)→ IndG
PI

(1)
)

= vGPI
(Z).

To check the Z-freeness of vGPI
, we prove that it has a finite descending filtration whose successive

quotient are Z-free. Let W be the Weyl group of G and let W I ⊂W be the subset of reduced-I
elements. Notice that for I ⊂ J , W J ⊂W I . The Bruhat decomposition yields the equality

G/PI =
⊔

w∈W I

BwPI/PI (4.2.23)

and the surjections C(w) := BwB/B → BwPI/PI =: CI(w) are actually bijections for any
w ∈ W I (compare cf. [BT72, Proposition 3.16 (ii)] and Remark 4.2.7). Fix an order on W I =
{w1, . . . , wm} such that a ≤ b if and only if l(wa) ≤ l(wb). Denote by F r

I := {f ∈ IndG
PI

(1) :

f(CI(ws)) = 0, 1 ≤ s ≤ r}. Then, {0} = Fm
I ⊂ Fm−1

I ⊂ · · · ⊂ F 0
I := IndG

PI
(1) has the property

that for any a < b

F a
I /F

b
I = C(

⊔
a<s≤b

CI(ws),Z) (4.2.24)
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Indeed, any coset f +F b
I with f ∈ F a

I can be represented by an fa,b supported in
⊔

a<s≤bCI(ws):

indeed, by taking fa,b be the extension by 0 of f|
⊔

a<s≤b CI(ws), it follows that f +F b
I = fa,b + (f −

fa,b) + F b
I = fa,b + F b

I . Viceversa, the set {fa,b ∈ C(
⊔

a<s≤bCI(ws),Z) : fa,b = 0} ∩ F a
I ⊂ F b

I .

The filtration F •
I induces a finite filtration F̄ •

I on the quotient vGPI
. We distinguish between the

case where wr ∈W I∪{α} for some α ∈ ∆\I or not. In the first case we have a natural bijection

CI(wr)
∼−→ CI∪{α}(wr) (4.2.25)

inducing an isomorphism
C(CI∪{α}(wr),Z)→ C(CI(wr),Z). (4.2.26)

If f ∈ F a−1
I then f|CI(wr) ∈ C(CI(wr),Z) corresponds to a unique f̃ ∈ C(CI∪{α}(wr),Z). Then,

if h ∈ IndG
PI∪{α}

(1) denotes the extension by 0 of f̃ , by construction it follows that f − h ∈ F r
I ,

thus we have the following equality of cosets

F̄ r−1
I ∋ f +

∑
α∈∆\I

IndG
PI∪{α}

(1) = (f − h) +
∑

α∈∆\I

IndG
PI∪{α}

(1) ∈ F̄ r
I .

Therefore, F̄ r−1
I = F̄ r

I . Now, suppose wr ̸∈
⋃

α∈∆\I W
I∪{α}. We claim that F̄ r−1

I /F̄ r
I = F r−1

I /F r
I .

It is equivalent to check the relation F r−1
I ∩

∑
α∈∆\I IndG

PI∪{α}
(1) ⊂ F r

I . If f ∈ F r−1
I is such that

f =
∑

α∈∆\I fα with fα ∈ IndG
PI∪{α}

(1) then we can find a writing of f =
∑

α∈∆\I gα with

gα ∈ F r−1
I ∩ IndG

PI∪{α}
(1). By induction we can suppose fα ∈ F r−2

I . If at most one α exists such

that wr−1 ∈ W I∪{α}, the latter assertion can be proved with the same argument as in loc. cit.
Prop. 4.4. Otherwise, if there exist different α ̸= β such that wr−1 ∈ W I∪{α,β}, as before we
have a bijection

CI∪{α}(wr−1)
∼−→ CI∪{α,β}(wr−1) (4.2.27)

and similarly to the argument above, we can find an h ∈ F r−2
I ∩ IndG

PI∪{α,β}
(1) such that fα−h ∈

F r−1
I . Then we get a rewriting of f replacing respectively fα, fβ by gα := fα−h and gβ := fβ +h

(for other γ ∈ ∆\(I ∪ {α, β}), let gγ := fγ). Then the claim follows inductively. Lastly,
notice that the condition on wr implies that for any α ∈ ∆\I there is some s(α) < r for
which CI∪{α}(wr) = CI∪{α}(ws(α)) : when wr ̸∈ W I∪{α}, then there exists some element in
(I ∪ {α})\I = {α}, i.e. α itself, such that l(wrsα) ≤ l(wr) where sα is the simple reflection
associated to α. In particular the permutation ws (with s ̸= r) of minimal length in wrWI∪{α}
must satisfy l(ws) ≤ l(wr), thus s(α) = s < r. Therefore, F r−1

I ∩ IndG
PI∪{α}

(1) ⊂ F r
I . This show

that the successive quotients of F̄ •
I are of the form C(U,Z) for some (finite) subset U ⊂ G/PI ,

thus they are finitely generated free over Z.

Remark 4.2.7. If F : Gk̄ → Gk̄ denotes the standard geometric Frobenius on the k̄-scheme
Gk̄, then GF

k̄
= G,PF

I,k̄
= PI ,B

F
k̄

= B. In the part of the proof related to verify Z-freeness,

we used the Bruhat decomposition associated to the (B,N)-pair of GF
k̄

, induced by that one

on Gk̄. Then, the Weyl group we consider is W = WF
k̄

, where Wk̄ is the Weyl group for Gk̄.

For any w ∈ W I the bijection C(w) → CI(w) then follows by the analogous statement for the
schemes Gk̄/PI,k̄ (cf. [BT72, Proposition 3.16 (ii)]) and by the bijection (Gk̄/PI,k̄)F = G/PI (i.e

comparing the two Bruhat decompositions, the cardinality of BwPI/PI and (Bk̄wPI,k̄/PI,k̄)F ,

we can deduce |CI(w)| = |(Bk̄wPI,k̄/PI,k̄)F |).
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Hence by the proof of Proposition 4.2.6, it follows that the following augmented G-equivariant
complex is acyclic:

0→ Z→
⊕

I⊂J⊂∆
|J |=d−1

IndG
PJ

(1Z)→ · · · → IndG
PI

(1Z)→ vGPI
(Z)→ 0. (4.2.28)

Set by definition nv
G
PI

:= vGPI
(Z) ⊗Wn(k). When I = ∅, and G = GLj , then nv

GLj

B =: nStj
is the Steinberg representation of GLj over Wn(k).

Corollary 4.2.8. The following complex of Wn(k)[G]-modules is acyclic:

0→Wn(k)→
⊕

I⊂J⊂∆
|J |=d−1

IndG
PJ

(1Wn(k))→ · · · → IndG
PI

(1Wn(k))→ nv
G
PI
→ 0. (4.2.29)

Proof. The complex (4.2.29) is obtained by tensoring the complex (4.2.28) (namely K•) with
Wn(k). The restriction of the functor − ⊗Z Wn(k) on the full subcategory of projective Z-
modules is exact. Since K• is an acyclic complex of free modules, it follows K• ⊗Z Wn(k) is an
acyclic complex of free Wn(k)-modules.

4.3 Computation of the E2-page

In this section we will prove that similarly to the case of coherent OPd-modules cohomology
[Kus16, cf. Theorem 2.1.2.1], the computation of Hodge-Witt cohomology of the Drinfeld’s upper
half space over k, as well as the cohomology of Witt line bundles, can be described in terms of
Wn(k)[G]-modules, given by certain local cohomology groups. This is reached by evaluating the
E2-page of (4.2.8). When L = OX(D) is a Witt line bundle for some Cartier Divisor D on a
k-scheme X, we denote pL := OX(pD).

We recall a property of projective finitely generated modules over a ring R:

Lemma 4.3.1. Let R be a commutative ring and P, P ′ be R-modules. Assume that at least one
between P or P ′ is finitely generated projective over R. Then,

HomR(P ⊗R P ′, R) ≃ HomR(P,R)⊗R HomR(P ′, R) (4.3.1)

is a canonical isomorphism of R-modules

Proof. Without loss of generality, we can assume P be finitely generated projective. Then,
HomR(P,−) is an exact endofunctor of R-mod and since P is also finitely generated, there is a
canonical bijection, functorial on R-modules Q (cf. [Bou98, II, 4.2, Proposition 2 (i)]):

HomR(P,Q) ≃ HomR(P,R)⊗R Q. (4.3.2)

Moreover, the functor−⊗RP
′ is left adjoint to HomR(P ′,−). Therefore, we have the following

natural identifications:

HomR(P ⊗R P ′, R) ≃ HomR(P,HomR(P ′, R)) ≃ HomR(P,R)⊗R HomR(P ′, R).

We have the following:

60



Proposition 4.3.2. With the same notation of Lemma 4.2.4, the spectral sequence (4.2.8) de-
generates at E2. Moreover,

E0,j
2 = Hj(Pd,F) j ≥ 2, (4.3.3)

and the terms E−j+1,j
2 for j ≥ 1 appear as an extension of certain Wn(k)[G]-modules:

0→ E−j+1,j
2,∼ → E−j+1,j

2 → E−j+1,j
2,w.s. → 0, (4.3.4)

where, the following equality hold:

E−j+1,j
2,∼ = IndG

P(d+1−j,j)
(H̃j

Pd−j (Pd,F)⊗Wn(k) nSt∨j ) (4.3.5)

E−j+1,j
2,w.s. = Hj(Pd,F)⊗Wn(k) (nυ

G
P
(d+1−j,1j)

)∨, (4.3.6)

for any 1 ≤ j ≤ d, and finally

E0,1
2 = E0,1

1 = IndG
P(d,1)

H1
Pd−1(Pd,F). (4.3.7)

Proof. We will prove that for any j = 1, . . . , d, E•,j
1 defines an exact sequence of modules. Define

∆j be the set of all subsets I ⊂ ∆ such that α0, . . . , αd−j−1 ∈ I, and αd−j ̸∈ I. When j = d,
α0 ̸∈ I is the only condition. By Lemma 4.2.4 a), if i(I) < d− j, then

Hj
gYI

(Pd,F) = Hj

Pi(I)(Pd,F) = 0. (4.3.8)

It follows that we can write any E•,j
1 as

E•,j
1 =

⊕
I⊂∆

|I|=d−1+•
i(I)=d−j

⊕
g∈G/PI

Hj
gYI

(Pd,F)⊕
⊕
I⊂∆

|I|=d−1+•
i(I)>d−j

⊕
g∈G/PI

Hj
gYI

(Pd,F). (4.3.9)

The condition i(I) = d−j is equivalent to I ∈ ∆j . Also, i(I) > d−j is equivalent to α0, . . . , αd−j ∈
I. Then, for any G-equivariant quasi-coherent WnOPd-module F , define

nE•,j
1,∼(F) :=

⊕
I∈∆j

|I|=d−1+•

IndG
PI

H̃j
Pd−j (Pd,F), (4.3.10)

and
nE•,j

1,w.s.(F) :=
⊕
I⊂∆

|I|=d−1+•
α0,...,αd−j−1∈I

IndG
PI

Hj(Pd,F) (α0 ∈ I if j = d.) (4.3.11)

be complexes where the differentials are induced by that one of E•,j
1 . By construction, they

satisfy a short exact sequence (of complexes) of Wn(k)-modules,

0→ nE•,j
1,∼ → E•,j

1 →
nE•,j

1,w.s. → 0. (4.3.12)

Indeed, it is induced by the following short exact sequences of complexes:

0→ IndG
PI

H̃j
Pd−j (Pd,F)→ IndG

PI
Hj

Pd−j (Pd,F)→ IndG
PI

Hj(Pd,F)→ 0, if I ∈ ∆j

0→ 0→ IndG
PI

Hj(Pd,F)→ IndG
PI

Hj(Pd,F)→ 0, if α0, . . . , αd−j ∈ I ⊂ ∆

(0), otherwise
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It suffices to prove exactness for nE•,j
1,∼ and nE•,j

1,w.s..
4

To start, we first claim that we have the following equality:

nE•,j
1,∼ = IndG

P(d+1−j,j)

( ⊕
I⊂∆GLj

|I|=j−1+•

Ind
GLj

PI
(1)⊗ H̃j

Pd−j (Pd,F)
)

(4.3.13)

and
nE•,j

1,w.s. =
( ⊕

I⊂∆
|I|=d−1+•

α0,...,αd−j−1∈I

IndG
PI

(1)
)
⊗Hj(Pd,F) (4.3.14)

Moreover, if F is any equivariant WnOPd-module, then the complexes above define exact sequence
of Wn(k)[G]-modules.

Assume the equality (4.3.13) and (4.3.14) are verified. Taking the tensor product of complexes
with Hj(Pd,F) and with H̃j

Pd−j (Pd,F) does not in general defines exact functors. However, by

Corollary 4.2.8, the complex appearing inside IndG
P(d+1−j,j)

of (4.3.13) defines an exact sequence

of free Wn(k)[P(d+1−j,j)]-modules. Further, the parabolic induction is an exact functor, therefore
the sequence (4.3.13) stays exact. In the relation (4.3.14), note that the index set of I has the
following property: for any such I containing α0, . . . , αd−j−1, then PI ⊃ P(d+1−j,1j). Viceversa,
any parabolic Q such that Q ⊃ P(d+1−j,1j) is of the form PI for some I of such form. Hence,

nE•,j
1,w.s coincides with the complex C(NT {α0,...,αd−j−1}

• ,Wn(k)) tensor with Hj(Pd,F). Therefore,
exactness again follows from Corollary 4.2.8. This proves the exactness property for G-equivariant
(quasi-coherent) WnOPd-modules.

The equality (4.3.14) follows by definition, since Hj(Pd,F) is a G-module.
Consider I ∈ ∆j . Then P(d+1−j,1j) ⊂ PI ⊂ P(d+1−j,j) holds true and by transitivity of parabolic

induction, we have IndG
PI

= IndG
P(d+1−j,j)

Ind
P(d+1−j,j)

PI
and IndG

P
(d+1−j,1j)

= IndG
P(d+1−j,j)

Ind
P(d+1−j,j)

P
(d+1−j,1j)

.

Moreover, the natural identifications of the quotients

P(d+1−j,j)/P(d+1−j,1j) ∼ GLj/(B ∩GLj)

and
P(d+1−j,j)/PI ∼ GLj/(PI ∩GLj)

induce for any k[PI ]-module M (resp. k[P(d+1−j,1j)]-module M ′) isomorphism of representations

Ind
P(d+1−j,j)

PI
(M) ≃ Ind

GLj

PI∩GLj
(M), Ind

P(d+1−j,j)

P
(d+1−j,1j)

(M ′) ≃ Ind
GLj

B∩GLj
(M ′). (4.3.15)

Note that if I = {α0, . . . , αd−j−1, αi0 , . . . , αir+j−2}, for some r, then PI ∩ GLj is the parabolic

subgroup QĨ of GLj ⊂ L(d+1−j,j) associated to Ĩ = {βi0−d+j+1, . . . , βir+j−2−d+j+1}, where

∆GLj := {β0, . . . , βj−1} is the usual system of simple roots for GLj . Observing that Hj
Pd−j (Pd,F)

is a P(d+1−j,j)-module, then the relation (4.3.13) readily follows. Moreover, the isomorphisms
(4.3.15) do not depend on the base ring of the representations, in particular they hold true for
any (equivariant) Wn(k)-module.

The degeneration is immediate. Indeed, d−r,j
2 : E−r,j

2 → E−r+2,j−1
2 is always the 0 map: Since

E•,j
1 defines exact sequences for any j = 1, . . . , d, it follows that both terms E−r,j

2 , E−r+2,j−1
2 are

4cf. [Orl08, Proposition 2.2.4], where the analogous property is fulfilled in the case of representations over a
field (n = 1 here) in characteristic 0.
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0 whenever 0 < r < j − 1; when r = 0, or r = j − 1 at least one of the terms is 0. Then we get
that

gr•Hs
Y (Pd,F) =

⊕
j−r=s

E−r,j
2 . (4.3.16)

In particular, when s > 1, it follows

gr•Hs
Y (Pd,F) =

⊕
j≥1

Es−j,j
2 = E0,s

2 . (4.3.17)

This implies that
E0,s

2 = Hs
Y (Pd,F) ≃ Hs(Pd,F) (s > 1) (4.3.18)

where the last canonical isomorphism follows by the long exact sequence of the couple (X,Y ;Pd).
Notice that for j ≥ 1, the map d−j+1,j

1 induces a morphism of complexes relative to (4.3.12) for
• = −j + 1,−j + 2. Applying the snake Lemma, we get the exact sequence (4.3.4), where

E−j+1,j
2,? := ker

(
nE−j+1,j

1,? → nE−j+2,j
1,?

)
, ? ∈ {w.s.,∼}.

Also, notice that the collection of {PI ∩ GLj | I ∈ ∆j} are the parabolic subgroups containing
B ∩GLj , and those such that |I| = d− j + 1, are the minimal ones. So,

coker

( ⊕
I∈∆j

|I|=d+1−j

Ind
GLj

PI∩GLj
(1)→ Ind

GLj

B∩GLj
(1)

)
= nStj . (4.3.19)

Since H̃j
Pd−j (Pd,F) is a P(d+1−j,j)-module, we see that

(E−j+1,j
2,∼ )∨ ≃ coker

(
(nE−j+2,j

1,∼ )∨ → (nE−j+1,j
1,∼ )∨

)
≃ H̃j

Pd−j (Pd,F)∨ ⊗ IndG
P
(d−j+1,1j)

(1)

/(
H̃j

Pd−j (Pd,F)∨ ⊗
∑
I∈∆j

|I|=d−j+1

IndG
PI

(1)
)

≃ IndG
P(d+1−j,j)

(H̃j
Pd−j (Pd,F)∨ ⊗Wn(k) nStj)

implies
IndG

P(d+1−j,j)
(H̃j

Pd−j (Pd,F)⊗Wn(k) nStj
∨) = E−j+1,j

2,∼ . (4.3.20)

In the last isomorphism, we use that the Steinberg module is a finitely generated free module
over Wn(k), thus it is compatible with tensor product. For E−j+1,j

2,w.s. a similar argument holds.

Notice that the cohomology Hj(Pd,F) is a G-module (so also the dual is), and then

(E−j+1,j
2,w.s. )∨ = coker

( ⊕
I⊂∆

|I|=d−j+1
α0,...,αd−j−1∈I

IndG
PI

(1)→ IndG
P
(d−j+1,1j)

(1)

)
⊗ (Hj(Pd,F))∨. (4.3.21)

The collection {PI | I ⊂ ∆, α0, . . . , αd−j−1 ∈ I} is the set of all parabolic subgroups of G
containing P(d−j+1,1j). This means that

coker

( ⊕
I⊂∆

|I|=d−j+1
α0,...,αd−j−1∈I

IndG
PI

(1)→ IndG
P
(d−j+1,1j)

(1)

)
= nυ

G
P
(d−j+1,1j)

. (4.3.22)
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Since nυ
G
P
(d−j+1,1j)

is finitely generated free over Wn(k), it implies

E−j+1,j
2,w.s. = Hj(Pd,F)⊗Wn(k) (nυ

G
P
(d+1−j,1j)

)∨. (4.3.23)
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Chapter 5

Revisiting the crystalline
Beilinson–Bernstein map

In characteristic 0, DX is notably interesting for its relationship with Lie algebras representations.
More precisely, If K is a field of characteristic 0 and G is a reductive group over K, acting on a
flag K-variety X, then there exists a map

ϕOX : U(g)→ Γ(X,DX)

obtained by ”differentiating the action of G”, that we call Beilinson-Bernstein (ab. BB) map,
motivated by [BB81]. This notion comes precisely from the following. Let Z be a representation
of G, then we can associate with it a representation of the Lie algebra g: if ζ ∈ g and f ∈ Z,
then

ζ.f :=
d

dϵ
(exp(ϵζ).f)|ϵ=0 (5.0.1)

(see for example [Rom21, Sec. 4]). The operator d
dϵ is a differential of order 1, so this action

extends to the map ϕOX above (comparing filtration of the enveloping algebra and filtration of
the differential operators). In characteristic 0, the main feature lies on the fact that ϕOX is
surjective. In a field k of characteristic p > 0, we can adapt this construction to produce a map
Dist(Gk) → Γ(X,DX), but it is no longer surjective (cf. [Smi86, Theorem 3.11]). Those maps
are used, for example, in [Orl24] and [Smi86]. Then we can also describe a lift of this map,
namely Wn⟨ϕOX ⟩ : Dist(Gk)→ Γ(X,DWn(X)), in order to investigate geometric representations
over Wn(k).

5.1 Description of the Beilinson–Bernstein map in positive char-
acteristic

For seek of completeness and since we are not able to find a reference where it is described,
we will define a crystalline BB map in such way it agrees with the one used in [Orl24; Smi86]
similarly to the characteristic 0 case (see [BLM21; Rom21]). Let k be a field of characteristic
p > 0. Let G = GZ be an algebraic reductive group, and X be a smooth k-variety equipped
with an action of Gk = G⊗ k.

Let m = {f ∈ Γ(Gk,OGk
) | f(1) = 0} be the maximal ideal of OGk,1.

Definition 5.1.1. The Lie algebra gk is the tangent space at 1 of Gk, i.e. gk = (m/m2)∗ =
Homk−lin.(m/m2, k) as a k-module.
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Let consider the first infinitesimal neighborhood of the identity Spec(OGk
/m2) =: G

(1)
k . The

k-algebra OGk
/m2 is isomorphic to k ⊕ ϵg∗k =: k[G

(1)
k ] where ϵ2 = 0.1

Lemma 5.1.2 (cf. [Mil13, Proposition 3.4]). There are natural bijections

ker(Gk(k[ϵ]/(ϵ2))
ϵ 7→0−−→ Gk(k))↔ Derk(k[G

(1)
k ], k)↔ (m/m2)∗, 1 + ϵζ 7→ ζ (5.1.1)

Moreover, the group structure of ker(Gk(k[ϵ]/(ϵ2))
ϵ 7→0−−→ Gk(k)) corresponds to the additive struc-

ture of (m/m2)∗, while the k-linear structure is given by λ.(1 + ϵζ) := 1 + ϵλζ , for any λ ∈ k.

The Lie algebra structure on (m/m2)∗ is given in the following way:

Let ζ, η ∈ Homk−lin.(m/m2, k) = Derk(k[G
(1)
k ], k), and let ∆ be the comultiplication of the

algebraic group G
(1)
k . Then, we define

ζ.η : k[G
(1)
k ]

∆−→ k[G
(1)
k ]⊗k k[G

(1)
k ]

ζ⊗η−−→ k ⊗ k ≃ k (5.1.2)

where the last map is the multiplication in k. Set [ζ, η] := ζ.η − η.ζ ∈ (m/m2)∗.

Lemma 5.1.3. The k-module (m/m2)∗ endowed with the operation [−,−] is a Lie algebra.

Proof. This is cf. [Jan03, Part I, 7.7].

It follows that 1 + ϵ[−,−] makes ker(Gk(k[ϵ]/(ϵ2))
ϵ7→0−−→ Gk(k)) a Lie algebra too.

We consider the restriction of the action of Gk on X to the action σ : G
(1)
k ×kX → X. LetM

be a quasi-coherent G-linearizable OX -module. The restriction on G
(1)
k induces a linearization

ϕ : σ∗M→ pr∗1M. (5.1.3)

Proposition 5.1.4. The isomorphism ϕ induces a Lie algebra homomorphism

ρ : gk → Endk(M), (5.1.4)

such that, for any open affine U ⊂ X, ζ ∈ gk, m ∈ Γ(U,M), s ∈ OX(U), we have

ρ(ζ)(sm) = sρ(ζ)(m) + ρ(ζ)(s)m. (5.1.5)

Proof. For any open affine U ⊂ X, we have that

Γ(G
(1)
k × U, p∗1M) = k[G

(1)
k ]⊗k Γ(U,M) (5.1.6)

Now, consider the isomorphisms of schemes εi : G
(1)
k × X → G

(1)
k × X for i ∈ {1, 2}, given on

points by ε1(g, x) = (g, gx) and ε2(g, x) = (g, g−1x) for g ∈ G
(1)
k , x ∈ X. Clearly, ε1 = ε−1

2 and
pr1 ◦ ε1 = σ. Therefore, we have the following equalities:

Γ(G
(1)
k × U, σ∗M) = Γ(G

(1)
k × U, ε∗1pr∗1M)

= Γ(G
(1)
k × U, (ε2)∗pr∗1M)

= Γ(ε−1
2 (G

(1)
k × U), σ∗M)

= Γ(ε1(G
(1)
k × U), σ∗M)

= Γ(G
(1)
k × U,pr∗1M)

1Since we require that ϵ2 = 0, this is the same of giving the ”extension by 0” multiplication structure on k⊕g∗k,
i.e. (c, ζ) · (c′, η) := (cc′, cη + c′ζ).
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where the last equality is satisfied since as a topological space G
(1)
k is a singleton and g.U = U

for g ∈ G
(1)
k , since G

(1)
k is a neighbourhood of the identity of G. Therefore, ϕ induces an

isomorphism

k[G
(1)
k ]⊗k Γ(U,M)

ϕ−→ k[G
(1)
k ]⊗k Γ(U,M). (5.1.7)

The composition with the natural morphism σ# : Γ(U,M)→ k[G
(1)
k ]⊗k Γ(U,M) induces a map

2

Γ(U,M)
ϕ◦σ#

−−−→ k[G
(1)
k ]⊗k Γ(U,M) (5.1.8)

such that

(1⊗ Id) ◦ ϕ ◦ σ# = Id, (5.1.9)

(ϕ ◦ σ#)⊗ Id
k[G

(1)
k ]
◦ (ϕ ◦ σ#) = IdΓ(U,M) ⊗∆ ◦ (ϕ ◦ σ#) (5.1.10)

where 1: k[G1
k] → k is the k-rational point corresponding to the neutral element of G

(1)
k (In

particular ϕ ◦ σ# is a comodule map over the Hopf algebra k[G
(1)
k ]). For any ζ ∈ gk, we define ρ

given by the following map:

ρ(ζ) : Γ(U,M)
ϕ◦σ#

−−−→ k[G
(1)
k ]⊗k Γ(U,M)

ζ⊗Id−−−→ Γ(U,M). (5.1.11)

Let s ∈ OX(U) and m ∈ Γ(U,M), then we have

ρ(ζ)(sm) = (ζ ⊗ Id) ◦ (ϕ ◦ σ#(sm))

= (ζ ⊗ Id)(σ#(s) · (ϕ ◦ σ#)(m))

= (ζ ⊗ Id)(σ#(s)) · (1⊗ Id) ◦ (ϕ ◦ σ#)(m) + (1⊗ Id)(σ#(s)) · (ζ ⊗ Id) ◦ (ϕ ◦ σ#)(m)

= ρ(ζ)(s) ·m + s · ρ(ζ)(m).

Since ϕ ◦ σ# is a comodule map, it follows that ρ is a Lie algebra map by [Jan03, Part I, 7.11
(2)].

In particular, for M = OX the (5.1.4) is the Lie algebra homomorphism

gk → Derk(Γ(U,OX)), ζ 7→ (f 7→ (Id⊗ ζ) ◦ σ#(f)), for any ζ ∈ gk, f ∈ Γ(U,OX)

that we call differentiated contragradient action (cf. [Jan03, I.2.7, I.2.8, I.7.11 (1)]).

Remark 5.1.5. In particular, note that the Lie algebra of an algebraic group could act on a
scheme, even if the algebraic group does not. For example, in the case of X ⊂ Pd

k, the projective
space is equipped with an action of GLd+1,k, thus H0(X ,OPd

k
) inherits an action of gld+1,k by

the construction above. However, GLd+1,k does not act on X (not to be confused with the finite
group of k-rational points GLd+1(k)).

There is an alternative description of the Lie algebra map above, better adapted for later
computations:

Definition 5.1.6. Let σ be an action of Gk on a smooth k-variety X. The canonical differential
action of σ is the map ∂σ : gk → Endk(Γ(U,OX)) given by

∂σ(ζ)(f) =
d

dϵ

(
σ(1 + ϵζ)(f)

)
|ϵ=0

(5.1.12)

for f ∈ Γ(U,OX) and ζ ∈ gk.
2The (5.1.9),(5.1.10) follow by the definition of linearization: in particular, (1 × IdX)∗ϕ = IdM : M → M

implies (5.1.9) and pr∗12ϕ ◦ (1× σ)∗ϕ = (m× idX)∗ϕ implies (5.1.10).
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Remark 5.1.7. The map appearing Definition 5.1.6 reminds the shape of the differential action
in characteristic 0 (5.0.1). Here, we formally truncate the expansion of the exponential function
at the first order. That is the reason for calling it ”canonical differential action”.

Lemma 5.1.8. For any ζ ∈ gk, the map ∂σ(ζ) is a k-linear derivation.

Proof. Let ζ, ζ ′ ∈ gk and f, f ′ ∈ Γ(U,OX). Since σ(1 + ϵζ) is a k-algebra homomorphism, then

∂σ(ζ)(ff ′) =
d

dϵ

(
σ(1 + ϵζ)(ff ′)

)
|ϵ=0

=
d

dϵ

(
σ(1 + ϵζ)(f)σ(1 + ϵζ)(f ′)

)
|ϵ=0

= σ(1)(f)
d

dϵ

(
σ(1 + ϵζ)(f ′)

)
|ϵ=0

+ σ(1)(f ′)
d

dϵ

(
σ(1 + ϵζ)(f)

)
|ϵ=0

= f∂σ(f ′) + f ′∂σ(f). (5.1.13)

This shows that ∂σ(gk) ⊂ Derk(Γ(U,OX)).

Lemma 5.1.9. The maps (5.1.4) and ∂σ agree when M = OX . In particular, ∂σ is a Lie
algebra homomorphism.

Proof. Set OU := Γ(U,OX) and OUϵ := OU [ϵ]/(ϵ2). Let ζ ∈ gk. We view ζk : k[G
(1)
k ] → k as a

derivation. Equivalently, it is a k-algebra homomorphism 1 + ϵζ : k[G1
k] → k[ϵ]/(ϵ2). Then, the

statement follows by the commutative diagram

OUϵ OUϵ ⊗ k[G
(1)
k ] OUϵ ⊗ k[ϵ]/(ϵ2) = OU ⊗ k[ϵ]/(ϵ2)⊗ k[ϵ]/(ϵ2)

OU OU ⊗ k[G
(1)
k ] OU ⊗ k[ϵ]/(ϵ2)

OU

σ#
ϵ Id⊗(1+ϵζ)

Id⊗m

σ#

Id⊗ζ d
dϵ |ϵ=0

Here, m : k[ϵ]/(ϵ2) ⊗ k[ϵ]/(ϵ2) → k[ϵ]/(ϵ2) denotes the multiplication, d
dϵ |ϵ=0

: OU [ϵ]/(ϵ2) → OU

is the map sending a + bϵ 7→ b , OUϵ := OU ⊗ k[ϵ]/(ϵ2) and σ#
ϵ := σ# ⊗ k[ϵ]/(ϵ2). Then, by

definition we can read

σ(1 + ϵζ) : OU → OU ⊗ k[G
(1)
k ]→ OU [ϵ]/(ϵ2),

following the vertical left, top horizontal, and top vertical right arrows. In the bottom, we have

the contragradient action of G
(1)
k . Since 1+ϵζ : k[G

(1)
k ]→ k[ϵ]/(ϵ2) corresponds to the derivation

ζ : k[G
(1)
k ]→ k, compatibly with k[ϵ]/(ϵ2)

d
dϵ |ϵ=0−−−−→ k, then the diagram above commutes.

Remark 5.1.10. From now on, when we talk about ”differentiating an action” we mean to
consider the canonical differential action.

Thus
∂σ : gk → Γ(U,Fil1DX) ⊂ Γ(U,DX)

is a morphism of Lie algebras and extends to a morphism of associative algebras U(gk) →
Γ(X,DX) sending Um(gk) to Γ(U,FilmDX). Further, there is another natural morphism of filtered
algebras U(gk) → Dist(Gk) induced (by the universal property of enveloping algebras) by the
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natural inclusion of gk ⊂ Dist(Gk). Here, the filtration on Dist(Gk) is given by distributions of
order n, i.e. FilnDist(Gk) = Distn(Gk).

Choose an ordered basis of gZ, namely

BG = {Lα, Hβ, Y−α, h1, . . . , hm | α ∈ Φ+, β ∈ ∆}.

It is formed in the following way:
For any α ∈ Φ+, Lα ∈ (gZ)α, Y−α ∈ (gZ)−α are the generators of the corresponding one

dimensional weight spaces associated to the roots ±α and Hα = [Lα, Y−α]. The subset BT =
{Hβ, h1, . . . , hm | β ∈ ∆} form a basis for Lie(TZ) ⊂ gZ. Also, it contains a semisimple part,
given by the subset BssT ⊂ BT formed by the elements Hβ with β ∈ ∆.

Lemma 5.1.11 (cf. [Jan03, Part II, 1, 1.12] and [Ste16, Ch. 2, Corollary to Lemma 5]). The

distribution algebra Dist(G) is the Z-subalgebra of U(gZ) ⊗ Q generated by L
[aα]
α := 1

aα!
Laα
α ,

Y
[bα]
−α := 1

bα!
Y bα
−α, and

(
hj
cj

)
for α ∈ ∆ and j = 1, . . . ,m such that hj ∈ BT\BssT , aα, bα, cj ∈ N.

Thus, by Lemma 5.1.11 we get the following:

Proposition 5.1.12. Assume that X has a smooth lift over Z, i.e. there exists a smooth Z-
scheme XZ such that X ≃ XZ× k, and the action σ lifts to an action σZ of G on XZ. Then, for
any open U ⊂ X, there is a unique well defined morphism of k-algebras

ϕOX : Dist(Gk) = Dist(G)⊗ k → Γ(U,DX), (5.1.14)

sending

1

aα!
Laα
α ⊗ 1 7→ 1

aα!
∂σ(Lα ⊗ 1)aα , for all aα ∈ N

1

bα!
Y bα
−α ⊗ 1 7→ 1

bα!
∂σ(Y−α ⊗ 1)bα , for all α ∈ ∆, bα ∈ N(

hj
cj

)
⊗ 1 7→

(
∂σ(hj ⊗ 1)

cj

)
, for all hj ∈ BT \ BssT , cj ∈ N.

Proof. Let dim(X) = d. Let X̃ := XZ × Q and σQ = σZ ⊗ Q. Similarly, Ũ = UZ × Q for some
UZ ⊂ XZ open such that UZ × k ≃ U . We have that Dist(G) ⊂ Dist(G) ⊗ Q = U(gQ) is a free

Z-module. Moreover, Γ(U,DX) ≃ Sd(k) = k[z1, . . . , zd]⟨∂[s1]
z1 , . . . ∂

[sd]
zd ⟩ = Sd(Z)⊗ k.

We notice that Sd(Q) ≃ UOX̃(U)(TX̃(Ũ)).3

By the universal property of enveloping Lie algebras, the differential of the action σQ:

∂σQ : gQ → TX̃(Ũ), (5.1.15)

is a Lie algebra homomorphism that lifts uniquely to a map of associative Q-algebras

ϕ : U(gQ)→ UOX̃(U)(TX̃(Ũ)). (5.1.16)

Moreover, for any α ∈ ∆ and any m ∈ N, m!L
[m]
α = Lm

α , m!Y
[m]
−α = Y m

−α, m!
(
hi
m

)
= hi(hi −

1) · · · (hi −m + 1) hold in Dist(G). Applying ϕ, we get respectively the equality m!ϕ(L
[m]
α ) =

3The notation UA(L) means the universal enveloping algebra of a Lie-Rinehart algebra L over a commutative
k-algebra A (cf. [Rin63, Section 2]).
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∂σZ(Lα)m, m!ϕ(Y
[m]
−α ) = ∂σZ(Y−α)m, m!ϕ(

(
hi
m

)
) = ∂σZ(hi)∂σZ(hi−1) · · · ∂σZ(hi−m+1) therefore

the algebra map ϕ induces an associative Z-algebra map 4

ϕZ : Dist(G)→ Γ(UZ,DXZ). (5.1.17)

Hence, we get the searched map after tensor by k.

Definition 5.1.13. We call the morphism (5.1.14) the Beilinson-Bernstein map (BB ) w.r.t.
OX .

We have by definition a commutative diagram

U(gk) Γ(X,DX)

Dist(Gk)

∂σ

ϕOX

of associative k-algebras. Hence, the map (5.1.14) is a morphism of filtered associative algebras,
so for any distribution ζ of order n, and any distribution η of order m,

ϕOX ([ζ, η]) = [ϕOX (ζ), ϕOX (η)] ∈ Γ(X,Filn+m−1DX).

Lemma 5.1.14. If X is a smooth scheme over k, the natural inclusion (and homeomorphism)
i : X ↪→Wn(X), induces a surjective morphism of sheaves:

i∗ : DWn(X) ↠ i∗DX (5.1.18)

Proof. By the Corollary 3.1.6, it follows that the induced map on the stalks of any point of X is
surjective, thus the map of sheaves is surjective as well.

We can define a section for this map (in the category of sheaves of sets).

Proposition 5.1.15. There exists a map of sheaves of sets

[.] : i∗DX → DWn(X) (5.1.19)

such that i∗ ◦ [.] = id.

Proof. Let U ⊂ X be an open subset. We define the map

[.]U : Γ(U,DX)→ Γ(U,DWn(X)) (5.1.20)

such that if ∂ ∈ Γ(U,DX) is one of the ∂
[r]
z , for local coordinates z, then [∂]U := ∂r

n,z as defined
in Proposition 3.0.4. Otherwise, there is a unique way to write any ∂ ∈ Γ(U,DX) as

∂ =
∑
r

br,U∂
[r]
z , br,U ∈ OX(U). (5.1.21)

In that case, let

[∂]U :=
∑
r

[br,U ]∂
[r]
z,n (5.1.22)

4The corresponding elements ϕ(L
[m]
α ) = 1

m!
∂σ(Lα)

m and ϕ(Y
[m]
−α ) = 1

m!
∂σ(Y−α)

m are well defined, since for

any δ ∈ TXZ(UZ), and m ∈ N, δ[m] is a Z-linear combination of elements of the form
∏d

i=1 ∂
[ri]
zi with ri ≥ 0. Also

ϕ(
(
hi
mi

)
) =

(
∂σ(hi)

mi

)
is well defined: Indeed, since hi ∈ Lie(T ), then ∂σ(hi) acts diagonally on Γ(UZ,OXZ) (c.f.

[Jan03, pp. II, 1.19]) by looking at the weight space decomposition.
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where [.] is the Teichmüller map OX(U) → WnOX(U). We have the following commutative
diagram, for any V ⊂ U :

Γ(U,DX) Γ(U,DWn(X))

Γ(V,DX) Γ(V,DWn(X))

ρUV

[.]U

ρ
(n)
UV

[.]V

(5.1.23)

Indeed, it is clear for the differential operators of the form ∂
[r]
z , since they uniquely determine

lifts ∂
[r]
z,n. In the general case, it follows since the restriction of [.]U to WnOX is the Teichmüller

map, for which such a diagram is commutative. In particular, the maps [.]U define a map of
sheaves with the desired property.

Definition 5.1.16. For any smooth k-scheme X, we define the map of sets

Wn⟨ϕOX ⟩ : Dist(Gk)
ϕOX

−−−→ Γ(X,DX)
[.]−→ Γ(X,DWn(X)). (5.1.24)

5.1.1 Examples

Here, we want to describe the BB map for some reductive group G, acting on the flag variety
X = G/B, where B is a fixed Borel subgroup. We suppose that all groups are defined over Z.
The index (−)k means we are tensoring with k, as done before.

Example 5.1.17 (G = SL2). For G = SL2, we have X = P1. The Lie algebra g = sl2 is
generated by the matrices

L =

(
0 1
0 0

)
, H =

(
1 0
0 −1

)
, Y =

(
0 0
1 0

)
. (5.1.25)

The Kostant’s Z-form of g = sl2 is the Z-algebra UZ generated by

L[a] :=
La

a!
,

(
H

b

)
:=

H(H − 1) . . . (H − b + 1)

b!
, Y [c] :=

Y c

c!
,

where a, b, c ∈ Z≥0.

Lemma 5.1.18. The Z-algebra generated by the following sections of DP1 (not a priori globally
defined)

zr
( ∂

∂z

)[s]
, for all r, s ∈ N such that 0 ≤ r ≤ 2s,

is a Z-subalgebra of Γ(P1,DP1).

Proof. If [x0 : x1] are the coordinates of a point in X, the standard covering of X is given by5

(U0 = Xx0 ≃ A1, U∞ = Xx1 ≃ A1). Denote with z the local coordinate of U0 and w for the local
coordinate of U∞. On the intersection we have w = 1

z . Then we have

Γ(U0,DP1) = Z[z]
〈( ∂

∂z

)[s]
, s ≥ 0

〉
,

i.e. the crystalline Weyl algebra S1(Z) is generated by z and the differential operator ∂
∂z ( cf.

Lemma 1.2.8). Similarly,

Γ(U∞,DP1) = Z[w]
〈( ∂

∂w

)[s]
, s ≥ 0

〉
.

5Xf for a regular function f denotes the standard open X \ Z(f).
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On the intersection U0 ∩ U∞, we have that

∂

∂w
= −z2 ∂

∂z
.

For any m ∈ Z, we have that zr
(

∂
∂z

)[s]
(zm) =

(
m
s

)
zr−s+m ̸= 0 if and only if |m| ≥ s. The

equality Γ(P1,DP1) = Γ(U0,DP1) ∩ Γ(U∞,DP1) where the intersection is taken in D(Z[z, 1/z]),

means that Γ(P1,DP1) is generated by the operators of the form zr
(

∂
∂z

)[s]
sending Z[z] to Z[z]

and Z[w] to Z[w]. Therefore, zr
(

∂
∂z

)[s]
is a global section if and only if r and s are such that{

r − s + m ≥ 0 ∀m ≥ s
r − s + m ≤ 0 ∀m ≤ −s (5.1.26)

that is equivalent to 0 ≤ r ≤ 2s.

To understand the BB map, we have to look at the action of G on OX : we choose the natural
action given by

σ(g)(f)([x0 : x1]) := f(g−1 · [x0 : x1]) g ∈ SL2, f ∈ OX

Proposition 5.1.19. (cf. [Smi86, p. 175]) For G = SL2 and X = G/B ≃ P1 the BB map is
the map of filtered k-algebras given on generators by:

ϕOX : Dist(Gk) ≃ UZ ⊗ k −→ Γ(P1
k,DP1

k
)

L⊗ 1 7−→ z2 ∂
∂z

Y ⊗ 1 7−→ − ∂
∂z .

(5.1.27)

Proof. We need to compute the canonical differential action of σ for the elements L, Y ∈ sl2. We
can make such computation on the chart U0. For any Q(z) ∈ OP1(U0), we get

∂σ(L)(Q(z)) =
d

dϵ |ϵ=0
σ(1 + ϵL)(Q(z))

=
d

dϵ |ϵ=0
Q

(
z

1− ϵz

)
=

z2

1− ϵz |ϵ=0

∂Q

∂z

(
z

1− ϵz

)
|ϵ=0

= z2
∂Q

∂z
(z)

and

∂σ(Y )(Q(z)) =
d

dϵ |ϵ=0
σ(1 + ϵY)(Q(z))

=
d

dϵ |ϵ=0
Q(z − ϵ)

= −∂Q

∂z
(z − ϵ)|ϵ=0

= −∂Q

∂z
(z).
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Example 5.1.20 (G = SLd+1,Z). The example of SL2 reflects the situation in general for the
group G = SLd+1,Z. Let ∆ be a basis of a root system Φ = Φ+ ∪Φ− of G. Consider t = Lie(T ),
where T is a fixed maximal torus, gα = Lie(Ga), where Ga is the one dimensional subgroup
associated to the root α ∈ Φ+ (resp. Φ−) of the unipotent group U (resp. U−) . Then we denote
by

Lα ∈ gα, α ∈ Φ+, Yα ∈ gα, α ∈ Φ−, Hα = [Lα, Y−α] ∈ t, α ∈ Φ+

their generators. Then, g is the Z-module spanned by Lα, Y−α, Hα with α ∈ Φ+.
For any α ∈ Φ+, the triple {Lα, Y−α, Hα} generates a copy of sl2,Z in g. In the case of SLd+1 we

have d(d+1) roots, d(d+1)/2 of them are the positive roots, each one corresponding to an injective
morphisms of Lie algebras sij : sl2 ↪→ sld+1 for any αij ∈ Φ+. The variety X = G/B ≃ Pd

is covered by the standard open cover of affine schemes: denote with [x0, . . . , xd] ∈ Pd point
coordinates, then

(V0 = Xx0 ≃ Ad, . . . , Vd = Xxd
≃ Ad)

is the standard cover of X. For each 0 ≤ i ̸= j ≤ d the intersection Vi ∩ Vj admits local
coordinates

zi = (z0i :=
x0
xi

, . . . ,
x̂i
xi
, . . . , zdi :=

xd
xi

)

and

zj = (z0j =
x0
xj

, . . . ,
x̂j
xj

, . . . , zdj =
xd
xj

)

such that

zij =
1

zji
. (5.1.28)

So we can see zij and zji respectively as local coordinates of a copy of A1 ⊂ Vj and A1 ⊂ Vi.
After glueing those affine lines along (5.1.28) we get a copy of P1. Now for every αij ∈ Φ+, we
get an sl2-triple together with a BB map of P1. Then consider the closed immersion

l : P1 −→ Pd, [x0 : x1] 7−→ [0 : · · · : x0 : · · · : x1 : · · · : 0]

where, in the coordinate of Pd, x0, x1 are respectively in the i-th and j-th position. We have a
natural morphism of OPd-mod, l∗TP1 → l∗l

∗TPd . Moreover, let I ⊂ OPd the sheaf ideal cutting
out P1 via the closed immersion l. Then, there is a natural OPd-module isomorphism TPd/ITPd ∼
l∗l

∗TPd . Thus we get a natural map

Γ(P1, TP1) = Γ(Pd, l∗TP1)→ Γ(Pd, TPd/ITPd)

mapping (locally) ∂
∂z 7→

∂
∂zij

, where z is a local coordinate for A1 ⊂ P1. Thus, we have a

commutative diagram

sl2 Γ(P1, TP1)

sld+1 Γ(Pd, TPd)

∂σ

sij

∂σ

of Lie algebra morphisms, extending by construction to the analogous one for ϕOX .

Example 5.1.21 (G = GLd+1,k, X = Pd
k). In the case G = GLd+1,k, we consider the flag variety

Gk/P(1,d),k given by taking the quotient over the parabolic subgroup associated to the partition
(1, d). Let

σ : Gk × Pd
k → Pd

k (5.1.29)
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be the action given on closed points by,

(g, [z0 : · · · : zd]) 7→ [z0 : · · · : zd]g−1 for any g ∈ Gk.

Thus, the induced contragradient action is given by g.f(z) = f(zg) for f ∈ OPd
k
.

The Lie algebra gk acts on Γ(U,OPd), for any open U ⊂ Pd, via the canonical differential
action ∂σ.

For any α ∈ Φ+ we compute the image of Lα ∈ gα and Y−α ∈ g−α under ∂σ. Let f ∈ OPd(U).
Write α = αij for some 0 ≤ i < j ≤ d. For any 0 ≤ l ≤ d, put Vl := D+(zl).

It suffices to compute ∂σ(Lα)(f), resp. ∂σ(Y−α)(f) in the local chart Vi, resp. Vj . Therefore,
we have

∂σ(Lα)(f)|Vi
=

d

dϵ |ϵ=0
σ(1 + Lαij ϵ)(f) (5.1.30)

=
d

dϵ |ϵ=0
f(z0i, . . . , ϵ + zji, . . . , zdi) (5.1.31)

=
∂

∂zji
f, (5.1.32)

where we wrote f as a function in the local coordinates (zli)l ̸=i of Vi. Similarly we obtain

∂σ(Y−α)(f)|Vj
=

∂

∂zij
f. (5.1.33)

On the intersection Vi ∩ Vj we have the relation zij = z−1
ji , thus follows that ∂

∂zji
f = −z2ij ∂

∂zij
f

on Vi∩Vj . Following this computation, we can consider Lα, Y−α as derivations after taking their
images under ϕOX , i.e. we let

−z2ij ∂
∂zij

= ϕOX (Lαij ) =: yαij =: yij if αij ∈ Φ+

∂
∂zij

= ϕOX (Y−αij ) =: y−αij =: yji if αij ∈ Φ+ (5.1.34)

Then the description of Γ(Pd
k,DPd

k
) can be given locally as crystalline Weyl algebra generated by

zij and differentials y
[m]
αij . More precisely,

Lemma 5.1.22. For any 0 ≤ j ≤ d,

Γ(Vj ,DPd
k
) ≃ k[zij | i ̸= j]

〈
y
[m]
sgn(i−j)αij

| m ≥ 0, αij ∈ Φ
〉
.

Proof. The open subvariety Vj = D+(zj) ⊂ Pd
k is a local chart of Pd

k with local coordinates
zi = zij , for 0 ≤ i ̸= j ≤ d, isomorphic to Ad

k. Also, ysgn(i−j)αij
= ∂

∂zij
if i < j or −z2ij ∂

∂zij
if i > j.

Then, the result follows by Lemma 1.2.8.

5.2 Applications

In this section let k be a finite field of characteristic p and Pd := Pd
k. Here, we are going to apply

the content of Chapter 3 to lift the operators above to differential operators over the Witt scheme
Wn(Pd). The action of Gk =: G on Pd, as described by σ in Example 5.1.21, is considered. If
g ∈ G is a k-rational point and U ⊂ Pd is an open such that σg(U) = U , then the G-linearization
(1.1.5) induces an isomorphism 6

DPd(U)→ DPd(U), η 7→ σgη : (f 7→ (σg−1 ◦ η ◦ σg)(f)). (5.2.1)

6As abuse of notation, here we use σg to denote the action on the structure sheaf OPd .
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For any α ∈ Φ+, s ∈ N, let Wn(y
[s]
−α) (resp. Wn(y

[s]
α )) be the image of Y

[s]
−α ∈ Dist(G) (resp.

L
[s]
α ) under the map (5.1.24). Those are elements of Γ(Pd,DWn(Pd)).

For any α ∈ Φ, write α = αij with i ̸= j (0 ≤ i, j ≤ d). We introduce

zα = zij :=
zi
zj
∈ k(Pd) = Frac(OPd(V0,...,d)),

where V0,...,d = ∩dl=0Vl, Vl := D+(zl) ⊂ Pd for any 0 ≤ l ≤ d and k(Pd) is the function field of Pd.
The sheaves WnOVj have a natural (left) DWn(Vj)-module structure, given by evaluating a

differential operator to functions, thus the canonical map DWn(Pd
k)
→ DWn(Vj) induces a (left)

DWn(Pd
k)

-mod structure.

Let P = Pj := P(j+1,d−j) be the maximal parabolic subgroup of G associated to the partition
d + 1 = (j + 1) + (d− j) with Levi decomposition Pj = LjUj .

Lemma 5.2.1. For any β ∈ Φ+, the differential operators zp−1
β y

[p]
−β ∈ D(Ad) are elements of

D(Pd).

Proof. We notice that if β = αil (with i < l), we have zp−1
β y

[p]
−β ∈ D(D+(zl)) ≃ D(Ad) and

under the identification k[ z0zl , . . . ,
zd
zl

] ≃ k[ zizl ] ⊗k k[ zrzl | r ̸= i, l] we have zp−1
β y

[p]
−β(k[ z0zl , . . . ,

zd
zl

]) =

zp−1
β y

[p]
−β(k[ zizl ])⊗1. Thus we can assume d = 1. Hence, let zβ = z and y−β = ∂z. Then, it follows

by Lemma 5.1.18.

We can get a generalization of [Kus16, Proposition 2.1.5.3] and [Orl24, Proposition 3.11] in
the case E = OPd

k
, by the following. Let Dn := Γ(Pd,DWn(Pd)).

Proposition 5.2.2. Assume that char(k) ̸= 2. Then, the Pj-module H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)) ad-

mits a submodule Nn,j that is a finitely generated Pj-module over Wn(k) and a Wn(k)-linear
epimorphism of Dn-modules

ρn,j : Dn ⊗Wn(k) Nn,j ↠ H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)). (5.2.2)

Before proving the proposition we need some technical preparation. Let S ⊂ Zd+1 be a finite
set. Let Wn(k)[T ] = Wn(k)[T0, . . . , Td] and T := (T0, . . . , Td). Consider the polynomial algebra
Wn(k)[Tm | m ∈ S] as Wn(k)-module. Let Wn(k)[Tm | m ∈ S]r be the Wn(k)-submodule of
Wn(k)[Tm | m ∈ S] consisting of homogeneous polynomials of degree r. Denote by

Wn(k)[Tm | m ∈ S]≥1
≤pl

:=
l⋃

r=0

Wn(k)[Tm | m ∈ S]pr .

The latter is a free Wn(k)-module with a Wn(k)-basis consisting of elements of the form∏
m∈S

(Tm)im

with
∑

m∈S im = pr, 0 ≤ r ≤ l and im ≥ 0 for any m ∈ S.

Definition 5.2.3. Let k[z]≤n (S; 1) ⊂ Wn(k[z]) be the Wn(k)-submodule generated by the el-
ements of the form Vl(

∏
m∈S(Tm)im) where Ti := [zi] for 0 ≤ i ≤ d and

∏
m∈S(Tm)im ∈

Wn(k)[Tm | m ∈ S]≥1
≤pl
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Remark 5.2.4. Since S is finite, k[z]≤n (S; 1) is a finitely generated Wn(k)-module.

Remark 5.2.5. We may choose a bijection between the sets S and {1, . . . , |S|}. Thus, for any
m ∈ S corresponds a unique natural number s = s(m). Under this bijection, the variable Tm

corresponds to a variable Xs. Then, k[z]≤n (S; 1) is generated over Wn(k) by Vl(f) where f runs
over homogeneous monomials f ∈Wn−l(k)[X1, . . . , X|S|] of degree pr for some 0 ≤ r ≤ l.

Definition 5.2.6. Let A be a unitary commutative k-algebra. Let a1, . . . , ar ∈ A be pairwise
distinct. For any i ∈ N, define An({a1, . . . , ar}; i) be the Wn(k)-submodule of Wn(A) generated
by Vl(

∏r
j=1[aj ]

mj ) for 0 ≤ l < n with
∑r

j=1mj = pli.

Remark 5.2.7. Let A = k[z] as above and S ⊂ Zd+1 be a finite set. Then, for each m ∈ S
corresponds a distinct monomial zm ∈ A. We see by construction that

k[z]n({zm | m ∈ S}; 1) ⊂ k[z]≤n (S; 1) (5.2.3)

is a Wn(k)-submodule. The symbol ”≤” underlines the condition on the degree of an element of
the form Vl(f).

Lemma 5.2.8. Let A be a unitary commutative k-algebra. Let a, b ∈ A two distinct elements
and [−] : A→Wn(A) be the Teichmüller map. Then, [a + b]i ∈ An({a, b}; i).

Proof. If q(a, b) =
∑r

j=0 cja
jbr−j ∈ k[a, b] is a homogeneous polynomial of degree r ≥ 1, there

exist polynomials q1(a, b), . . . , qn−1(a, b) ∈ k[a, b] such that

[q(a, b)] =

 r∑
j=0

[cj ][a]j [b]r−j

+

n−1∑
i=1

Vi([qi(a, b)]).

Moreover, for any i = 1, . . . , n− 1, qi(a, b) is homogeneous of degree pir. Indeed, the existence of
some polynomials is clear; we need to prove that are of that kind. Applying the i-th ghost map
wi to both sides of the latter equality, we get the relations r∑

j=0

cp
i

j ap
ijbp

ir−pij

+ pq1(a, b)
pi−1

+ p2q2(a, b)
pi−2

+ · · ·+ piqi(a, b) = q(a, b)p
i

for each i = 1, . . . , n− 1. By induction on i, it shows that qi(a, b) is a homogeneous polynomial
of degree pir. Now consider q(a, b) = (a + b)i. By the reasoning above we can write

[a + b]i = t0(a, b) +

n−1∑
l=1

Vl([ql(a, b)])

with deg(ql(a, b)) = pli, t0(a, b) ∈ An({a, b}; i) and [ql(a, b)] ∈Wn−l(k[a, b]). Then, we can apply
the same argument to each ql(a, b):

We have an equality

[ql(a, b)] = tl,0(a, b) +
n−l−1∑
l′=1

Vl′([ql,l′(a, b)])

where deg(ql,l′(a, b)) = pl+l′i, tl is a homogeneous polynomial of degree pli in the variables [a]
and [b], and [ql,l′(a, b)] ∈Wn−l−l′(k[a, b]).
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Thus we can write

Vl([ql(a, b)]) = tl(a, b) +
n−1∑

l′=l+1

Vl′([ql,(l′−l)(a, b)])

where deg(ql,(l′−l)(a, b)) = pl
′
i, tl = Vl(tl,0) ∈ An({a, b}; i), and [ql,(l′−l)(a, b)] ∈Wn−l′(k[a, b]) for

n > l′ ≥ l + 1. Hence, we can iterate the same argument to every polynomial ql,l′(a, b), until we
get an expression of [a + b]i in An({a, b}; i).

Corollary 5.2.9. Let A be a unitary commutative k-algebra with char(k) ̸= 2. Let a1, . . . , ar ∈ A
pairwise distinct. Then, [

∑r
j=1 aj ]

i ∈ An({a1, . . . , ar}; i).

Proof. We proceed by induction for r ≥ 2, using the previous lemma as the base case. Then,
assume r > 2. Up to permutations of the indices of ai, we can assume br = a1 + · · ·+ ar−1 ̸= ar
(otherwise 2aj =

∑r
i=1 ai for any j, contradicting the hypothesis of having distinct aj ’s). By

Lemma 5.2.8, it follows that [ar + br]
i = [

∑r
j=1 aj ]

i ∈ An({br, ar}; i). Thus [ar + br]
i is a

linear combination of elements of the form Vl([a1 + · · · + ar−1]
j [ar]

pli−j) for 0 ≤ l < n. By
inductive hypothesis [a1 + · · · + ar−1]

j ∈ An−l({a1, . . . , ar−1}; j), thus it is a linear combina-
tion of elements of the form Vs(

∏r−1
u=1[au]mu) with

∑
mu = psj and 0 ≤ s < n − l. Since

Vl(Vs(
∏r−1

u=1[au]mu)[ar]
pli−j) = Vl+s([ar]

pl+si−psj
∏r−1

u=1[au]mu) ∈ An({a1, . . . , ar}; i), it follows
also that [a1 + · · ·+ ar]

i ∈ An({a1, . . . , ar}; i).

Lemma 5.2.10. Let A be a k-algebra, and m, r be non negative integers. Let a1, . . . , am ∈ A.
Let d1, . . . , dr ∈ Nm and denote by [a]di := [a1]

(di)1 . . . [am](di)m ∈Wn(A) for any 1 ≤ i ≤ r. Let
s1, . . . , sr ∈ N. Assume sr = maxi{si}. Then

r∏
i=1

Vsi([a]di) = ps1+···+sr−1Vsr
(
[a]

∑r
i=1 p

sr−sidi
)

(5.2.4)

where psr−sidi ∈ Nm is defined by (psr−sidi)j := psr−si(di)j for any 1 ≤ j ≤ m.

Proof. Without loss of generality, we can assume s1 ≤ · · · ≤ sr. We can proceed by induction
on r ≥ 1. The base case is trivially true. Then, we have

r∏
i=1

Vsi([a]di) = ps1+···+sr−2Vsr−1([a]
∑r−1

i=1 psr−1−sidi)Vsr([a]dr)

= ps1+···+sr−2Vsr−1
(
[a]

∑r−1
i=1 psr−1−sidiF sr−1Vsr([a]dr)

)
= ps1+···+sr−1Vsr−1

(
[a]

∑r−1
i=1 psr−1−sidiVsr−sr−1([a]dr)

)
= ps1+···+sr−1Vsr−1

(
Vsr−sr−1([a]dr+psr−sr−1

∑r−1
i=1 psr−1−sidi)

)
= ps1+···+sr−1Vsr

(
[a]

∑r
i=1 p

sr−sidi
)
.

For any d = (d1, . . . , dm) ∈ Nm let the degree of d be deg(d) :=
∑m

i=1 di ∈ N.
The following is immediate:

Corollary 5.2.11. Let m ∈ N, A = k[z] for z = (z1, . . . , zm), ai = zi with [zi] = Ti, i = 1, . . . ,m.
Finally let si, di, r as in Lemma 5.2.10. Then,

∏r
i=1 Vsi(T di) = Vs(f) for a homogeneous

monomial f ∈Wn−s(k)[T ] of degree deg(f) =
∑r

i=1 p
s−sideg(di), where s = maxi{si}. □
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Proof of Proposition 5.2.2. Rephrasing the statement, it is equivalent to say that the cohomology
group H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)) is generated as Dn-module by a Pj-module Nn,j finitely generated over

Wn(k). We define the following sets

I := {(m0, . . . ,md) ∈ Zd+1 | m0, . . . ,mj ≥ 0,mj+1, . . . ,md < 0,
∑

imi = 0},
Ij := {(mi)i ∈ I | mi = −1 ∀i ≥ j + 1}.

Notice that the set I is infinite and closed under the sum (component-wise), while Ij is a finite
set. Firstly, we need to prove that in the category of Wn(k)-modules the following holds:

H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)) =


Wn(k[z1, . . . , zd])/Wn(k) if d− j = 1,

Wn

(⊕
(m0,...,md)∈I k · z

m0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d

)
if d− j ≥ 2,

0 if d = j,
(5.2.5)

Notice that
⊕

(m0,...,md)∈I k · z
m0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d is not a unitary ring. Thus we set by

definition, in the second line of (5.2.5),

Wn

( ⊕
(m0,...,md)∈I

k · zm0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d

)
:= Wn(k)-module generated by Vl([zm]),

where zm :=
∏d

i=0 z
mi
i and 0 ≤ l < n. To check the (5.2.5), we use the the long exact sequence

Hd−j−1(Pd
k,Wn(OPd

k
))→ Hd−j−1(Pd

k\P
j
k,Wn(OPd

k
))→ Hd−j

Pj
k

(Pd
k,Wn(OPd

k
))→

→ Hd−j(Pd
k,Wn(OPd

k
))→ Hd−j(Pd

k\P
j
k,Wn(OPd

k
)) = 0.

If d− j ≥ 2, then Hd−j−1(Pd
k,Wn(OPd

k
)) = 0, thus

H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)) ≃ Hd−j−1(Pd

k\P
j
k,Wn(OPd

k
)).

If d− j = 1, then Hd−j−1(Pd
k,Wn(OPd

k
)) = Wn(k). Hence, we have the short exact sequence

0→Wn(k)→ H0(Pd
k\Pd−1

k ,Wn(OPd
k
))→ H̃1

Pd−1
k

(Pd
k,Wn(OPd

k
))→ 0.

Since Pd
k\P

d−1
k ≃ Ad

k, we get the first line of (5.2.5). The case d = j is trivial. Now consider the
open cover of

Pd
k\P

j
k =

d⋃
i=j+1

D+(zi).

The Čech complex associated to this covering has its highest components of degree d− j − 2
and d− j − 1, given by

Cd−j−2 =

d⊕
i1=j+1

Γ

 ⋂
i ̸=i1

j+1≤i≤d

D+(zi),Wn(OPd
k
)

 ∂d−j−2

−−−−→ Cd−j−1 = Γ

 d⋂
i=j+1

D+(zi),Wn(OPd
k
)


(5.2.6)
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Then, Hd−j−1(Pd
k\P

j
k,Wn(OPd

k
)) = coker(∂d−j−2). We have that

Γ

 ⋂
i ̸=i1

j+1≤i≤d

D+(zi),Wn(OPd
k
)

 = Wn((k[z0, . . . , zd]zj+1... ˆzi1 ...zd
)0)

where the superscript 0 means that we are considering the degree 0 elements in the localization.
By the natural inclusion

Wn((k[z0, . . . , zd]zj+1... ˆzi1 ...zd
)0) ⊂Wn(k[z0, . . . , zd])[zj+1... ˆzi1 ...zd]

,

we see that Wn((k[z0, . . . , zd]zj+1... ˆzi1 ...zd
)0) is generated as Wn(k)-module by the elements of the

form

Vl([zm0
0 . . . z

mj

j z
mj+1+plm′

j+1

j+1 . . . z
md+plm′

d
d ]) such that


0 ≤ l ≤ n− 1,∑d

i=0mi + pl
∑d

i=j+1m
′
i = 0,

mi1 + plm′
i1
≥ 0,

m′
j+1, . . . ,m

′
d ≤ 0,

m0, . . . ,md ≥ 0.

(5.2.7)

Analogously,

Γ

 d⋂
i=j+1

D+(zi),Wn(OPd
k
)

 = Wn((k[z0, . . . , zd]zj+1...zd)0) ⊂Wn(k[z0, . . . , zd])[zj+1...zd]

is generated by

Vl([zm0
0 . . . z

mj

j z
mj+1+plm′

j+1

j+1 . . . z
md+plm′

d
d ]) such that


0 ≤ l ≤ n− 1,∑d

i=0mi + pl
∑d

i=j+1m
′
i = 0,

m′
j+1, . . . ,m

′
d ≤ 0,

m0, . . . ,md ≥ 0

(5.2.8)

as Wn(k)-module. It follows that coker(∂d−j−2) is generated as Wn(k)-module by the elements

Vl([zm0
0 . . . z

mj

j z
mj+1+plm′

j+1

j+1 . . . z
md+plm′

d
d ]) such that


0 ≤ l ≤ n− 1,∑d

i=0mi + pl
∑d

i=j+1m
′
i = 0,

m′
j+1, . . . ,m

′
d ≤ 0,

mi < pl|m′
i|, j + 1 ≤ i ≤ d,

m0, . . . ,md ≥ 0

(5.2.9)

Finally, we see that these elements generate (since for any fixed l, mi−pl|m′
i| take all the negative

integer values) Wn

(⊕
(m0,...,md)∈I k · z

m0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d

)
.

Set Y =
⋂d

i=j+1D+(zi) and Yi1 =
⋂

i ̸=i1
j+1≤i≤d

D+(zi) for any j + 1 ≤ i1 ≤ d.

We regard the Wn(k)-modules Cd−j−2, Cd−j−1 respectively with the natural structure of
D-module, induced respectively by Γ(Pd

k,DWn(Pd
k)

) → Γ(Yi1 ,DWn(Pd
k)

) and Γ(Pd
k,DWn(Pd

k)
) →

Γ(Y,DWn(Pd
k)

). Thus also the local cohomology H̃d−j

Pj
k

(Pd
k,Wn(OPd

k
)) inherits a Γ(Pd,DWn(Pd

k)
)-

module structure.
From now on, let 0 ≤ a ≤ j and j + 1 ≤ b ≤ d.
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Write a Teichmüller representative Tab of zab as Ta
Tb

:= Tab =: TaT
−1
b . If m := (m0, . . . ,md), an

element

Tm := Tm0
0 . . . T

mj

j T
mj+1

j+1 . . . Tmd
d ∈Wn

( ⊕
(m0,...,md)∈I

k · zm0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d

)
is well-defined whenever (m0, . . . ,md) ∈ I. With this notation, the action of Dn on an element

of Wn

(⊕
(m0,...,md)∈I k · z

m0
0 . . . z

mj

j z
mj+1

j+1 . . . zmd
d

)
induces an action on the set I. As matter of

notation, write just m to denote an element of Ij . Let Nn,j be the finitely generated Wn(k)-
module k[z]≤n (Ij ; 1). For n = 1, N1,j =

⊕
(m0,...,mj ,−1,...,−1)∈Ij k · z

m0
0 . . . z

mj

j z−1
j+1 . . . z

−1
d is a

Pj-module.
If n > 1, any x ∈ Nn,j can be written as x =

∑n−1
l=0 al,iV

l(
∏

m∈Ij (T
m)im) where i = (im)m∈Ij

and al,i ∈Wn(k). If g ∈ Pj , then 7

g.Vl

∏
m∈Ij

(Tm)im

 = Vl

∏
m∈Ij

[g.zm]im

 = Vl

∏
m∈Ij

 ∑
m′∈Ij

bm′,imz
m′

im (5.2.10)

where bm,im ∈ k and
∑

m∈Ij im = pr for some 0 ≤ r ≤ l. For any m ∈ Ij the corresponding[∑
m′∈Ij bm′,imz

m′
]im

lies in k[z]n−l(Ij ; im) by Corollary 5.2.9, thus it is a linear combination of

elements of the form

Vsm

 ∏
m′∈Ij

(Tm′
)r(m

′,sm,im)


where r(m′, sm, im) ∈ N are such that

∑
m′∈Ij r(m′, sm, im) = psmim. Choose a bijection of Ij

with {1, 2 . . . , |Ij |} and denote by s1, s2, . . . , s|Ij | (resp. i1, . . . , i|Ij |) the corresponding elements
sm (resp. im ) via the chosen bijection. The expression in the right hand side of (5.2.10) is a
linear combination of elements of the form

Vl

 |Ij |∏
u=1

Vsu

 ∏
m′∈Ij

(Tm′
)r(m

′,su,iu)

 . (5.2.11)

Let s = maxusu and r(su, iu) ∈ N|Ij | be given by letting r(su, iu)v := r(v, su, iu). By Corol-
lary 5.2.11 applied to A = k[zm | m ∈ Ij ] and ai = zm for i = 1, . . . , |Ij |, where m is the unique
element of Ij corresponding to i under the chosen bijection, the quantity (5.2.11) is equal to
Vl+s(f) for a homogeneous monomial f ∈Wn−l−s(k)[Tm | m ∈ Ij ] of degree

deg(f) =

|Ij |∑
u=1

ps−sudeg(r(su, iu)) =

|Ij |∑
u=1

ps−su

 |Ij |∑
v=1

r(v, su, iu)

 =

|Ij |∑
u=1

ps−supsuiu = ps+r.

Since s + r ≤ s + l, it shows that Vl+s(f) ∈ k[z]≤n (Ij ; 1), thus g.Vl
(∏

m∈Ij (T
m)im

)
∈ Nn,j . It

follows that Nn,j is a Pj-module for any n ≥ 1. Furthermore, since operators in Dn are compatible
with Verschiebung maps (by the (3.1.14)), we need to prove the proposition for n = 1. We achieve
the result by applying the following procedure.

7The operation g. denotes the action of G
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We say that a monomial zm =
∏

mi∈m zmi
i contains zmi

i if it appears in the product with
mi ̸= 0. Also, every monomial is parametrized by a scalar and the vector m ∈ I, that we refer

as the associated vector to zm. We recall that the differential operators y
[r]
il act in such a way:

y
[r]
il : zmi

i zml
l

∏
m∈I
s ̸=i,l

zms
s 7−→

(
ml

r

)
zmi+r
i zml−r

l

∏
m∈I
s̸=i,l

zms
s

for any i ̸= l, where for m < 0,
(
m
r

)
:= m(m−1)...(m−r+1)

r! .

Step 1: Apply yab, . . . , y
p−1
ab ∈ D1 to (the monomials with associated vector) m ∈ Ij : starting

by the element zm0
0 . . . z

mj

j z−1
j+1 . . . z

−1
d , one gets all monomials with associated vectors

(m0, . . . ,mj ,mj+1, . . . ,md) such that mj+1, . . . ,md ∈ {−1, . . . ,−p} ; Note that (−1) . . . (−m) ̸≡
0 (mod p) if m < p.

Step 2: Apply y
[p]
ab ∈ D1 to m ∈ Ij :

We have y
[p]
ab (zma

a z−1
b

∏
m∈I
i ̸=a,b

zmi
i ) = (−1)pzma+p

a z−1−p
b

∏
m∈I
i ̸=a,b

zmi
i with ma + p ≥ p; we wish

to produce those

zma
a z−1−p

b

∏
m∈I
i ̸=a,b

zmi
i

for which ma < p. If j = 0, the latter condition is empty since in this case m0 ≥ p+1 (since
a = 0, in this case m0 ≥ 0 and mi < 0 for any i ̸= 0, with m0 + (−p − 1)

∑
i ̸=0,bmi = 0).

Thus, we can assume j > 0. For x ≤ j and x ̸= a, apply T p−1
ax y

[p]
xa ∈ D1:

T p−1
ax y[p]xa(zma+p

a z−1−p
b

∏
m∈I
i ̸=a,b

zmi
i ) = zp−1

a z1−p
x

(
ma + p

p

)
zmx+p
x zma

a z−1−p
b

∏
m∈I

i ̸=a,b,x

zmi
i

=

(
ma + p

p

)
zma+p−1
a z−1−p

b zmx+1
x

∏
m∈I

i ̸=a,b,x

zmi
i .

Since we can assume ma < p, we have p ∤
(
ma+p

p

)
.

More generally, we have by induction that

(T p−1
ax y[p]xa)

(
zma+p−s
a z−1−p

b

∏
m∈I
i ̸=a,b

zmi
i

)
= u · zma+p−s−1

a z−1−p
b zmx+1

x

∏
m∈I

i ̸=a,b,x

zmi
i

for 1 ≤ s ≤ ma and u =
(
ma+p−s

p

)
∈ Z×

(p); For p ≥ s > ma, we have that ma + p − s < p,
thus we can apply

yxa(zma+p−s−1
a z−1−p

b zmx+1
x

∏
m∈I

i ̸=a,b,x

zmi
i ) = (ma + p− s)zma+p−s−1

a z−1−p
b

∏
m∈I
i ̸=a,b

zmi
i

having non zero coefficient.

Step 3: Restart from applying Step 1 to the associated vectors of the form (m0, . . . ,mj ,−(p +
1), . . . ,−(p + 1)) ∈ I in place of m ∈ Ij .
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It remains to show that this algorithm is well-defined and generates all elements in I. In Step
1 we produce all associated vectors in I such that |mj+1|, . . . , |md| ≤ p. Elements obtained in
Step 1 and Step 2 form the subset of I where |mj+1|, . . . , |md| ≤ p + 1. In this way, we see that
at any iteration r, Step 3 is well-defined, since p + 1, 2p + 1, . . . rp + 1 are not 0 modulo p, and
it generates all associated vectors in I such that |mj+1|, . . . , |md| ≤ rp + 1. Thus the union for
each r > 0 gives I.

Remark 5.2.12. We recall that Wn is not defined in the category of modules. In particular,
we cannot take any ”image” of Wn in order to define a certain Nn,j as the natural ”lift” of some
k-module. The definition of k[z]≤n (Ij ; 1) try to solve this problem in the sense that for n = 1 it
coincides with the Pj-module Nj defined in ([Orl24, Section 3]).
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Appendix A

Witt vectors

In the following appendix we recall definition and properties of Witt vectors. Every result
mentioned here can be found in [Ill79, Ch. 0, 1],[LZ04, Appendix A] or more generally in
[Hes15]. All rings and algebras considered are commutative and unitary.
Let A be a ring. The ring of p-typical Witt vectors Wn(A) of length n ≥ 1 is the ring object
defined by the following property:

Proposition A.0.1 (cf. [Hes15, Proposition 1.2]). For any ring A, there exists a unique ring
Wn(A) functorial in the category of rings such that:

a) The underlying set is Wn(A) = A × A × · · · × A, where the cartesian product is taken
n-times;

b) For any i = 0, . . . , n− 1, the i-th ghost map wi defined by

wi : Wn(A)→ A, (a1, . . . , an) 7→
i∑

j=0

pjap
i−j

j+1 (A.0.1)

is a ring homomorphism.

The ring map
w = (w0, . . . , wn−1) : Wn(A)→ An

where on the target we consider the product ring structure, is called the ghost map.
There are unique ring homomorphisms, functorial in A, called Frobenius maps,

F : Wn(A)→Wn−1(A),

such that w ◦ F = Fw ◦ w where Fw : An → An−1 is the shift map

Fw (a1, a2, . . . , an) = (a2, a3, . . . , an) .

Notice that wn−1 = Fn−1 : Wn(A)→ A.
For any n, there are surjective ring homomorphisms (restrictions) R : Wn+1(A)→Wn(A) defined
by

R (a1, . . . , an+1) = (a1, . . . , an) , (a1, . . . , an+1) ∈Wn+1(A).

Notice that w0 = Rn−1 : Wn(A)→ A. Moreover, RF = FR.
Also, there are natural additive maps, functorial in A, called Verschiebung maps V: Wn−1(A)→
Wn(A) defined by

V (a1, a2, . . . , an) = (0, a1, a2, . . . , an) , (a1, . . . , an) ∈Wn(A).
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We have that RV = V R.
Finally one has the multiplicative map, called the Teichmüller map, [ ] = [ ]n : A → Wn(A),
where [a] = (a, 0, 0, . . . , 0) ∈Wn(A) for any a ∈ A. The Teichmüller map is compatible with R.

These maps are related by the following identities:

1. F (V(a)) = pa, a ∈Wn(A).

2. aV (a′) = V (F (a)a′) , a, a′ ∈Wn(A). In particular, VWn(A) ⊂Wn(A) is an ideal.

3. F ([a]) = [ap] , a ∈ A.

4. If pA = 0, then V(F (a)) = pa, a ∈Wn(A).

Furthermore, for any n, r, we have the following exact sequence:

0→Wr(A)
Vn

−−→Wn+r(A)
Rr

−−→Wn(A)→ 0. (A.0.2)

Therefore, the ring of Witt vectors W(A) := lim←−n
(· · · →Wn+1(A)

R−→Wn(A)→ · · · ) is separated
and complete for the V-filtration defined by the ideals VnW(A) for any n ≥ 0.
The definition of the maps V, F, [ ] extends compatibly on the projective limit W(A). The
Formulas 1-4 above hold also for W(A). Moreover, there is an exact sequence:

0→W(A)
Vn

−−→W(A)
R−→Wn(A)→ 0, (A.0.3)

where here R is the canonical restriction defined by the projective limit.
Assume that A is a k-algebra, where k is a perfect field of characteristic p.
Then, Wn(A) (resp. W(A), let us say for n = ∞ by definition) is canonically a Wn(k)-algebra
(resp. a W(k)-algebra ). Let ϕk : k → k, ϕA : A → A be the Frobenius morphism x 7→ xp, and
set Φ = Wn(ϕk), ΦA = Wn(ϕA). Then, if n < ∞, the relation F = R ◦ ΦA holds. If n = ∞,
then F = ΦA. Furthermore, by the Formula 2), the Verschiebung map V is a Φ−1-semilinear
map over Wn(k) (resp. over W(k) if n =∞).
The following properties hold:

Proposition A.0.2. Let R be a ring such that p ∈ R is nilpotent. Set n ≥ 1 be a an integer.
Then,

a) Let A be a ring. If S ⊂ A is a multiplicative subset, the image of S in Wn(A) under
[ ] is a multiplicative subset [S] and there is an identification between the localizations
Wn(S−1A) = [S]−1Wn(A).

b) If f : A → B is an étale morphism of R-algebras, then Wn(f) is an étale morphism of
Wn(R)-algebras.

c) If A,B are R-algebras such that A is étale over R, then the canonical map Wn(B) →
Wn(A⊗RB) is étale and induces an isomorphism Wn(A)⊗Wn(R) Wn(B)

∼−→Wn(A⊗RB).

Proof. The assertion a) follows by arguments in [Ill79, Ch. 0, Sec. 1.5]; b) is [LZ04, Proposition
A.8] and c) is [LZ04, Corollary A.12].

If (X,OX) is a k-scheme, then the presheaf

WnOX : U 7→Wn(OX(U)),

where U ⊂ X is open, is a sheaf of Wn(k)-algebras and the locally ringed space Wn(X) :=
(|X|,WnOX) is a Wn(k)-scheme. The maps F,V, R, [ ], w sheafify on WnOX (cf. [Ill79, Sec.
1.5]).
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Proposition A.0.3 (cf. [Ill79, Proposition 1.5.6]). If X → Y is an open (resp. closed) immer-
sion of k-schemes, then Wn(f) is an open (resp. closed) immersion of Wn(k)-schemes.
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Appendix B

Lifting properties

In this appendix we collect some results about lifting properties of differential operators over
smooth algebras. All rings and algebras are commutative with unit.

Definition B.0.1 ([EGAIV, Ch. 0, Definition 19.3.1]). A ring map f : A → B is formally
smooth (resp.formally étale), or equivalently B is a formally smooth A-algebra, (resp. formally
étale A-algebra) if for any commutative diagram of ring maps

B C/I

A C
g

f (B.0.1)

where I is a nilpotent ideal, there exists (resp. exists and it is unique) a ring map g̃ : B → C
making the diagram above commutative.
We say that f is smooth (resp. étale) if f is formally smooth (resp. formally étale) and of finite
presentation.

Proposition B.0.2 ([EGAIV, Theorem 18.1.2] Topological invariance of étale site). i) Let S
π−→

T a surjective ring map such that ker (π) is nilpotent. Then, for any étale T -algebra T ′ there

exists a unique étale S-algebra S′ and a ring map S′ π′
−→ T ′ such that the following

S′ T ′

S T

π′

π

(B.0.2)

is a pushout diagram in the category of commutative rings.
ii) (Second formulation) For S

π−→ T as in i), the base change functor

{ Étale S − algebras} → { Étale T − algebras}, S′ 7→ S′ ⊗S T =: T ′ (B.0.3)

is an equivalence between the categories of étale S-algebras and étale T -algebras.

Let R be a base ring.

Lemma B.0.3. Let A be an R-algebra and D : A → A[ϵ]/(ϵr) be a R-algebra homomorphism

such that A
D−→ A[ϵ]/(ϵr)

ϵ 7→0−−→ A is the identity of A. Then, for any R-algebra B that is an étale
A-algebra, there exists a unique R-algebra homomorphism

D̃ : B → B[ϵ]/(ϵr) (B.0.4)
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such that B
D̃−→ B[ϵ]/(ϵr)

ϵ 7→0−−→ B is the identity of B and compatible with D. In particular,
D̃ = D ⊗A B.

Proof. We have that B[ϵ]/(ϵr) is an A-algebra via the pushout square

B B[ϵ]/(ϵr)

A A[ϵ]/(ϵr)

D⊗AB

D

f g (B.0.5)

By definition of D we have a commutative diagram

B B

A B[ϵ]/(ϵr)

id

g

f ϵ7→0 (B.0.6)

Thus, since f is formally étale there exists a unique ring map D̃ : B → B[ϵ]/(ϵr) such that the
diagram above commutes.

Proposition B.0.4. Let A be a torsionfree R-algebra. For any integer r ≥ 0, let ∂[r] : A → A
be additive maps, such that ∂ := ∂[1] is a R-linear derivation and for any integers r, s ≥ 0 the
following relations hold:

∂[0] = idA, ∂[r] ◦ ∂[s] =

(
r + s

r

)
∂[r+s]. (B.0.7)

Then, any ∂[r] only depends on ∂ and the map

D(r) : A→ A[ϵ]/(ϵr+1), x 7→
r∑

i=0

ϵi∂[i](x) (B.0.8)

is a R-algebra homomorphism such that A
D(r)

−−−→ A[ϵ]/(ϵr+1)
ϵ7→0−−→ A agrees with idA.

Proof. Any ∂[r] only depends on ∂: Indeed, by the relation ∂[r−1] ◦ ∂ = r∂[r], this follows by
induction on r, being trivially satisfied for r = 1 .
For any x, y ∈ A, we claim that for every r ≥ 1,

∂[r](xy) =
r∑

i=0

∂[i](x)∂[r−i](y). (B.0.9)

For r = 1, the latter is just the Leibniz rule for ∂. We proceed by induction on r. We have that

r∂[r](xy) = ∂[r−1](∂(xy))

= ∂[r−1](x∂(y) + y∂(x))

= ∂[r−1](x∂(y)) + ∂[r−1](y∂(x))

=
r−1∑
i=0

∂[i](x)∂[r−i−1](∂(y)) + ∂[i](y)∂[r−i−1](∂(x))

=

r−1∑
i=0

(r − i)∂[i](x)∂[r−i](y) + (r − i)∂[i](y)∂[r−i](x)

= r
r∑

i=0

∂[i](x)∂[r−i](y).
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By assumptions on A, the latter equality implies the (B.0.9). Then, we have that D(r)(1) = 1
and the following relation for D(r) follows:

D(r)(xy) =
r∑

i=0

ϵi∂[i](xy)

=

r∑
i=0

ϵi
i∑

s=0

∂[s](x)∂[i−s](y) =

r∑
i=0

i∑
s=0

ϵs∂[s](x)ϵi−s∂[i−s](y)

= D(r)(x)D(r)(y).

Remark B.0.5. By induction on s applied to the product x1 · · ·xs, with x1, . . . , xs ∈ A, the
(B.0.9) generalizes to

∂[r](x1 · · ·xs) =
∑

i1+···is=r

∂[i1](x1) · · · ∂[is](xs). (B.0.10)

Corollary B.0.6. Let A be a R-algebra and ∂
[r]
A : A → A be a collection of R-linear maps

satisfying (B.0.10) and (B.0.7). Then, for any R-algebra B that is an étale A-algebra, there is

a unique collection of additive maps ∂
[r]
B : B → B such that ∂

[1]
B is a R-linear derivation, the

relations (B.0.10) hold and they are compatible with ∂
[r]
A .

Proof. By Lemma B.0.3 the corresponding R-algebra homomorphism D
(r)
A defined as in Propo-

sition B.0.4 lifts to a unique R-algebra homomorphism D
(r)
B . Then ∂

[r]
B is determined by writing

D
(r)
B (x) = x + ϵ∂B(x) + · · ·+ ϵr∂

[r]
B (x). The relations (B.0.10) then hold.

Corollary B.0.7. Let T be an R-algebra.

i) Let T̃ , R̃ be torsionfree rings equipped with surjective ring maps T̃ → T, R̃ → R. Assume,
the diagram

T̃ T

R̃ R

(B.0.11)

is a pushout square. Then, any collection of maps ∂
[r]

T̃
: T̃ → T̃ as in Proposition B.0.4

induces a collection of maps ∂
[r]
T : T → T , compatible with ∂

[r]

T̃
. In particular, ∂

[r]
T satifies

the relation (B.0.10) for any r ≥ 0;

ii) Let S
f−→ T be a surjective R-algebra homomorphism with nilpotent kernel. Assume that S

is a smooth R-algebra. Any collection of maps ∂
[r]
T : T → T satisfiyng the relation (B.0.10)

lifts to some collection of maps ∂
[r]
S : S → S compatible with ∂

[r]
T .

Proof. i): By Proposition B.0.4, let D
(r)

T̃
denote the corresponding R̃-algebra homomorphism

to ∂
[r]

T̃
. The base change of D

(r)

T̃
along T̃ → T , induces a R-algebra homomorphism D

(r)
T : T →

T [ϵ]/(ϵr+1). Writing D
(r)
T (x) = x + ϵ∂T (x) + · · ·+ ϵr∂

[r]
T (x) for any x ∈ T , we get a collection of

maps ∂
[r]
T with the desired properties.

ii): The assumptions ensure that the map D
(r)
T :=

∑r
i=0 ϵ

i∂
[r]
T : T → T [ϵ]/(ϵr+1) is an R-algebra

morphism. Since S is smooth, it is in particular formally smooth. Moreover, the natural map

S[ϵ]/(ϵr+1)
f⊗1−−→ T [ϵ]/(ϵr+1)
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induced by the tensor product of f with R[ϵ]/(ϵr+1), is surjective with nilpotent kernel, thus by
formally smoothness the following solid square

S T [ϵ]/(ϵr+1)

R S[ϵ]/(ϵr+1)

D
(r)
T ◦f

∃
f⊗1 (B.0.12)

admits a R-algebra homomorphism D
(r)
S : S → S[ϵ]/(ϵr+1). Now as in i), the ∂

[r]
S : S → S

are defined by expanding the writing of D
(r)
S (x) for any x ∈ S and they are by construction

compatible with ∂
[r]
T .

Corollary B.0.8. Let T ′ be a smooth k-algebra. Then the following holds:

i) There exist a collection of k-linear maps ∂
[r]
T ′ : T ′ → T ′ satisfying (B.0.10)

ii) There exists a projective system of smooth Wn(k)-algebras S′
n such that S′

1 = T ′ and for

any r ≥ 0, a projective system of Wn(k)-linear maps ∂
[r]
S′
n

: S′
n → S′

n satisfying (B.0.10),

lifting ∂
[r]
T ′ .

Proof. We verify the statement for T ′ = T = k[x] being a polynomial algebra over k.
Let R = k, R̃ = W(k). The polynomial algebra T̃ := W(k)[x] over W(k) is a torsionfree
lift of T . The assumptions of Corollary B.0.7 i) are then satisfied. By Proposition B.0.4, any

W(k)-linear derivation ∂T̃ of T̃ determines uniquely a collection of W(k)-linear maps ∂
[r]

T̃
, thus

by Corollary B.0.7 i), they induce k-linear maps ∂
[r]
T satisfying the relation (B.0.10). Let Sn =

Wn(k)[x] and consider T as Wn(k)-algebra via the restriction Wn(k) → k. Then, the map

Sn → T satisfies the assumptions of Corollary B.0.7 ii), thus the collection ∂
[r]
T lift to Wn(k)-

linear maps ∂
[r]
Sn

satisfying the relation (B.0.10). Also, the Wn+1(k)-algebra map Sn+1 → Sn

satisfies the condition of Corollary B.0.7 ii), therefore for any r ≥ 0 we can find a projective

system of Wn(k)-linear maps {∂[r]
Sn
}n with respect to the surjections Sn+1 → Sn, satisfying the

(B.0.10).

A generic smooth T ′ is étale over a polynomial algebra T , and such ∂
[r]
T ′ are induced uniquely

by ∂
[r]
T by Corollary B.0.6 (and do not depend on the choice of local coordinates).

Now, assume that T ′ is étale over some polynomial algebra T = k[x] over k. Then, there
exists a projective system of smooth lifts S′

n over Wn(k): Indeed, the natural ring map Sn =
Wn(k)[x] → Wn−1(k)[x] = Sn−1 satisfies the condition of Proposition B.0.2, therefore applying
the same proposition successively for any n > 1, we get a projective system of étale Wn(k)[x]-
algebras S′

n. In particular, S′
n is smooth over Wn(k). A general T ′ smooth over k is locally étale

over a polynomial algebra T . Hence, there exist locally such étale T -algebras S′
n. Since Spec(T ′)

is smooth affine, the obstruction class to glue the S′
n’s is 0 (cf. [SGA1, Theorem 6.3]). Therefore,

by glueing we get a smooth scheme over Wn(k) lifting T .1

Thus, by applying Corollary B.0.7 ii) and induction on n to the ring maps S′
n+1 → S′

n, we

get a projective system of Wn(k)-linear lifts {∂[r]
S′
n
}n of ∂

[r]
T ′ for any r ≥ 0.

1Note that this lift is affine, since any scheme admitting a surjective integral map from an affine scheme is affine
(c.f. [Sta, Tag 05YU, Lemma 32.11.2]).
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