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1 Introduction

Phase transitions are key phenomena of our daily life, from the simple process of water boiling
or condensation on windows to the formation of ice in a freezer. The corresponding release
and absorption of heat associated with these 15 order transitions is fundamental for today’s
technology such as heat pumps, air conditioners or fridges which are a kind of heat engine.
Under specific conditions of temperature and pressure the clear distinction between liquid
and vapor phases of a substance can disappear. This phenomenon is also observed in water
at its critical point, which marks the end of the 15 order transition line, where the release
of latent heat vanishes. Beyond this critical point, only smooth transitions - the so-called
crossovers - occur whose corresponding thermodynamic quantities are free of divergences and
discontinuities. Crossover transitions can even be observed in everyday scenarios, such as the
melting of butter at room temperature. Due to its complex composition of various fatty acids,
butter does not have a single transition temperature but rather a range within it softens. Su-
percritical carbon dioxide, which exists above its critical temperature and pressure, provides
a practical demonstration of these concepts in industrial applications. It shares properties of
a gas and a liquid such as high density and low viscosity, qualifying it for chemical extraction
processes as for example the decaffeination of coffee. Apart from these everyday and indus-
trial scenarios, magnetic systems described by the Ising model feature critical phenomena
driven by the spontaneous breaking of the underlying Zs symmetry. As the system is cooled
from temperatures above the critical Curie temperature T, to temperatures below T, the
system undergoes a transition from a disordered to an ordered ferromagnetic state in which
the spins spontaneously align along one direction.

Phase transitions are not limited to these daily and industrial settings but also occur under
extreme conditions as were present in the early universe. Up to ~ 107!2 s [1] after the Big
Bang the electroweak interaction was a unified fundamental force [2-4] undergoing sponta-
neous symmetry breaking (SSB) as the universe expanded. Unlike real phase transitions
with sharp transition temperatures, the change between the symmetric high temperature to
the broken low temperature phase was an analytic crossover as confirmed by lattice simu-
lations [5,6]. During this process, the gauge bosons W+ and Z as well as the quarks and
leptons (except neutrinos according to the Standard Model) acquired their masses through
the Higgs mechanism [7-9]. The density and temperatures were still too high for the existence
of ordinary matter in form of hadrons such as protons and neutrons. Instead, the following
epoch up to ~ 107° s was dominated by the highly self-interacting quark gluon plasma
(QGP), in which the fundamental constituents of matter - the quarks - can be delocalized
and freely move. Their interactions are described by quantum chromodynamics (QCD) - the
quantum field theory of the strong force. This theory features asymptotic freedom [10, 11],
which leads to a decreasing strength of the interactions at high energies. This implies another
cosmological transition from the QGP to the confinement of quarks into hadrons as the uni-
verse further expanded and cooled. Similarly to the electroweak transition, this shift was an
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analytic crossover as confirmed by non-perturbative ab-initio lattice QCD simulations [12].
Such simulations at vanishing chemical potential reflect the conditions of the early universe,
marked by a negligible asymmetry between matter and anti-matter [13]. In contrast to these
high temperature environments, "cold" QGP phases might exist at low temperatures and high
densities in astronomical dense objects such as the inner cores of neutron stars [14]. Gravita-
tional wave astronomy offers a new possibility to study neutron stars and their mergers [15],
providing a natural laboratory for exploring QCD at high densities. On Earth, measurements
of the QGP have been performed for more than 20 years at LHC [16] and RHIC [17], probing
the features of strongly interacting matter. Together with experiments at FAIR and NICA in
the near future, they map out regions of the QCD phase diagram at high temperatures and
moderate densities and potentially disclose the secret of the existence of a critical endpoint.
I refer the reader to Section 2.6 for a detailed discussion of the phase diagram for QCD at
finite density and temperature.

Phase transitions observed in various systems close to their critical points exhibit a universal
behavior which is independent of the microscopic details of the system. Wilson’s work on
the renormalization group (RG) approach [18-20] explains the remarkable scale invariance of
274 order phase transitions by integrating out (thermal) fluctuations in sequence from small
to larger scales. If the corresponding flow of the coupling constants reaches a (non-trivial)
fixed point, the system became universal and can share the same critical exponents among
its universality class [21]. The concept of renormalization is deeply embedded in quantum
field theories as the Standard Model - the theory which covers all fundamental forces ex-
cept gravity - is renormalizable [22]. Within this framework, the coupling constants, masses
or charges show a strong dependence on the energy scale. As QCD is strongly coupled at
low temperatures due to confinement, perturbative approaches cannot be applied. Lattice
QCD provides a non-perturbative systematic improvable technique to solve QCD numerically.

In this thesis, we explore the parameter space of QCD in temperature, chemical potential
and quark masses using lattice simulations. In Chapter 2 we discuss some thermal features
of QCD and the contributions of the chiral and center symmetry to the structures of the
phase diagram. Chapter 3 includes the concepts of finite temperature field theory and state-
of-the-art lattice techniques for numerical simulations. In Chapter 4, we apply the parallel
tempering algorithm to improve on (super-)critical slowing down associated with 15¢ and 29
order phase transitions in the context of the Columbia plot. In Section 4.1, we calculate the
transition temperature and latent heat with unreached high-precision in the continuum and
infinite volume limit for quenched QCD and study its topological features in Section 4.2.
In Section 4.3 we attempt to pin down the critical quark masses at which the latent heat
vanishes and the transition is of 2" order.

In Chapter 5 we calculate the phenomenologically highly relevant equation of state (EoS) for
physical quark masses at finite density with a novel expansion scheme. We introduce this
method in Section 5.1 using a vanishing chemical potential for the strangeness and extend it
to strangeness neutrality and beyond in Section 5.2.

In Chapter 6 we study finite volume effects of the chiral and deconfinement observables at
vanishing and finite density.

Lattice QCD has been an established scientific field for almost 50 years and has lead to
astonishing discoveries. Therefore, it is important to note that achieving such results as
presented in this thesis is only possible within a smoothly running working group. Hence I
briefly list my contributions to the projects of the Wuppertal-Budapest collaboration:



Deconfinement transition in quenched QCD

I implemented the multiple histogram method and extended it to the correlated case. More-
over, I performed the reweighting and fitting analysis in 5 (and ) to calculate the critical
coupling B, at which the third Binder cumulant b3y vanishes with the secant method. Fur-
thermore, I calculated the latent heat by separating the configurations in hot and cold phases
for which the trace anomaly is evaluated. For this purpose, I determined the minimum of
the Polyakov loop potential by reweighting the histograms to ., which servers as a cut. 1
performed the multi dimensional global analysis of the curvature parameter Ry to extract
its continuum and infinite volume limit and to investigate the systematics. Additionally, I
calculated the discontinuity of the topological susceptibility Ay by assigning configurations
to the confined and deconfined phase by the histogram method described above.

Determination of the critical mass

I generated configurations on JUWELS Booster at FZ Jiilich using the parallel tempering
version of the simulation code Janko. I performed the analysis of the Polyakov loop P and
its susceptibility y, determined the peak with high precision fits by expressing x ((|P])) via
splines and studied its volume and mass dependence. This enabled me to calculate the critical
quark mass in the three flavor theory for temporal extension Ny = 6,8 in the infinite volume
limit. Furthermore I checked the latent heat as function of the quark masses and determined
the critical exponents, which turned out to be less clean observables compared to the peak
of the susceptibility given the current statistics.

Equation of state at finite density from an alternative expansion scheme

I performed the mock analysis which benchmarks various orders of the Taylor method for the
EoS. Furthermore, I wrote programs for the 2d continuum extrapolation using basis splines
in the low temperature region and high temperature region with polynomials in 1/7". Based
on these analyses, I calculated the thermodynamic quantities at finite density such as the
pressure, entropy and energy density in the continuum for which numerical integration and
derivatives were mandatory. I also wrote a program for the hadron resonance gas model for all
needed thermodynamic quantities. All programs were adjusted for the finite strangeness part.

Finite volume effects

I performed the renormalization of the chiral and deconfinement observables and studied the
volume dependence of the chiral transition temperature and its width defined by the peak
of the susceptibility. Furthermore, I calculated the transition line of the chiral transition
temperature at finite density using simulations at imaginary chemical potentials for various
box sizes.
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2 Quantum chromodynamics

In this Chapter I give a brief overview of QCD, the theory of strong interactions. The
focus is set on the underlying symmetries and their features to highlight the motivation of
our thermal studies. Hence, we discuss in detail the chiral and center symmetries, their
corresponding explicit, spontaneous and anomalous breaking, some topological aspects and
a historical outline of the Columbia plot.

2.1 Strong force

At the end of the 19'" and beginning of the 20" century, physicists and chemists discovered
the fundamental properties of matter. The gold foil experiment by Rutherford, Geiger and
Marsden confirmed that atoms contain a positively charged nucleus carrying most of their
masses. Together with the discovery of the neutron by Chadwick, it was clear that an atomic
nucleus is not fundamental, but made of protons and neutrons, bound together by a "strong
force". A successful attempt to describe the binding of protons and neutrons was made by
Yukawa [23], who proposed a force carrier particle - the meson - which is exchanged in a
nucleus. Further experimental progress led to the discovery of more and more particles,
the particle zoo era, whose relation with each other was unclear. The quark model [24]
organized these particles by suggesting fundamental constituents within these hadrons - the
quarks. High energy experiments such as those performed at the Stanford Linear Accelerator
Center or CERN confirmed this assumption by discovering the non-fundamental properties
of protons and neutrons in deep inelastic scattering processes. Together with the indications
of three color charges by measurements of e.g. A~, AT™T Q~ or the hadronic cross section
of ete™ — hadrons, this paved the way for the modern formulation of the strong force:
Quantum Chromodynamics.

2.2 Thermal features of QCD

In this Section I give a brief introduction to QCD and discuss its key features with the focus
on its thermal properties. For further details I refer the reader to standard textbooks such
as [25-28] from which I chose a small selection of topics.

QCD is a quantum field theory based on a non-abelian gauge symmetry SU(3).. The corre-
sponding Lagrange density (Lagrangian) reads

" . a 1 a v
L= wa (Z’yuaﬂ + 97 Tu Ay, — mf) v — ZFWFLQ‘ (2.1a)
f

= ZQ’Z)f (ilﬂ—mf) 1/1]0—%’61" F/WF‘LW (2.1b)
f
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with the gluonic field strength tensor
Ff, = 0, AL — 0,A% + g f**cAb A (2.2)

The T, are the eight Gell-Mann matrices representing the generators of SU(3) and fe°
are the corresponding structure constants. The sum over the Dirac spinors ¢ stands for
the summation over the quark flavors, which are color triplets equally treated in strong
interactions with coupling strength g. It is worth to note that tr F},, F'*¥ results in a gluon
self-interaction, caused by the non-abelian feature of SU(3)..

Confinement and asymptotic freedom

Similar to quantum electrodynamics (QED), QCD is a theory which has to be renormalized
to obtain physical results. This leads to parameters such as the coupling constant which
depend on the energy scale. In contrast to QED, QCD does not feature a Landau pole in the
high energy regime at which the coupling constant diverges. Instead it vanishes for diverging
momenta ) — oco. This phenomenon is called asymptotic freedom and was discovered by
Gross, Wilczek [10] and Politzer [11]. The running of the coupling constant « is shown in
the following equation

9 4m

as(Q7) = bo log(QZ/)‘%QCD>

2
by =11~ 2Ny >0, (2.3)

with Ny the total number of flavors and Aqcp ~ 200 MeV confirmed by measurements [25]
and. It can be understood as a scale at which perturbative QCD breaks down [29], implying
that oy takes on large values. Hence for high momenta or equivalent energy or temperature,
the coupling decreases, in contrast to QED. This is a direct consequence of the gluon self-
interaction which does not exist for the photons. In Fig. 2.1 the remarkable agreement
between experimental (data points) and theoretical results (lines) is shown. Experimentally,
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Figure 2.1: Strong coupling constant «; as a function of the momenta transfer () measured
at different processes including its values at the Z boson mass [30].

it is well known that quarks are bound together and do not appear separately in the low

6



2.83. Center symmetry

energy region in which they form color neutral states. This phenomenon is called confinement,
whose strict analytic proof is still missing. Wilson gave an explanation of this mechanism by
formulating (non-)abelian gauge theories on a discretised space time, laying the foundation
of lattice field theory. By investigating the separation of a static quark anti-quark pair,
he showed in the strong coupling limit (low energies) that large Wilson loops (phase factor
appearing due to the interactions with gluon fields) are heavily suppressed [31]. In Chapter 4,
we come back to this point and discuss the thermal properties of the Wilson loop in the form
of the Polyakov loop in the heavy quark mass region.

Quark gluon plasma

The asymptotic freedom shows that for high temperatures quarks can liberate from their
hadronic bound states due to the decrease of the coupling as. This is a hint for a new state
of matter - the QGP in which the quarks can almost freely move. A first indication for such
a state was found by Hagedorn in 1965 using the statistical bootstrap model [32], predicting
an exponential increase of the number of resonances with the hadron mass. This leads to
a maximum temperature Ty =~ 150 MeV at which the partition function diverges, clearly
showing the limitations of the hadronic picture. This value agrees remarkably well with
the pseudo-critical temperature 7, = 158.0(6) MeV [33] calculated via lattice QCD based
on chiral observables. Experimental studies of the QGP phase have been performed since
approximately the beginning of the current century at LHC [16] and RHIC [17]. It turned out
that the QGP is a highly interacting plasma whose chemical freeze-out temperature agrees
with T, provided by lattice QCD within errors [34]. Chemical freeze-out refers to the stage
in which the composition of the system becomes fixed because inelastic scattering processes
stop. Beyond this point, only particle decays and elastic scattering can take place. To clarify
whether there is a real phase transition from the hadronic phase to the QGP, the underlying
symmetry breaking or restoration pattern of QCD has to be studied.

2.3 Center symmetry

Dropping the fermionic part of QCD, we are left with a pure non-abelian SU(3) Yang-Mills
theory. We call mq — oo the quenched limit, in which the creation of virtual quark anti-
quarks is suppressed due to their infinite mass. In this case, the theory is symmetric under
center transformations Z3 whose elements Z read

Z=z1  with z e {1,eFHm/3), (2.4)
To observe this, we start with a gauge transformation of A,
Au(r,3) = Ap(r @) = 9(7, 2) (Au(r,3) + i0,) g1 (7, 7) (2.5)
with g € SU(3). Both obey periodic boundary conditions in time with periodicity 1/T

A1, %) = Au(t+1/T, %), (2.6)
g(1,%) = g(t+ 1/T, %).

As shown by t’Hooft [35,36], there are also gauge transformations which are periodic up to
a constant h € SU(3) (twisted gauge transformations) [37]

g(t+1/T,%) = hg(T, Z). (2.8)

7
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Performing such a gauge transformation on A, (1 + 1/T,%) — A, (7 + 1/T, %) leads to

At + 1T, %) = g(r + 1/T,7) [Au(1 + 1/T, ) +i0,) g' ( + 1/T, ¥) (2.9a)
= hg(r, @) [Au(1, %) +1i0,] g1 (1, Z) R (2.9b)
= hA,(r,Z)h. (2.9¢)

Obeying the periodic boundary conditions of Eq. (2.6), A,(7+ 1/T,%) = A, (7, Z) implies
fl#(T, x) = hAH(T, Z)ht = [h, A#(T, )] =0, (2.10)

restricting h € Z3, the center of SU(3). From now on we call the center elements Z. Due to
the anti-periodicity of fermionic fields, they transform under twisted gauge transformations
according to

V(T +1/T,%) = )(r + 1T, %) = g(r + 1/T, D)¢(r + 1/T, %) (2.11)
= —zg(1, Z)Y(1, ). (2.12)

Since z = 1 to obey anti-periodic boundary conditions, Z3 is explicitly broken in the presence
of fermionic fields.

Order parameter
The Polyakov loop
L i [T dao Ao (#,20)
P(7,%) = tr Pe'Jo 00RO (2.13)

contains a path-ordered exponential, similar to the gauge transporter sharing the same trans-
formation properties [38]:

. T .
P(r,7) = tr g(1/T, Z)Pe’ Jo deodo(T.20) o (), ) (2.14a)
T .
= tr Z g(0,D)Pe’ o’ dmoAo(@a0) ot ) (2.14D)
= zP(1,%). (2.14c)

Hence the Polyakov loop remains invariant if z = 1, implying that Z5 is spontaneously broken.
McLerran and Svetitsky [39] related its expectation value to the free energy of a single quark
F, [37]

(P) ~ e TalT (2.15)

and showing its sensitivity to deconfinement. If (P) = 0 then F, — oo, implying a confined
phase in which an infinite amount of energy is needed to separate a quark from the system.
In the presence of quarks, Z3 is explicitly broken and the Polyakov loop is no true order
parameter anymore. However, it is still suitable to investigate the QCD crossover by its
relation to Fj; and hence to an entropy. We discuss this in Chapter 6. The spontaneous
breaking of Z3 is associated with a non-vanishing expectation value of the Polyakov loop.
In Fig. 2.2 the real and imaginary part of the Polyakov loop in the confined and deconfined
phases are shown. Measurements of the Polyakov loop are populated around the center
sectors in the deconfined phase.

8
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Figure 2.2: Real and imaginary part of the Polyakov loop in quenched QCD on 483 x 12
lattice. Lef: Confined phase. Middle: At the transition temperature. Right: Deconfined
phase. Data from our study [40].

2.4 Chiral symmetry

Processes described by Newton’s laws or electromagnetism are invariant under parity trans-
formations since the underlying equations have mirror symmetry. Is this a true symmetry in
Nature implying that a mirror-inverted world just shows mirrored processes? The answer is
a clear no. The famous Wu-experiment [41] demonstrates that in weak interactions the W
bosons prefer to couple to left handed particles or right handed anti-particles indicating par-
ity is not conserved. The handedness of a particle should be distinguished in the concepts of
helicity or chirality. They coincide for massless particles but only chirality is Lorentz invari-
ant. In the following we set the focus on the latter which plays a key role for the generation
of the hadron masses. Eigenstates of 75 with eigenvalue 41 are called right-handed and those
with —1 left handed eigenstates. Defining the operators

14 s
2

1—1s

=P, P = 5

Pp = = P}, (2.16)

it is possible to project a quark field v onto its right and left handed components

Y =Pryp  Yr=Pry (2.17)
Y =vPp  Yr=19PPL. (2.18)

Parity transformations P can change the chirality of a quark field as exemplarily demonstrated
for a right handed state. It transforms according to

VR(t, T) = q0¥r(t —7). (2.19)
We can check its chirality by

VY0V R(t, —Z) = —0V5¢R(t, —%) = —YYr(t, —T), (2.20)
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showing that it remains an eigenstate of 5 but with eigenvalue —1 indicating a left handed
state. In the chiral limit the fermionic part of the QCD Lagrangian reads

EF,mf—>O = ’HLUD’U,L + ﬂRilﬁuR + JLilDdL + CZRiIDdR + §LileL + §RZJDSR (2.21&)
=D _vrLilyyL (2.21b)
!
= qrilDqr + qrilqr (2.21c)
with
u
qgq=1d |. (2.22)

(s)
In the following we will take a closer look at a two flavor theory consisting of up and down
quarks and a three flavor theory with an additional strange quark s.
Obviously Eq. (2.21¢) is invariant under unitary transformations acting on the left and right
handed parts separately U(Ny)rx U(Ny)g

ar » Urar,  ar — @ U}, (2.23)
gr = Urar  Gr — GrUY,. (2.24)

The symmetry can be split as U(Nf)LX U(Nf)R = SU(Nf)LX SU(NF)RX U(l)AX U(l)v
and is called chiral or flavor symmetry [38]. It is explicitly broken by finite quark masses:

m, 0O 0
ﬁmass =q 0 mq 0 q (225&)
0 0 mg
= qrmgqr, + Mg + qrmqr, + qrRMYR . (2.25b)

=0 =0

The last two terms vanish according to Eqgs. (2.17) and (2.18) since the product of the left
and right handed projectors is zero Pr - P, = 0 = Pr, - Pgr. The first two terms indicate
that left and right handed parts are mixed which obviously breaks chiral symmetry. But
what happens in the chiral limit, which should be close to the physical point since the light
quark masses are small compared to the QCD scale? Is QCD actually invariant under these
transformations or is there a spontaneous breaking or any anomalies present?
U(1)y transformations
The U(1)y is a global symmetry whose transformations are

q — €, g — ge '@, (2.26)
with the rotation angle a € R and the corresponding Noether current

JH = gy*q. (2.27)

This is a true symmetry in QCD leading to a conservation of the baryon number

B= ;/dgacjo(x) = ;/d%(j(x)'yoq(x) = ;/d?’x (qz(x)qL(x) + q}}(w)QR(ﬂf)) . (2.28)

It is important to note that U(1)y is not necessarily a symmetry of Nature, due to the
significant imbalance of matter and anti-matter in the observable universe.

10
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SU(N{)LxSU(Ny)g transformations

Transforming the left and right handed parts of the quark field ¢ separately, the transforma-
tions read

R/ — €“RE TR, dr/1 — Qrjre " TRT (2.29)

leading to the Noether current

Jur/L = AR/L YT AR/L- (2.30)
Depending on the number of flavors, 7 corresponds to the Pauli matrices ¢ or the Gell-Mann
matrices A
7/2 Np=2
7= |9 e (2.31)
A2 Ny=3.

With Eq. (2.30) we can define a vector and an axial current [42]
Vi=Jdirt i =t AL =Jdir—JiL = s, (2.32)

and rewrite the transformation as SU(Nf)y xSU(Ny) 4.

SU(Ny)y transformations

The SU(Ny)y vector transformations rotate the left and right handed parts of the quark
fields with the same angle &

AT

qg— e"“"q, q— cje_i‘ﬁ, (2.33)

leading to the vector current Vi of Eq. (2.32). For physical quark masses it is an approximate
symmetry arranging for instance the mesons in an octet representation (eightfold way) [43,
44]. In the chiral limit Vafa and Witten [45] showed that the vacuum is invariant under
SU(Ny)y rotations implying the absence of a spontaneous breaking. In the case of Ny = 2
the transformation mentioned in Eq. (2.33) can be understood as an isospin rotation:

a

7w iqoysq, T—>T+dadxXT. (2.34)

The transformation of a 7-like state corresponds to a rotation of the underlying isospin which
explains the approximate mass degeneracy of the isopsin triplet of the m [46].

SU(N¢) 4 transformations

The quark fields transform under SU(Ny)4 as

1ATYs

qg—e q, q— Qeiaf75, (2.35)

since {7y,75} = 0, leading to the axial current A}, of Eq. (2.32). The vector mesons
Q1.1 q 0WYs @ Putd OV 4 (2.36)
can be related to each other by axial transformations Eq. (2.35)

o= Bu+ X @, (2.37)
C_ilp — 61# +a x p_:u, (2.38)
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implying that their mass should be nearly identical [46]. However, the measurements of the
masses yield m, = 770 MeV and m,, = 1260 MeV. The following questions arise: Where does
the mass difference of these mesons come from? Is the main driver the explicit symmetry
breaking due to finite quark masses in Nature? It can be shown that this symmetry is just
slightly broken by physical quark masses implying that the axial current is almost conserved,
also known as Partially Conserved Axial Current (PCAC) [47]

(0] " A% |m°) = — frm25™Pe 14", (2.39)

So the divergence of the axial current depends on the pion decay constant f; and the pion
mass my. According to the Gell-Mann-Oakes-Renner relation, the latter can be related to
the light quark mass [25,48]

2 Mu + mg
" TE
Hence, pions are massless in the chiral limit and can be identified as the Goldstone bosons
due to the spontaneous breaking of chiral symmetry. Their small masses compared to other
hadrons arise from the explicit breaking caused by the finite light quark masses.

To summarize: The significant mass difference of the p'and a@; cannot be understood by the
explicit symmetry breaking. Instead it must come from the spontaneous symmetry breaking
[46,49].

(2.40)

m

U(1) 4 transformations

If U(1) 4 were actually realized in Nature, we should expect a parity doubling of the baryons
[26]. This is not the case and hence one could assume that this symmetry is also spontaneously
broken, leading to another Goldstone boson similar to the case described in the previous
paragraph. Restricting this short discussion to Ny = 2, the associated Goldstone boson
should have a similar mass as the w. The possible candidate 7 is too heavy and its mass can
be well understood by the explicit breaking of SU(3) 4. It turns out that U(1) 4 is broken by a
so-called anomaly, which is another type of symmetry breaking. This gave rise to important
discoveries regarding instantons, insights on the structure of the QCD vacuum and the 7’
mass. The following discussion is based on [42,50,51] to illustrate what Callan, Dashen and
Gross could mean by suggesting instantons as a driver of chiral symmetry breaking [52].
Under U(1)4 the quark fields transform according to

q — e g, g — ge e, (2.41)

with the Noether current

JE = 7" 5q. (2.42)
This current is conserved classically, but not on a quantum level. In the context of QED, Adler
[53], Bell and Jackiw [54] calculated the corrections to JE' perturbatively to understand the
neutral pion decay into two photons 7° — 2v. This process should be suppressed as proposed
by Veltman [55] and Sutherland [56] using current algebra methods. As demonstrated by
Fujikawa [57] the measure of the path integral changes under Eq. (2.41), leading to a non
vanishing divergence of the axial current which can be written in the chiral limit as [50]

92
Oult = —Ny -

— trF* E,,. (2.43)

Integrating this equation gives a non zero value since surface terms are relevant in QCD
through its topological distinct vacua which are specified by instantons. In other words, the
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QCD vacuum state is not unique, instead it is a superposition of vacua due to the periodicity
of the gluonic potential. This has to be taken into account in our analysis of the ground state
since tunnel processes between these states could lower its energy. How can we distinguish
vacuum states for a given gluonic configuration? They are specified by the axial charge,
whose change can be calculated by integrating Eq. (2.43) over the full spacetime:

Qs(t — +00) — —00) = ~ [ autn,
5 OO) Q5(t—> OO) AQs dx Nf167r2

tr MYy = 2N Qs (2.44)

Q: is called topological charge and has a direct connection to the zero modes of the Dirac
operator, a special case of the Atiyah-Singer index theorem. To illustrate this, we start with
the following eigenstates of the Dirac operator

PPy = Ay, iDysx = —Aysta, (2.45)

implying that these states are orthogonal if A # 0. With Eq. (2.42) they can be used to
rewrite the change of the axial charge to [51, 58]

AQs = / dz*a,, (J1) (2.46a)
= Nf/daflc?utr [S(x, x)vus] (2.46b)
i
= Ny / da?0,tr [Z %’y“%} (2.46¢)
A
i
= Ny / dzttr [Z Mzm] (2.46d)
—~ A
— N, / da' 2 tr [ Youhns| (2.46¢)

First, the expectation value of the axial current for a given gauge configuration can be related
to the Dirac propagator S(z,x). Then it is expressed in the spectral representation in terms
of its eigenfunctions. Due to the orthogonality shown in Eq. (2.45), only zero modes have a
non zero contribution leading to

AQ5 = 2Nf(nL — nR) — Qt =Mnr —NRg, (2.47)

with ny, as the number of left handed and ng of right handed zero modes. Zero modes play
a crucial role since they are related to the chiral condensate according to the Banks-Casher
relation [59]

(@a) ~ p(A — 0). (2.48)
Here p(\) is the spectral density of the Dirac operator. To summarize: Since U(1) 4 is broken
(anomalously), there is a non vanishing expectation value of the chiral condensate which
breaks chiral symmetry [58]. It is worth to note that the anomalous breaking of U(1)4
clarifies why the 1’ meson does not belong to the octet representation of mesons in Ny = 3.
It consists of u,d, s quarks, but is roughly 60% heavier than its isosinglet partner n. The
Witten-Veneziano equation [60,61]

(@) _ f2
X§ = v = oN; (mg + m%, - 2m§<) , (2.49)
gm0 Sz o (2.50)

Xt - 2Nf mn’?
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Chapter 2. Quantum chromodynamics

with V indicating the space-time volume, relates the topological susceptibility of quenched
QCD x{ to the masses of the n, 7’ and the K. Eq. (2.50) results from the chiral limit which
makes the n and K massless. Both equations highlight that the 7’ is not related to the meson
octet and hence SU(3) 4 is spontaneously broken and not a unitary symmetry which should
lead to nine Goldstone bosons instead.

It is important to note that the topological charge contains tr F* F, v, Which is a pseudoscalar
not invariant under C'P transformations. Since there is no reason why (massive) QCD should
obey C'P symmetry, a term of the form

Lo~ 0 trF™E,,, (2.51)

can be added to the Lagrangian. The present experimental status of the measurement of the
neutron electric dipole moment sets an upper limit for § < 1079 [62]. Since 6 € [0,27), the
question arises why 6 is so small. This is known as the strong C'P problem. In Section 4.2 we
study the topological features of quenched QCD and investigate the impact of a C'P breaking
0 term on the deconfinement transition.

Order parameter

The order parameter to investigate chiral symmetry breaking is the chiral condensate

(29) = (Grar + qLaR) - (2.52)

In the chiral broken phase it takes on a non-vanishing expectation value induced by the
spontaneous and explicit chiral symmetry breaking and by the anomalous U(1),4 breaking.
Recent lattice studies such as [63,64] try to quantify the contribution of the latter to the
chiral observables. A key challenge is the proper implementation of chiral symemtry on the
lattice for which staggered fermions seem to be less appropriate causing large cut-off effects
compared to Moébius domain-wall fermions (see Appendix of [63]). The effect of the possible
U(1)4 restauration could give insights to the Columbia plot, which is discussed in the next
chapter.

2.5 Phase diagram in the mass plane

In the last Sections we discussed the explicit, spontaneous and anomalous breaking of chiral
symmetry and the features of center symmetry breaking related to deconfinement. Both
are explicitly broken by finite quark masses, which work as symmetry breaking variables
in analogy to an external magnetic field in the case of spin models. Depending on their
exact values, the order of the thermal transition can change. First attempts to classify the
corresponding phase diagram as a function of the quark masses were performed on coarse
lattices by the Columbia group [65]. Hence this phase diagram is often referred as Columbia
plot in the literature and is still under investigation due to the enormous computational
challenges it provides.

2.5.1 Upper right corner of the Columbia plot

For infinite quark masses, QCD is reduced to a pure gauge theory. In the strong coupling
limit, early studies showed the equivalence of the pure SU(3) gauge theory to 3d spin systems
which are also invariant under Z(3) transformations [66-68]. Mean-field analysis and the
absence of renormalization group fixed points indicate that such systems feature 15% order
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2.5. Phase diagram in the mass plane

phase transitions [68,69]. These are strong arguments for a 15* order phase transition in
SU(3) gauge theories, but no strict proofs. Early lattice studies such as [70,71] supported
these assumptions by observing hysteresis of the order parameter. Interestingly, Ref. [72]
showed an increasing correlation length with the volume which is a typical sign of 2" order
phase transition. However, finer lattices and larger volumes confirm a weak 15° order nature
accompanied by a high correlation length [73,74]. A key feature of a 15* order phase transition
is a non-vanishing latent heat. Similar to the work of the WHOT collaboration [75,76] we
could calculate the latent heat in the continuum and thermodynamic limit, and found small
values highlighting the weak 1% order nature in the context of SU(N) theories [77].

Finite quark masses explicitly break the global Z(3) symmetry and weaken the transition
until the latent heat vanishes at the critical quark masses. These are endpoints of the 15t
order phase transition and should be in the same universality class as the 3d Ising model
or Z(2) spin systems sharing the same critical exponents [78]. This assumption is supported
by [79], in which the authors demonstrate that the Z(3) symmetric 3d three state Potts
model with an external ordering field and the 3d Ising model are in the same universality
class. Various techniques based on matrix models [80], Dyson-Schwinger methods [81], lattice
results by reweighting from quenched QCD [82], hopping parameter expansion [83,84] or using
the parallel tempering algorithm [85] have been used to study criticality in the heavy mass
region. Severe cut-off effects [84] and critical slowing down pose a numerical challenge, making
these investigations computationally expensive. So far a continuum limit of the critical quark
masses is missing, but there is a good agreement between the aforementioned studies.

ms

Ny =2

® Physical point

%‘s

Zy

)

7

(0.¢]

m

Ny =2

ms

tric
s

O(4)

UQ2)r

U2)r

® Physical point

Z

]

g

Crossover Crossover

Z

0 My,d 0 My,d

Figure 2.3: Possible phase diagrams of QCD at pp = 0 depending on the degenerate light
quark mass m,, 4 and the strange quark mass mg. Plots from [86].

2.5.2 Left side of the Columbia plot

The linear o-model is an effective scalar field theory for QCD at low energy describing inter-
actions of pions and scalar mesons. Depending on the exact definition it includes complex
scalar fields coupled by quartic interactions and resulting massless = and massive o fields due
to the spontaneous chiral symmetry breaking. Originally proposed by Schwinger [87] and
used by Gell-Mann and Levy [88] for nucleon-7 interactions, Pisarski and Wilczek applied
the most general renormalizable formulation of the linear o-model to investigate the order
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Chapter 2. Quantum chromodynamics

of the thermal phase transition by fixed point analyses [89]. Therefore, the S functions in
4 — e dimensions which specify the coupling parameters on an energy scale, are expanded in
leading order in e. For Ny = 3 in the chiral limit the transition should be of 15 order due to
the absence of an infrared stable fixed point. It is important to note that this statement is
true for € < 1 which is clearly not the case since ¢ = 1 to match a 3d theory. Nevertheless this
strategy led to successful predictions of the type of antiferromagnetic phase transition for e.g.
Cr and Eu [90]. On the other hand, a recent study [91] based on functional renormalization
group (FRG) flow analysis favors a 2"d order phase transition.

The possible restoration of U(1)4 could have a crucial impact on the phase transition, espe-
cially in the case of Ny = 2. Here we distinguish the two cases: 1) U(1)4 is broken (right
panel of Fig. 2.3) and 2) U(1) 4 is restored at the chiral restoration temperature 7' ~ T, (left
panel). The order parameter of the chiral symmetry breaking is the chiral condensate which
is symmetric under U(2), X U(2)g transformations. In the 1) case, U(1)4 can be removed by
restricting the transformations to SU(2) 1, X SU(2) g, which are locally isomorphic to O(4) [92].
Therefore a 2°d order phase transition with O(4) critical exponents is expected or at least
possible [92-94].

In the 2) case, U(1)4 is "effectively" restored. Since it is always broken by the anomaly, it
can be only "effectively" restored implying that instantons are suppressed making the 7 light.
A restoration of U(1)4 extends the chiral symmetry which could lead to a 1% order phase
transition [89]. Similar to the heavy quark case mentioned in the previous section, the 15
order region should be surrounded by Z(2) critical lines [78]. On the other hand, a high-order
field-theoretical perturbative study [95] indicates a 2°¢ order phase transition but not in the
O(4) universality class, whereas a FRG study [96] suggests O(4) critical exponents [97]. To
summarize, the order of the phase transition for Ny = 2,3 in the chiral limit is still unclear
and first principle methods such as lattice QCD are needed to explore its nature.

Direct lattice QCD simulations for vanishing quark masses are hindered due to the appear-
ance of zero eigenvalues which make the inversion of the fermion matrix impossible. Hence
a suitable strategy is to simulate at small quark masses and then extrapolating to the chi-
ral limit. Early studies on N; = 4 such as [98,99] using unimproved staggered and Wilson
fermions predict a 15 phase transition for Ny = 3. These findings are supported by [100]
where improved Wilson fermions and N; = 6,8 are used and the critical endpoint is deter-
mined. A more recent study by the hotQCD collaboration using the HISQ action on N; = 6
lattices does not detect a 15 order region and estimates an upper bound for the pseudoscalar
critical mass mpg < 50 MeV [101].

Similar statements can be drawn for Ny = 2, where unimproved staggered such as [102] or
Wilson studies [103] see hints for a 15 phase transition and differ for m§g by a factor of 10.
It is obvious that for Ny = 2,3 cut-off effects are large and distort the picture of the possible
phase transitions.

Another approach is to simulate a 241 flavor theory as done by hotQCD [104] with a physical
strange quark mass and then extrapolate to m; — 0 using the scaling relations for e.g. the
temperature [97]

To(my,ms) = To(0,mg) + A(mg)m)’?  T.(0,mP™®) = 13273 MeV. (2.53)

As mentioned above, the possible critical scaling is unclear and the corresponding exponents
in the case of O(4), O(2) or Z3 are very close to each other. Hence the authors of [104] in-
vestigated the systematics by swapping continuum or chiral limits and using different critical
exponents and linear extrapolations for the infinite volume limit.

Let us assume that U(1) 4 remains broken and we face the scenario shown on the right panel
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2.5. Phase diagram in the mass plane

of Fig. 2.3. If the order of the phase transition changes from 2°¢ for N 7 =2 to 1°* order for
Ny = 3 (surrounded by Z5 critical lines), then there must exist a tricritical strange quark
mass mi¢ at which the 1% order and the 2" order curves intersect. If ms < m¥¢ then we
face 15 order phase transition in the chiral limit. This scenario can be translated in the same
manner to 2 < N}ric < 3. Furthermore there is a three state coexistence at T, with (¢1)) =0

and + (¢np) # 0. The latter arises from the possible transformation m; — —m; due to the
symmetry of the Columbia plot which causes a sign flip of the condensate [86].

The situation is similar for the left panel of Fig. 2.3 for which U(1)4 is restored. Due to
the absence of a chiral transition for Ny = 1 and a 15¢ order phase transition for NV =2 a
tricritical number of flavors has to exist 1 < N}ric < 2 [86].

Looking for tricritical scaling windows is a promising strategy because the tricritical ex-
ponents are known and do not need to be determined. So far the accuracy is not suffi-
cient to distinguish the possible scenarios of Fig. 2.3 [97]. There is no need to restrict the
search for tricritical scaling on the quark masses. Instead on the lattice the parameter space
{B,am, N¢, N} (implying that the infinite volume limit is taken) can be explored. Due to
the rooting of the determinant, simulating a non-integer number of flavors to find N}ric can
be easily done using staggered fermions [105] by keeping N; fixed. The Frankfurt group
provides an extensive study exploring the critical surfaces in this large parameter space for
which they find N}riC(Nt = 4) = 1.719(24) and N}riC(Nt = 6) = 2.23(8) indicating an in-
crease with IV; [86]. This means that on coarse lattices with N; = 4 a 15 order scenario is
favored in the two flavor theory Ny = 2, whereby finer lattices suggest a 27d order transition
in the continuum. By projecting the critical surfaces on the (am, Ny) plane, they determine
N{T¢(Ny) by investigating possible tricritical scaling. On Ny = 4,6,8 and Ny = 5,6,7 using
unimproved staggered fermions they find N/M(Ny) < oo for Ny € [2,6] which implies that
fine lattices with N; > N{Ti¢ show crossover leading to 27d order phase transitions in the chiral
and continuum limit. These findings have a crucial impact on the Columbia plot updating it
to Fig. 2.4.
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Figure 2.4: Columbia plot as predicted by the Frankfurt group [86]. Figure is also taken
from this paper.
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So far we can conclude that recent lattice studies favor the scenario with a 2" order phase
transition for Ny = 2 and finer lattices indicate a shrinking 15¢ order region in the case of
Ny =3[86,101,106]. These scenarios are compatible with a 27d order phase transition along
the mg axis of Fig. 2.4 whose universality class might change.

We realize that first principle methods such as lattice QCD are indispensable to obtain
correct and model independent results. For this purpose full control over the systematics
such as a reliable continuum limit are mandatory. Nevertheless, effective theories or low

energy models remain an important tool, especially for regions which are not yet accessible
by lattice QCD.

2.6 Phase diagram in T-pp plane

In the last Section we discussed the current status of the QCD phase diagram in the mass
plane. Especially the order of the phase transition in the chiral limit remains an open question.
However, Nature presents us small but finite quark masses representing a single point in the
Columbia plot. Hence neither chiral nor center symmetry breaking or rather restoration are
completely realized due to their explicit breaking by finite quark masses. Nevertheless, chiral
symmetry is suitable to investigate the thermal properties of QCD due to its approximate
Nature as discussed in detail in Section 2.4.

The possible different phases of strongly interacting matter are usually presented as functions
of temperature and baryonic chemical potential pp as shown in Fig. 2.5. The latter indicates
a grand canonical ensemble, which allows a finite net-baryon number. QCD is symmetric
under up — —pup, whereby negative values of the chemical potential correspond to a finite
net amount of anti-baryons.

The Phases of QCD

Quark-Gluon Plas ma
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100 Critical

Point

Temperature (MeV)
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Figure 2.5: Schematic QCD phase diagram as a function of baryon chemical potential up
and temperature 1. The collision energies of various experiments such as the BES-II scan
program at RHIC are pointed out. Figure from [42].

What do we know for certain about the phase diagram? For low temperatures and chemical
potential we are in the confined or hadronic phase. The system can be well described by the
hadron resonance gas model (HRG) which takes possible inelastic interactions as resonances
of the hadrons into account. Under extreme conditions of high temperature, chemical po-
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2.6. Phase diagram in T-up plane

tential or magnetic field, the system is too energetic as it can be described by the hadronic
picture. The constituents are no longer locked in the confined phase, instead they start to
liberate, freely move and form a highly interacting state of matter - the QGP (recall Sec-
tion 2.2). This transition at up = 0 can be investigated via lattice QCD. It turned out
that there is no sharp transition temperature, instead we face a transition region in which
the chiral observables rapidly change [12]. The discovery of a so-called crossover has had
crucial consequences for our understanding of the early universe, since the small asymmetry
of baryons and anti-baryons implies a negligible up [13]. So far, direct lattice simulations at
finite density are hindered due to the sign problem. By performing simulations at vanishing
(recent results e.g. [107]) or purely imaginary pp, the sign problem can be circumvented
and results at finite and real chemical potential can be obtained by Taylor expansions. The
imaginary up method allowed us to calculate the transition line T.(up) of the crossover with
unreached high precision. These computations up to pup ~ 300 MeV showed no sign of crit-
ical behavior [33]. Notably, these results are close to the chemical freeze-out temperatures
Ten calculated via a comparison of HRG model predictions to experimental results [108] (red
points of Fig. 2.5), which agrees with the expectation that Ty, < T, [109,110].

The vacuum state at zero temperature and chemical potential is free of baryons. Increasing
up corresponds to adding energy to the system until the baryon number jumps discontin-
uously to finite values. The transition from the vacuum to the macroscopic nuclear matter
density ng ~ 0.16 fm =3 is of 1% order at ug ~ my — 16 MeV ~ 922 MeV and T' = 0, the
nucleon mass my minus the nucleon binding energy [111]. The so-called nuclear liquid gas
transition has been extensively studied theoretically using e.g. Hartree-Fock methods [112]
or more recently with the quantum van der Waals HRG model [113] or an effective lattice
field theory [114]. Increasing the temperature weakens the 15 order phase transition (exper-
imental evidence at e.g. [115]) until the latent heat vanishes at a critical endpoint 7, ~ 20
MeV and p% ~ 900 MeV which is confirmed experimentally [116,117].

The detection of gravitational waves of neutron star mergers as first measured by LIGO [15]
opens a new possibility to study very dense astronomical objects which correspond to high
- The high densities present in the inner core of such objects could lead to a QGP phase
at low temperature and high chemical potential. Such a "cold" QGP phase is expected due
to the assumed chiral symmetry restoration at high up caused by screened color interac-
tions [111]. Recent studies such as [118,119] simulate neutron star mergers, suggest signals
in the spectrum of gravitational waves to identify the transition from hadrons to quark
matter and propose a 15* order phase transition. At high up, exotic phases such as color-
superconductivity could appear, in which a color neutral (gq) quark condensate could form
which breaks color symmetry [120]. So far, no experimental evidence is found yet, which
could change in the future due to the observation of gravitational waves of e.g. neutron star
mergers. For a review of color superconductivity see [121].

Following both axes separately: 1) There is evidence for a smooth crossover transition at
pp = 0 in the high temperature region [12]. 2) On the other hand, there is a real phase
transition expected for low temperatures beyond the value of the chemical potential for the
nuclear liquid gas transition due to the expected restoration of chiral symmetry. Calculations
based on Nambu-Jona-Lasinio or linear sigma models such as [122] or random matrix mod-
els [111] predict a 1* order phase transition. It is important to note that these are strong
arguments but no strict proofs since first principle lattice QCD simulations at high density
are still hindered by the sign problem. It follows from these arguments that the 15¢ order
transition line starting at some high up and 7" = 0 has to end in a critical endpoint, since
the transition turns into a crossover at vanishing chemical potential.
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Chapter 2. Quantum chromodynamics

To summarize: There are good reasons to assume the existence of a critical endpoint in the
T-up plane separating the hadronic from the QGP phase, but clear proofs are still missing
- both theoretically and experimentally. Heavy ion collision experiments at RHIC or in the
future at FAIR and NICA, or the observation of neutron star mergers together with the
theoretical development of lattice QCD methods at finite density could disclose the secret of
the existence and location of the critical endpoint in the near future.
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3 Methods

A remarkable feature of QCD is the strong coupling in the low energy region which hinders the
application of perturbative approaches. By investigating confinement on a discretized space
time, Wilson laid the foundation of lattice QCD [31] which soon turned out to be suitable
to study non-abelian gauge theories numerically as shown by Creutz for SU(2) [123,124]. In
this chapter I want to briefly discuss some key concepts of (thermal) lattice QCD with the
focus on staggered fermions, the introduction of a chemical potential and its consequences as
well as the basics of (rational) hybrid monte carlo methods. For this purpose I chose some
selected topics of textbooks such as [25-28,38,125] and my Master thesis [126].

3.1 Finite temperature field theory

The concepts of statistical physics pave the way for calculations of many-body systems at
finite temperature. We start with a short introduction to (fermionic) thermal field theory,
sketch the derivation of a path integral representation of the partition function for fermionic
oscillators and extend it to Dirac fields. The following discussion is based on [125,126].

Starting from the definition of the partition function of a canonical ensemble with Hamilto-
nian H
A A N 2 N A
Z =tr (e_BH) = tr (e_TH) = lim tr (H e#) = lim tr (H e_ATH> , (3.1)
N—o00 el N—o0 el

the path integral can be derived by slicing the exponent in N pieces. The limit is necessary
to use the Trotter decomposition and evaluating the separated kinetic and potential part of
H on corresponding (conjugate) position and momentum eigenstates.
To derive an expression of the partition function for fermions, we begin with a fermionic

oscillator whose Hamiltonian reads H = w(afa — 1/2). Then the partition function can be
obtained according to

Z =tx (e7P1) = (0] e (0) + (1] e 1), (3.2)

which can be written in the path integral representation by using anti-commuting Grassmann
numbers ' and 1. The creation and annihilation operators obey the anti-commutation
relations

{a,ay =0={a%,a"},  {a,al} =1, (3:3)

with the following eigenstates
Wy =e 0y = aly) =vv), (3.4)
W= e = (al= (el (3.5)
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and a vacuum state defined as @|0) = 0. Exploiting some features of Grassmann numbers
such as [125]

[ dwlave " ) (] = 1 (36)

[ dutdge " (=gl ) = 0l o) + (e ) —w e (37)

the path integral representation of the partition function for the fermionic oscillator reads
7= lim / Ayl dyy ... / dypidyy e (3.8a)
—00
B dyp(T
= [ Dl e)Du(m) e (— [Car (v 4 (wm,wm))) . (38D)

with the action

o A72(¢z+1¢1+1 ¢Z+H(¢Z+1,wi)). (3.9)

It is important to note that the Grassmann variables fulfill antiperiodic boundary conditions
$(8) = —(0) and ¥ () = —41(0).

Now we generalize these results by identifying the Grassmann numbers as Dirac field operators
(1) = (7, Z) and ¥T (1) — (1, &) which obey the anti-commuting relations in analogy to
a and a' of Eq. (3.3)

{(7,2),¢(r,§)} = 0 = (¥ (7, 2), 4 (r, i)}, (3.10)
{v(r,2),ip! (1,9} = i6(Z - §), (3.11)

where Dirac indices are suppressed. First we note that the Hamiltonian density can be
calculated by a Legendre transformation of the (free) Lagrangian

H =70y — L (3.12a)
oL

2 zb)aw (7,0 — m)y (3.12b)

= (=i 0* + m), (3.12¢)

and rewritten to the Hamiltonian in the field operator language
= / Az (r, &) (i B + m)y(r, 7). (3.13)

Ignoring the temporal and spatial integrals, the exponent of Eq. (3.8b) at the operator level
with v := (7, %) and ¥' := ¢! (r, ¥) reads

P1Orp + P(—iy O + m)y = P(00r — iv" Ok + m)y (3.14a)
=Lk (3.14b)
— (7 — ir), (3.14c)

leading to the partition function of the free Dirac theory at finite temperature
_ B 3
7z = / D7, 7)Di (7, 7) exp | — / dr / AL ) . (3.15)
0
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It is convenient to rewrite L using the Euclidean version of the Dirac matrices

w=2" af=-i*  with  k=1,23, (3.16)
obeying
{757 ’YI/E} = 25/1#7 VZ’E = fy'u, 9 (317)
leading to B
Lg= @ZJ('Yuau +m)y, (3.18)

with v, = 5 . As before, the fields obey the antiperiodic boundary conditions ¥ (f3,Z) =
As stated in Eq. (3.14c), by extending the temporal dimension to the imaginary axis 7 — 7
the Euclidean Lagrangian L can be obtained by its Minkowski version £ - a procedure which
is called Wick rotation.

3.2 Lattice QCD

In the last Section we derived the path integral representation of the free Dirac theory at
finite temperature. But QCD is a non-abelian gauge theory based on SU(3). which makes
the replacement of 0, with its covariant version D, necessary. Hence interactions between
fermionic and gauge fields (recall Eq. (2.1b)) are inevitable. The full path integral of QCD
with quarks and gluons cannot be solved analytically (yet). Discretizing space time on a
3d+1 hypercubic lattice A, we are left with a finite number of integrals giving access to the
powerful tool of Monte Carlo methods to solve them numerically. This Section is mainly
based on [38,127,128].

3.2.1 Gauge action

It is convenient to place the fermionic fields on the sites of the 4d lattice which are connected
by the so-called gauge links U,(n), where n is a point of the space time lattice. They are
needed to enforce gauge invariance to relate quark fields at neighboring lattice sites n and
n + fi. This is important for the discretization of the (covariant) derivative in the fermionic
action. The following expressions which appear in the symmetric difference quotient with
g(n) € SU(3)

D)+ p) = v(n)g'(n)g(n + p)(n+ f), (3.19)

d(n)p(n — ) = P(n)g'(n)g(n — p)(n — f), (3.20)

are obviously not gauge invariant. By introducing U,(n), we end up with gauge invariant
expressions

P()Uu(n)(n + 1) = ¥(n)g" (M)Tn(m)g(n + @)(n + ), (3.21)
b(n)Uf(n = p)v(n — ) = d(n)g" ()T (n = p)g(n — p)v(n), 3.22)

if the gauge link transforms according to
Uu(n) = Uu(n) = g(n)U,(n)g' (n + ) (3.23)
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In continuum QCD the generalization of such an object is known as parallel or gauge trans-
porter or Wilson line [25], whose lattice version between neighboring points takes on the
form

U, (n) = ela94u(m), (3.24)

a corresponds to the lattice spacing and A,, are the gauge fields appearing in Eq. (2.2). These
gauge links enable us to construct the smallest non-trivial closed loop, the so-called plaquette

Pun)=U,(n)U,(n+ p)U_,(n+ p+0)U_,(n+ D)
= Uu(n)U,(n + p)UJ(n + 2)UJ(n), (3.25)

with which a possible discretization of the continuum gauge action

1
S = / dale = / Aot Fiu Fi, (3.26)
can be written as
SalUl=8>_> (1—-Retr Py/3). (3.27)
neA p<v

The discretization effects are of O(a?). By Taylor expanding the plaquettes, gauge links and
fields and the usage of the Baker-Campbell-Hausdorff formula, it is possible to show that the
continuum version of Eq. (3.27) is Eq. (3.26) in the limit @ — 0 and 3 = 6/¢? [127]. Obviously
the discretization of the gauge action is not unique which allows us to add and change terms
of the discretized gauge action as long as the correct continuum version is matched for a — 0.
Lattice artifacts are caused by terms that only vanish in the continuum limit and hence
are present at finite spacing. A suitable strategy to reduce these artifacts is the so-called
Symanzik improvement [129,130]. In this approach, further terms are added to the action
including "extended" plaquettes of length 6a R,

Ssym. =B Y_ > (coRetr(1— Pu)+ciRetr (1—Ry)). (3.28)

neA p<v

The coefficients can be calculated at leading order in lattice perturbation theory. At tree-level,
one obtains the coefficients co = 2 and ¢; = — 45 [127].

3.2.2 Staggered fermions

So far we discussed the implementation of an improved gauge action on the lattice. Adding
quarks is not such a straightforward task. For our thermal studies in the physical point
a proper realization of chiral symmetry is important. According to the Nielsen—Ninomiya
theorem [131-133], there is always a price to pay when fermions are discretized on a lattice.
The most important statement of this theorem for our thermal studies is the impossibility to
implement a doubler-free discretized version of fermions obeying chiral symmetry. Staggered
fermions provide a computationally "cheap" possibility to significantly reduce the number
of doublers by keeping a remnant of chiral symmetry. The following discussion is based
on 38,126,128, 134].

Naive discretization of the fermionic action and doublers

Let us first start with the continuum Euclidean fermionic action
Sp = /dx‘%(’mD“ + m)i, (3.29)
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which can be straightforwardly discretized as

4 n)p(n 4 ) — Ul(n — p)(n — fi
)(Z%m e+ ) = Ut = e~ 1)
pn=1

Spl, v, U] =a" Y (n

neA

+ mw(n)) . (3.30)

with the the symmetric difference quotient leading to O(a?) (cmp. to Egs. (3.21) and (3.22)).
The 4d integration on the lattice is introduced as a* > nea With a; = a. The quark propagator
can now be calculated by a discrete Fourier transformation and reads in the free case (U, = 1)

[38]

ml — i ZL'Y sin(sua)
S(p) = S T (3.31)
m2+ I — i

The sin? (pua) leads to 15 additional and unphysical poles, although only one single fermion
should be described. These so-called doublers are present at any finite spacing and hence
cause an incorrect continuum limit. In the chiral limit these poles are all located in the first
Brillouin zone (momentum p, € [—7/a,m/a]) and are a natural consequence of the lattice
formulation and discrete Fourier transformation. There are several methods to handle the
inevitable appearance of doublers on the lattice, e.g. Wilson or staggered fermions - all with
their own advantages and disadvantages. We focus here on the latter which are suitable to
study finite temperature QCD in the physical point due to their low computational costs and
remnant of chiral symmetry.

Staggered transformations

The main idea of staggered or Kogut-Susskind fermions [135] is to transform ) and 1 in
such a way that the action Eq. (3.30) is identical for all four Dirac components [38]. Keeping
only one of them leads to an action without Dirac structure and thus to a reduction from 16
degrees of freedom to 4. This is achieved by the transformation

P(n) =11ty (n), (3.32a)

b(n) = p(n) vy 37, (3.32b)
where the -matrices are in their Euclidean representation (recall Egs. (3.16) and (3.17))
and nq,...,n4 are the components of n. This obviously mixes the space-time and Dirac
indices and leaves the mass term invariant. The kinetic part contains terms of the form
&(n)'yuU u(n= 1), whereby the v, can be interchanged with the remaining y-matrices which
are present after staggered transformations Egs. (3.32a) and (3.32b). The resulting sign
depends on the direction /i and is taken into account by 7,,, which replaces the ~, of Eq. (3.30).
The resulting action reads

- - 4 n(n+ ) —Ul(n — p)n— o)
Sl U] = o' X 9y (me Ul + Y= A Z PRy
neA =1
’ (3.33)
and 7, takes on the values
m(n) =1 (3.34a)
n2(n) = (=1)™ (3.34b)
n3(n) = (—1)" 1" (3.34c)
na(n) = (—=1)mrnzems, (3.34d)
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Due to the fact that Eq. (3.33) does not include +,, it has the same form for all Dirac
components. Keeping one of them makes it possible to avoid the Dirac structure and to
express the action in terms of the remaining Grassmann fields ¥ and x whose color indices
remain suppressed:

4 n)x(n+p) —Ul(n — p)x(n — i
SeltonU] = a' Y x(n) (Z m(n)Uu( )x(n+p) —Ul(n— p)x(n—f) +mx(n)>
p=1

nel 2a
(3.35a)
=a' 3 x(n (Z oty P = O mék’nﬁmék’n) x(k)
e (3.35b)
=at Z X(n)Mp(nlk)x(k). (3.35¢)
nkeA

Which symmetries are encoded in the staggered action Eq. (3.35a) and how many quarks are
actually taken into account? Let us restrict the following discussion to the free case U, =1
for simplicity. Mixing Dirac and space-time indices indicates that the Dirac structure can
be restored in Eq. (3.35a), such that the staggered action is a Ny = 4 flavor theory. This
can be achieved by a reduction of the Brillouin zone by dividing the primary lattice into 4d
hypercubes of unit-length. Then the sum over all lattice points is replaced by a sum over the
hypercubes and their corners [136]. However, under the assumption that the lattice has an
even number of points in all directions, the new quark fields are given as [38]

1 S S
9(2)ar = 3 > (25 ) e X (22 + 5), (3.36)

S

with
ny =2z, + Sy, 2z, =0,1,...,N,/2 — 1, sy =0,1. (3.37)

Here z, denotes the corresponding hypercubes with corners s, whose origins have a distance
of 2a. The index « in Eq. (3.36) is the Dirac and ¢ is the so-called taste index t = 1,2, 3,4.
Now the action can be rewritten with the quark fields as [38] (U,(n) = 1)

Srlg,ql = (2a)* ) (mtr ) + Ztr - aztr 2)v5Auq(z )%ﬁs)) :

z
(3.38)
Since the sites of the lattice are now separated by 2a, the derivatives in the above equation
read

A~

q(z+ ) —q(z — )

- N q(z + 1) — 29(2) + (2 — i)

VMQ(Z) = 4@2

(3.39)

The last term in Eq. (3.38) mixes the tastes of ¢ and ¢ whereby the first two terms are diag-
onal in taste space. The so-called taste breaking term vanishes only in the continuum limit
and hence represents another (unwanted) lattice artifact. In the case of a "mild" or almost
absent taste breaking, a staggered fermion flavor describes 4 nearly degenerate continuum
fermions. This leads to the rooting practice in which one takes the fourth root of the fermion
determinant to eliminate the contribution of the doublers (see below Eq. (3.40b)). To illus-
trate this we integrate out the fermionic part of the partition function with the staggered
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action Sr of Eq. (3.35¢) and restrict the discussion to a (continuum) one flavor theory
Z = / DUDYDxe SrxUl=S¢ (3.40a)
- / DUdet Mp(U)e™ %6 — / DU (detMp(U))Y/* e=5¢, (3.40b)

with

4
Dx = [[ dx(n), DU =[] [] dU.(n). (3.41)
neA neA p=1

The rooting procedure is a controversial topic (see e.g. [137]), since taking the fourth root is
only reasonable in the continuum, in which the tastes are degenerate. It remains unclear if the
universality class of the underlying theory might change and if locality is actually guaranteed
in the continuum. This is questionable due to the interaction of the tastes. It is important
to note that crosschecks between the Wilson and staggered quarks at finite temperature were
performed. The studies [138,139] demonstrate a great agreement of important quantities such
as the chiral observables, Polyakov loop and strange quark susceptibility in the continuum
limit. Unphysical pion masses of m, = 545,440, 285 MeV were used to reduce the enormous
computational costs of Wilson compared to staggered fermions. The expected dependence of
the mentioned observables as functions of m, was monitored for both fermion formulations.

Chiral symmetry for staggered quarks

The following paragraph is based on [128,134], in which the authors discuss chiral and taste
symmetry breaking for staggered quarks in detail.

An important feature of staggered fermions is that they preserve a remnant of chiral symme-
try. In the chiral limit Eq. (3.35a) is invariant under U(1).x U(1), rotations, implying that
x-fields transform independently on even or odd lattice sites [134]. This symmetry exhibits a
spontaneous and explicit breaking induced by the mass term, analogous to chiral symmetry
in the continuum (recall Section 2.4). It can be split into a vector and axial part U(1)y x
U(1) 4, where the transformation for the latter reads

x(n) = @My (n), (3.42)
X(n) — x(n)em ), (3.43)

with n5(n) = (—1)Ei " Analogous to s, it can be used to project y on the even and
odd lattice site states xe, [38]. In the case of Eq. (3.38) with the quark fields ¢, U(1).X
U(1), is enlarged to U(4)x U(4)r corresponding to the taste structure, which is (again)
explicitly broken by the mass term to SU(4)y - a symmetry breaking pattern which we
discussed in detail in Section 2.4 for chiral symmetry. Taking the taste breaking term into
account, the symmetry breaks to U(1)x U(1),, further motivating to suppress it as much as
possible. Taste breaking has crucial consequences such as an unphysical pion mass spectrum
which distorts e.g. the equation of state. Therefore a proper continuum extrapolation is
mandatory, for which a suitable (improved) action is needed. Stout smearing turned out to
be a suitable method to efficiently suppress the taste splitting as demonstrated in [140, 141].

3.2.3 4stout smearing

A direct consequence of formulating QCD on a lattice is the introduction of an ultraviolet cut-
off determined by the spacing a. Therefore, observables which are sensitive to short distance
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physics near the cut-off are naturally disturbed by the resulting short range fluctuations of
the gauge fields. For our thermal studies, we apply four iterative steps of stout smearing [142]
- called 4stout - to reduce these lattice artifacts and to lower the taste splitting as mentioned
above. The key idea of stout-smearing is the replacement of U, (n) with U}, (n) - an appropriate
gauge-invariant average of its neighboring links

Ul,(n) = "My, (n), (3.44)

with
Qun) = 5 (2n) = 2ul) = gt (2hw) - () ). (3.45)
Qu(n) = (Z pWCW(n)) Ul(n), (3.46)

Cow(n) = U, (n)Uyu(n+ 0)UT(n + 1) + Ul (n — 2)Uy(n — 0)U,(n — D + f2). (3.47)

For our thermal studies [33,143,144] we used p = p,, = 0.125 as smearing parameter. A

o et X o {l *Uggj

\ 4

\% 1T f
—_ S5 _ 5 e > + 5
L) U8

Y

Figure 3.1: Illustration of the first stout-smearing step, whereby the exponential of U L(n)
is expanded in leading order and closed loops imply a trace. Figure from [142].

key feature of stout-smearing compared to other methods such as APE [145] or HYP [146]
is the differentiability even after iterative applications. Hence the derivative of the action
with respect to the gauge fields in the (R)HMC algorithm can be calculated analytically. A
more computationally expensive alternative is (4)HEX smearing [147], which suppresses taste
splitting even stronger, potentially enabling the usage of NV; = 8 for a controlled continuum
limit. Such coarse lattices are usually discarded in continuum extrapolations for 4stout actions
nowadays (see [148] for a recent study). In Fig. 3.2 the effect of different actions on the lattice
pion sector is shown. 4HEX provides the strongest suppression of the taste splitting at all
spacings a.

3.2.4 Scale setting

Simulating QCD on a lattice provides results in terms of lattice units. To relate these to
their continuum and hence physical values, setting a scale is mandatory. Common strategies
rely on precise calculations of fr, mq or wg. In contrast to the first two, wg originates from
a pure gluonic observable and does not involve computationally demanding calculations of
fermion propagators. It is based on the Wilson flow, defined by

2y ., d

)=t [A(B@)] =03 (3.48)

Wit =mw dt t=w?
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N, used for T=145 MeV
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Figure 3.2: Taste breaking of the lattice pion multiplet. Quadratic mass difference between
taste structure I';t = vgy5 and corresponding I'vi = 7 or I'yiip = 1 for various actions as
function of the quadratic spacing a?: 4stout action with Symanzik improved gauge sector
(red), HotQCD’s HISQ [149] action (black) and 4HEX action with DBW2 [150] gauge sector
(blue). Plot from [148].

Here (E(t)) is the expectation value of the gauge action of lattice configurations evolved via
the Wilson flow [151,152]. Calculating the Wilson flow implies integrating infinitesimal (e.g.
stout) smearing steps of the gauge fields up to the fictitious flowtime ¢. Hence W (t) is a pure
gauge observable, not depending on fermion contributions. The measurement of wy/a (fra
or mqa) in simulations enables the calculation of the spacing a via

wo

a=—
(wO/a)lattice ’

(3.49)

whereby wg has to be known in physical units. In [152] wy was determined with high precision
providing an agreement in the continuum limit using staggered or Wilson fermions in the
physical point. Ref. [153] even takes QED effects into account, relevant for the determination
of the magnetic moment of the muon. An important application of the Wilson flow is the
renormalization of the measured topological charge at a chosen flow time. It preserves gauge
invariance, suppresses ultraviolet fluctuations due to the smearing process of the gauge fields
and enabled us to precisely study the topological features of quenched QCD. More details
can be found in Sections 4.1.3 and 4.2.1.

3.3 Chemical potential

In strong interactions the baryon number as well as the corresponding quark flavor numbers
are conserved quantities due to the global U(1)y symmetry. Without the introduction of a
chemical potential the expectation value of the corresponding net-number densities is zero.
In heavy-ion collisions such a canonical system is realized but from the experimental point of
view it is not possible to observe the whole phase space. In the current experimental setups
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at RHIC or LHC gold or lead ions are used fulfilling the following conditions

(ng) =0, (3.50)
@) _ gy (3.51)
(np)

The first constraint is called strangeness neutrality and comes from the absence of valence
strange quarks in the nuclei. The second corresponds to the relation between the net-charge
density (ng) and the net-baryon number density (np), which is determined by the ratio of
the number of protons and nucleons Z/A:

(ng) _ 82
Lead : Y9/ — 2 4 3.52
A mgY T 207 ) (3:52)
(n@) _ 79
;Y 74, .
Gold : {5 = 12 = 0 (3.53)

To match these experimental conditions, a grand canonical system with non-vanishing net-
chemical potentials is mandatory. As shown in Eq. (2.28) for the baryon number, we can
define the particle number operator according to

N = / Az ()00 (x) = / Azt (@) (). (3.54)

The extension from canonical to grand canonical systems naturally occurs by adding a term
of the form puN to the Hamiltonian H

7 =tr (e_(ﬁ_“N)/T) . (3.55)
Then the number density can be calculated as
T0ln(Z) :
i) = 17 = Bv ) .
(n;) V o i Q,S (3.56)

for the baryon number B, electric charge ) and strangeness S. For our thermal studies
at the physical point the three light quarks wu, d, s play the dominant role to monitor chiral
symmetry breaking or restoration.

Chemical potential on the lattice

As indicated by Eq. (3.55), we can straightforwardly extend the Euclidean action Eq. (3.29)
to a grandcanonical system by defining

Sp = / a4 (v, Dy + o + m) ¥ (3.57a)
= [ et (B + iA1) + 300 + g + ) + ) ¢ (3.57h)
= / datp Mp (). (3.57c)

Applying the same strategy of adding a term of the form ¥uyy1 to the discretized action
in Eq. (3.30) leads to a divergent energy density in the continuum extrapolation a — 0
[154]. However, the authors proposed an elegant solution by understanding the p term as
an imaginary part of the temporal component of Ay, leading to the definition of weighted
temporal links (compare with Eq. (3.24))

Uo(p) = e™Uy,  Ud(p) = e ™U]. (3.58)
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3.3.1 Higher order cumulants

In Chapter 5 we reconstruct the equation of state at finite density at strangeness neutrality
and beyond. For this purpose the calculation of dimensionless higher order (baryon) cumu-
lants such as x¥,x% xP5 and x§ is necessary. Let us start with the dimensionless pressure

A

p

b

from which we can define dimensionless cumuluants according to

gititky
= pkA . (3.60)
O'apd figd*iip

BSQ __
Xijk

Table 3.1: Table of the three lightest quarks and their corresponding flavor properties.

quark type H B ‘ Q ‘S

u /3] 2/3 |0
d 1/3 | -1/3| 0
s 1/3 | —1/3 | -1

The following transformations give access to study fluctuations of B, @@ or S by taking their
quantum numbers listed in Table 3.1 into account:

1 2

== z 3.61

fu = ghiB + 51Q; (3.61)
1 1

= Zpup — = po, 3.62

Hi = SHB ~ 3HQ (3.62)
1 1

Hs = JHB = SHQ ~ k- (3.63)

Hence, we can express higher order baryon fluctuations in terms of the quark cumulants

Xt = % Dt +xd + ] (3.64)
X5 = % (2017 + 2005 + 2 x5+ 8+ 3] (3.65)
Xt = —é b+t + ] (3.66)
X3 = X5 (3.67)

Calculating these expectation values on the lattice in the staggered formalism involves taking
derivatives of Z (recall Eq. (3.40b)) with respect to the chemical potentials y; including terms
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of the form

B, [det M ()] /4 = iW@M det M (u;) (3.68a)
- i (et M) oy det M (1) (3.68D)
_ i [det M ()] /4 9, log det M (j11) (3.68¢)
= et M ()] 9, orlog M (s (3.654)
- i (det M ()] * tr 8, log M (j11) (3.68¢)
= i [det M ()] /* tr [ M (113) 0, M (115)| (3.68f)

Let us denote 0, M (p;) = M’ and 9,,, = 8%_ . For the second derivative we additionally need
to calculate the terms

O, M0 = (M) M 4 (3.69)
The derivative of the inverse matrix can be obtained by
oMM~ = MM+ M (M) =0 (3.70)
— (M) =M (3.71)
We can calculate the derivatives of the staggered fermion matrix with Eq. (3.35b):
M) = gmala) [Ua(e)(e +3) + Ul — e — 3], (3.72)
M"9(@) = Jm(e) [Va(e)o(e + ) — Ul - (e - ). (373)

It is straightforward to generalize the calculations up to higher order derivatives with respect
to pi. Further information can be found in [155].
3.3.2 Isospin symmetry and strangeness neutrality

In the case of isopsin symmetry (m, = mg and p, = pg), Eqs. (3.61) to (3.63) are reduced
to

1
Hou = fld = P = 3B, (3.74)
1
Hs = gHB — 1S, (3.75)
implying
nQ) _ 5. (3.76)
ng)

The grand canonical formulation with (imaginary) pup can lead to a non-vanishing net-
strangeness. The task is to tune ug (or us) in such a way, that eq. Eq. (3.50) is fulfilled for
each up. These chemical potentials can be related by the following differential equation
d dlogZ d
dup Ous dus

(ng) = 0. (3.77)
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By using
d 0 d 0
=2 (CSHs 9 (3.78)
dup  Opp  dpp Ous
Eq. (3.77) can be written as
d dps dps XB,
0=——(ng) = Xhs + ——X% = = =285 3.79

and solved by e.g. Runge-Kutta methods. First calculations of the BMW group for the
transition line T.(pp) including strangeness neutrality were performed in 2015 [156].

However, a perfect strangeness neutrality along all observables can never be guaranteed.
Hence, we extrapolate the fluctuations, which are essential for the equation of state, to their
strangeness neutral point at leading order. In practice, each Jackknife bin is extrapolated to
(ng) = 0= x7. Let us call fig = pus + Apg the value for which (ng) = 0 and illustrate this
approach for the baryon number density x¥. Expanding (ng) at leading order yields

_ dlogZ  9*logZ

ng) = + Apg =0, 3.80

(ns) Bhis o2 1S (3.80)
XS

= Aug = —“=. (3.81)
X2

Then xP reads in the strangeness neutral point

X2 (fis) = xF (us) + x5 (us) Aps. (3.82)

We generalized this procedure to obtain results for the equation of state at vanishing and
varying strangeness and for the case of isospin breaking, which is discussed in Section 5.2.

3.3.3 Complex action problem

Let us recall that the fermion determinant can be calculated from (compare to Eq. (3.40a))
det Mp(p) = / DYDype Pl (3.83)

In the case of a vanishing chemical potential, Mz obeys the so-called 5 hermiticity

('YSMF)T = (DM'YM + m)T V5
= (_D,u'YO'Yu’YO + m) 5

=5 (Duyu +m) = s Mp (3.84)
= M} = Mpys (3.85)

leading to a real determinant
det M}, = det My = det (ysMp~ys) = det Mp. (3.86)

This statement is not true for finite real u

(sMp(p)' = (Dyyy + pryo +m) ' 35

= (=Duy077 + pyo +m) s

=5 (Dyyy — pyo +m) = ys Mp(—p) (3.87)
—> Mi(p) = 35 Mp(—p1)7s (3.88)
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providing a complex determinant

det M} (u) = det Mp(p) = det (vs Mp(—p)ys) = det Mp(—p). (3.89)

If 1 is purely imaginary (denoted as puy), then we obtain again a real determinant

det M (1) = detMp(pug). (3.90)

As a part of the partition function and hence of the probability distribution, the fermion
determinant has to be real and positive. Nevertheless, there are several existing methods to
obtain results at finite density. In the case of our thermal studies, we used the imaginary
chemical potential method for which the complex determinant problem can be circumvented.
In contrast to Taylor expanding observables from vanishing chemical potential (e.g. [157,158]),
this approach provides a lever arm enabling us to obtain the crossover transition line T.(upg)

with high precision and lower computational costs [33]. Other methods to get results at
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Figure 3.3: Taylor coefficients k2 and k4 of Eq. (3.91) calculated by different groups relying

on extrapolation from g = 0 (blue points) and imaginary u; (green) obeying strangeness
neutrality. Plot from our [33].

finite real p are the density of states method (e.g. [159]), Lefschetz thimbles [160] or complex
Langevin [161,162]. I refer the reader to [163,164] for a recent overview.

3.4 Monte Carlo methods
In the last Sections we discussed possible discretization schemes of gauge fields and fermions

on a space time lattice. Now we want to use this machinery to actually calculate expectation
values of observables O of interest

(0) = %/DU O detM (U)e 3¢ V), (3.92)

Z = / DUdet M (U)e~ %), (3.93)
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Depending on the target theory, several fermionic determinants with appropriate chosen
roots can be added to these equations which will not change the following discussion (recall
Eq. (3.40b)). The equations look "inconspicuous", but we should appreciate the huge number
of parameters encoded in them. Let us perform a rough estimation for a standard finite
temperature lattice with N, = 48 and V; = 12: Each gauge link is a SU(3) matrix, implying
4-8 = 32 degrees of freedom leading to 4- N3- N;-32 ~ 170 million parameters. The staggered
fermion determinant has approximately (N, - N3 - N;)? ~ 15 trillion entries. It is obvious
that standard numerical integration is just infeasible due to the huge number of parameters.
With Monte Carlo methods we are able to handle such integrals by generating samples
distributed according to the underlying probability density (importance sampling). For our
thermal studies, the heat bath + tempering algorithm in the case of quenched simulations
and the RHMC algorithm with staggered fermions were used. The basis for these algorithms
is the Metropolis-Hastings algorithm with importance sampling. Using this approach, we can
approximate the expectation value of O in Eq. (3.92) with

1 N
(0) = > 0U™), (3.94)
n=1

where the gauge fields are distributed according to [38]

D M —Sa(U)
AP(U) = UdetM (U)e

= . 3.95
T DUdetM(U)e—5a0) (3.95)

The statistical error of (O) is ~ 1/v/N. The key idea is to obtain a "chain" of field configura-
tions, whereby each new proposed set of Uy, - called U’ - is generated only from the previous
one, ideally following P of Eq. (3.95). Let us call T'(U’|U) the transition probability to obtain
U’ from U. The key features of the necessary algorithms are [165]

1. Positive probability: T(U'|U) >0V U,U’
2. Normalized probability: > T(U'|U) =1V U

3. Detailed balance
T(U’]U)P(U) = T(U]U')P(U’) (3.96)

The probability to obtain U’ from U weighted by the probability to be in configuration
U, is equal to the probability to obtain U from U’ weighted by the probability to be in
configuration U’. This guarantees reversibility of the Markov process - a key feature of
systems in (thermal) equilibrium.

4. Ergodicity: After a finite number n of steps
T™(U|U") > 0. (3.97)

It implies that the entire configuration space can be explored within a finite number
of steps. I remind the reader of a similar case in classical mechanics and the Poincaré
recurrence theorem, which roughly says that a mechanical system returns arbitrarily
close to its initial state in a finite (but very long) time. Both concepts highlight long
term behavior of the underlying systems which explore the phase/configuration space
by returning to the initial state for a deterministic system (recurrence theorem) or by
sampling all possible configurations (ergodicity).

A rather simple algorithm which fulfills these conditions is the Metropolis algorithm.
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Metropolis algorithm

Let us start with a naive single variable update procedure:

1. Propose a new candidate U’ which is a modification of U. For example
U;L(n) = XUpu(n) X € SU(3), (3.98)

with X € SU(3) close to 1 and a chosen site n and direction u. How X is selected has
a strong impact on the acceptance rate and hence on the suitability of the algorithm.
The main goal is to balance or rather fine tune the acceptance rate such that the system
evolves in configuration space without being stuck.

2. According to the detailed balance condition, we construct a so-called accept /reject step
for U’
det M (U")

r < exp(=S(U") + S(U)) = exp(=Sc(U’) + SG(U))W(U)’

(3.99)
where 7 is a random number uniformly distributed in [0, 1]. The action S is the full ac-
tion with the fermion and gauge action. This is equivalent to an acceptance probability
of the form

P = min (1, exp(—Sq(U') + S(;(U))detM(U/)> .

T (3.100)

This means that U’ is always accepted if it decreases the action but an increase is also
possible, which takes fluctuations into account.

This procedure is highly inefficient in the case of dynamical fermions since the determinant
as a non-local quantity has to be computed every time. Let us first restrict the discussion to
pure gauge SU(3) theories for which the heat bath algorithm is suitable.

Heat bath

The heat bath algorithm takes advantage of the fact that the action in a pure SU(3) gauge
theory is a local quantity. Hence an update of one selected gauge link U, (n) — Uj,(n) leads
to a local change of the action (following the notation of Eq. (3.27))

AS = S[U;,(n)]ioc — S[Un(n)]1oc; (3.101)

SUL(n)|oc = gRe tr (1 —Uu(n)X,(n)). (3.102)
The so-called staple

Su(n) = 3 (U(n+ pUf(n+ 0)US(0) + U(n + o = 9)Uf(n = 2)Uy(n ~ ), (3.103)
vFEW

does not depend on the specific U, (n). Instead it contains the links that share a plaquette
with U,(n). The key feature of the heat bath algorithm is to exploit locality in a way that for
a chosen link, the new value U, ;L(n) is randomly selected with a local probability distribution
determined by the surrounding links

dP(U) = dU exp <§Re tr Uu(n)EM(n)> . (3.104)
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In the case of the SU(3) gauge theory (or even SU(N)), the update procedure is done in the
subgroup SU(2) [166] - called pseudo-heat bath method. Originally developed by Creutz [124],
an efficient way was provided by Kennedy and Pendleton [167]. Detailed instructions can be
found in [38].

In our thermal quenched studies [40, 168], one heat bath step is combined with three sweeps
of overrelaxation. The latter provides a microcanonical change (similar to Hybrid Monte
Carlo) such that the action is conserved. Let us illustrate overrelaxation for SU(2) which can
be used for SU(3) just like in the pseudo-heat bath method:

UL(n) = VJ(n)Ul(n)VJ(n), Yu(n)=r-V,(n) reR. (3.105)
The action remains unchanged as can be seen by setting the focus on its relevant part

Re tr [U;(n)zu(n)] = Re tr [vj(n)U;(n)vj(n)r : vu(n)} = rRe tr [vj(n)Ug(n)]
= Re tr [Uy(n)Xu(n)]. (3.106)

This procedure is obviously not compatible with ergodicity since we want to simulate canon-
ical systems which take fluctuations of the energy into account. Hence the combination with
the heat bath step is mandatory.

3.4.1 Parallel tempering

Simulating real phase transitions makes us face the phenomenon of critical, in the case of 2d
order transitions [85], and supercritical slowing down for 15 order phase transitions [40, 168].
Both cause a high auto-correlation time for the order parameter. This can be significantly
reduced by employing parallel tempering. Originally used to simulate spin systems with
several coexisting phases [169], the key idea of tempering is to treat the control parameter,
e.g. the temperature as a dynamical variable. This can help to accelerate the decorrelation of
the order parameter. Parallel tempering extends this idea by including multiple simulations
(called sub-ensembles) at different parameters which can exchange configurations. Studies
of spin systems such as [170,171] or with focus on lattice QCD [172-174] demonstrate the
potential of parallel tempering algorithms. Following the "quasi-recipe" of [172], parallel
tempering takes advantage of the fact that the equilibrium distributions of the sub-ensembles
overlap. The phase spaces I'; of these sub-ensembles are determined by:

1. A set of parameters p; which can include, depending of the simulated theory, quark
masses, gauge couplings, hopping parameters etc..

2. Their configurations labeled as a; which contain e.g. gauge links or pseudo-fermion
fields.

3. An action S; which depends on 1) and 2).

The parallel tempering algorithm relies on Markov chains whose equilibrium distribution Pp.
is the product of the N individual sub-ensemble distributions P;“

N Si(a;)

N M
P =T] P =T]° 7 (3.107)
=1 =1

Exactly as for the full phase space I'pp = Hi]\il I';, the partition function Zpt of the whole
ensemble is Zpt = [V, Z;.
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I

Update

Update

Figure 3.4: Illustration of the configuration exchange in the parallel tempering algorithm
for a set of 6 sub-ensembles with individual gauge coupling .

How does the parallel tempering algorithm work? Let us distinguish two types of Markov
transitions:

1. There are N individual sub-ensembles which are updated according to the standard
algorithms such as (R)HMC or heat-bath. They fulfill the detailed balance condition
and run independently.

2. Now the overlap of the equilibrium distributions of the sub-ensembles is exploited which
enables a transition/swap of configurations between sub-ensembles i (config. a) and j
(config. b). The detailed balance condition

Py(i,j)e5@e=5i®) = p,(j,i)e 5P e=Si(), (3.108)

can be satisfied if the probability Ps(7,j) for an exchange of configurations between i
and 7 is chosen the be the Metropolis acceptance probability (compare to Eq. (3.100))

Py(i,) = min (1, e_AS> . AS=S;(b) — Si(a) + S;(a) — S;(b). (3.109)

This implies that swapping configurations is more likely for neighboring ensembles which
share a large overlap between their equilibrium distributions.

As a result the auto-correlation time within the sub-ensembles is reduced, since they gather
contributions of the other ensembles at different parameters (Fig. 3.4). The price to pay is
a resulting correlation between the observables of different sub-ensembles which has to be
taken into account in the data analysis. A key feature of the parallel tempering algorithm is
that the sub-ensembles are kept in equilibrium which can be reached by 1). If there are no
transitions between the sub-ensembles, caused by far separated parameters for instance, then
we end up with the standard Metropolis procedure and the sub-ensembles run completely
independently.
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3.4.2 Reweighting

Simulations are usually performed for a fixed set of parameters such as temperature or quark
masses. Nevertheless it is possible to extract information about systems which are slightly
different from those directly simulated. A common procedure is reweighting, which can even
be used for regions in parameter space that are not accessible by direct Monte Carlo methods
such as lattice QCD at finite density [175]. The following paragraph is mainly based on [176].
Let us assume we simulated a thermal system at some inverse temperature 8 = 1/7. Then
the expectation value of an observable O reads

o). _ Zu Oue_fBE“
< >ﬂ - Z'u efﬁEu

The sum }° , implies the summation over all possible states y provided by the system. Since it
is just infeasible to cover the full configuration space, Monte Carlo methods estimate the ex-
pectation value by selecting randomly (distributed according to p,,;) subsets of configurations

223

(3.110)

<O>E _ Zz]\il Ouzp;}G_BE'“Z (3 111)
g fil pl:ileiﬁEui

If the configurations are chosen according to p, = e PEw /Z, we end up with the so-called
importance sampling Eq. (3.94). Let us now assume we simulated at 5’ and now want
to obtain information at 5. Then the Boltzmann weights have to be changed such that
Pu; = e P B /Z/B’

N OM-e’(ﬁ’ﬁl)E“i

E =1
(0)s = SN o -F)E,,

(3.112)

The denominator Zf\il e~ (B=FEw; determines the extent of the overlap between the distri-
butions. If it is close to zero, the method obviously fails which is referred as overlap problem.
So far, this approach takes one single simulation into account which is used to reweight to
another parameter set. A popular way to incorporate multiple simulations is a version of the
Ferrenberg-Swendsen method [177,178], which is called multiple histogram method.

3.4.3 Correlated multiple histogram method

The main feature of this reweighting technique is to estimate the density of states W (E)

Z(B) =Y W(E)e ¥, (3.113)
E

and hence the partition function Z(3) over the full range of simulation points ;. This allows
a precise interpolation of the observables of interest. We extend the results of [177,178] and
derive it for correlated data as those obtained by using parallel tempering. We published the
correlated multiple histogram method in [40]. Let us restrict the discussion to a discrete set
of energies. The case of a continuous energy spectrum demands the replacement W(E) —
W (E)dE, which does not change the final equations [176].
Let us first recall that the weighted average a of data sets z;, ¢ = 1,2, ..., m can be calculated
by minimizing
m
X2 = Z(mZ —a) (C’fl)

i?j

- (zj —a), (3.114)
0]
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with C~! being the inverse covariance matrix [179]. The minimum is found for

m —1
=1 (C7);; %
a= d°7 3.115
Z}:l (C_l)z’,j ( )

which has minimal fluctuations in the case of correlated measurements compared to other
possible linear combinations. Since W (FE) does not depend on any value of § it can be esti-
mated by the densities of states of the individual simulations W;(E) according to Eq. (3.115).
Thus 7 labels the simulation at §; which is correlated with the other ones due to the 5 tem-
pering algorithm. The histograms of the energy N;(E) are stored and can be related to the
density of states by
e %E  Ni(E)

where n; is the total amount of entries of the histogram and p;(F) denotes the probability
of simulation ¢ to generate a state with energy F in the case of importance sampling [176].
In the same manner the exact density of states W (FE) is estimated by multiple simulations
performed at the same coupling

N.(B)Z(5:)

W(B) = = =55

(3.117)
It is important to note that NV; is the averaged histogram of these simulations, thus its error

is 0; = 1/g;N;. The factor g; takes the correlation time 7; of the ensemble into account and
reads g; = 1 + 27;. To construct

le:l (Cil)i,j W;(E)

W(E) = SN : (3.118)

ig=1(C71);;

we write with Eqgs. (3.116) and (3.117) the covariance matrix according to
C;,j = cov(W;, W) (3.119a)
= (Wil;) — (Ws) (W) (3.119b)
_ 2 ov(Ni, IVj) (3.119¢)
N; N,
— W2 COI'I‘(NZ', Nj)glg] (3 119(1)
0i0; ' '

with the shorthand notation W; = W;(E), N; = N;(E). Here cov(N;, N;) and corr(N;, Nj)
stand for components of the covariance and correlation matrix respectively which are esti-
mated according to the standard Jackknife resampling method. Now we can write Eq. (3.118)
as

2ij=1 0;0;(gigj) " corr™ (N, N;) W;
229:1 0i0j(gigj) "t corr—1(N;, Nj)

ST (gigs) 12 %BE%_&)/Q N;(E) corr™(Ny, Nj) 5.120)
_ _ . 3.120
Z%ﬂ(gigj)*l/z %e‘ﬂﬂ#ﬂﬂﬂ corr—1(N;, Nj)

W(E) =
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3.4. Monte Carlo methods

In some cases the correlation matrix is singular, caused by bins which only contain a few
entries. Since these bins have a very small contribution to the end result of W (E), we neglect
the correlation of them with other bins. In the case of uncorrelated simulations the correlation
matrix is the unity matrix and we get back to the standard Ferrenberg-Swendsen equation

for the density of states
1 9; 'Ni(E)

W(E) = L . (3.121)
i1 9; 1%675 "
Assuming that the Z; reach a fix point, they are iteratively determined by
Z; =Y W(E)e PE, (3.122)
E

with W(E) of Eq. (3.120) until A%, defined as
2
m Z(n) . Z(n—l)
A=) (H : (3.123)

reaches a desired value as for example A? < 10717, ZZ-(n) denotes the value of Z; after
n iterations. Inserting Eq. (3.120) in Eq. (3.113), the partition function Z(3) over the full
simulation range can be evaluated. Assuming constant auto-correlation times 7;, the g; factors
are the same for every simulation. According to Eq. (3.120) or Eq. (3.121) they represent a
constant factor for all Z; which can be dropped.

Let us discuss some crucial points for the iteration of the partition functions: They take on
huge values and cannot be represented correctly on a machine, resulting in serious rounding
errors. This problem can be reduced by introducing a normalization factor for all partition
functions. This factor always cancels in the calculation of expectation values and hence can
be freely chosen, for example Z;/Z;. Nevertheless, this procedure reduces the problem but
does not solve it. We deal with sums of huge exponents (see Eq. (3.120)) containing F, which
is proportional to the space-time volume. An appropriate solution is to work in the logarithm
representation. Let us illustrate this for e.g. the denominator D of Eq. (3.121)

InD =1 —17% B 124
n n (; 9; Zie (3.124a)
:=1In (Z eai> (3.124b)
=1
=1In (&max + > eamax+aiamax) (3.124c)

Z‘#imax
m
= Omax +1n |14+ D e®im%max | (3.124d)
i#'ﬁnax

Here ap.x stands for the largest value of the exponents «;, whose summation index is in-
dicated by imax. The logarithm of Eq. (3.124d) can be calculated precisely with the intern
loglp function provided by math.h for the C-programming language.

Hybrid Monte Carlo

In the pure gauge theory, we can calculate the shift of the action in Eq. (3.99) locally. In the
case of dynamical fermions we introduce a non-local quantity with the fermion determinant
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which makes local update algorithms highly inefficient. The Hybrid-Monte-Carlo (HMC)
algorithm [180, 181] is able to update the complete set of gauge configurations at once by
providing simultaneously a high acceptance rate. This can be reached by the introduction of
artificial momenta P and the evolution of the system according to the dynamics defined by the
underlying Hamiltonian. Along these trajectories the energy of the system is (approximately)
conserved to enable a high acceptance rate. Since the development of algorithms such as HMC
is an own research field in the lattice community, I sketch the main aspects mainly based
n [38,165,182].

Let us first note that the introduction of artificial momenta P does not change the expectation
values of observables of interest:

[DUdetMe=% O
[DUdetMe—5

|/ DUDP detMe5-7"/2 0

~ [DUDP detMe—5-P*/2 ~

(0) = (3.125a)

(3.125b)

We start with the main concepts of HMC algorithms for actions with an even number of
degenerative flavors -
S[U] = SaU] — (M M)y, (3.126)

which gives (detM)? as a weight factor. At the end we extend this discussion to the case of
rooted determinants as needed for staggered fermions. With

/ DyDipe YMY — detM = 7N / DprDore M ', (3.127)
we can rewrite Eq. (3.126) as
S[U) = SalU] — o' (MTM) "¢, (3.128)

which results in an irrelevant constant factor that cancels in the calculation of expectation
values. Using a set N, of the so-called pseudofermions ¢ = ¢r + i¢;, which are conven-

tionally chosen to be Gaussian distributed p(¢) = e_¢T¢, we can calculate the determinant
stochastically [165]

—¢*(MTM>1¢> 1 Yo -ty 1¢k
(@)

2 _[€ _ -
(detM) _< 0 _NM; e O(1/,/Ny). (3.129)

In the case of the SU(3) gauge group, we can express each link as

Uu(n ) = ¢ Do Tk (iQu(n), (3.130)

To every "coordinate" (), corresponds the momentum

Z P (n)Ty, (3.131)

for which P? in the Hamiltonian is replaced by Sonp trPﬁ (n). In this representation Pff and

wﬁ(n) are the conjugate variables. The generators T} are the same as used in the QCD

Lagrangian.
The HMC steps are:
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1. Generate y with normal distribution to obtain the pseudofermion fields ¢ = MTy.
2. Generate P,(n) whereby the components P* are normally distributed.

3. Evolve the system according to Hamilton equations of motion [165]

W = gg P, = U,(n) = P,(n)U,(n) (3.132)
k
. oS : oS
B, = ~Bor — P,(n) = 50,0 = —F,(n) (3.133)

where the dot stands for the fictitious time derivative. They can be solved via e.g. the
leap-frog method whose discretization errors are taken into account in the following
accept /reject step.

4. The new set of candidates P’ and U’ are accepted with a probability of
p=min(l,e??)  AH=H(P,U)—- H(P,U). (3.134)
as already used in Eq. (3.99).

The crucial and time consuming part is the calculation of the force F), informally written as

oS(U)
0Qu(n)’
We want to calculate the derivative of the scalar function S with respect to @) which is a sum

over the generators T;, and real numbers w, and hence a Lie-algebra su(3). We can define a
possible Lie-derivative of a scalar function f(U) according to [3§]

ofiu)y 0
Owy, T ow

Fu(n) = (3.135)

£

(3.136)

w=0"

The force as the result of a derivative with respect to @ is part of the Lie-algebra su(3) and
can be written as

(3.137a)

@\

8wa

( U]+ o (MTM) 1) . (3.137b)

Restricting this short discussion to the fermionic part we face terms of the form

T
oM M4 M oM
Owg Wa

aia (o (MFar)"19) = — ((MTM)—%;&)T ( ) ((arian)e).  (3.138)

Computationally demanding is in particular the calculation of the inverse (M T )~ Again,
due to its enormous size, it is just impractical to calculate it directly. Using the conjugate
gradient method MTM¢ can be calculated efficiently by solving

(MTM) Yp =0 = MMz =9, (3.139)
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for . In the case of staggered fermions, we deal with determinants of the form (detM)™/%,
Let us approximate the hermitian matrix MM by a sum of rational functions r(M M ) and
rewrite the (pseudo)fermionic action according to

Sp = —¢'r(MTM)g, (3.140)
with .
P L) = Xk
r(MTM) = ag + kz::l VTR (3.141)

Using the Remez algorithm, the coefficients aj, and j can be calculated [183] which remain
fixed during the simulation (individually tuned for each quark mass). The accuracy of this
rational approximation is determined by m and can be tuned to machine precision. Multi-
shift solvers [184] provide an efficient way to invert MTM + B, for a set of 3. As a variant
of the hybrid monte carlo algorithm, it is referred as rational hybrid monte carlo (RHMC)
(183,185, 186].
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4 Upper right corner of the Columbia plot

Exploring the heavy mass regions in the context of the Columbia plot gives us insights into
the deconfinement transition of QCD (recall Section 2.5.1). Although there is a clear evidence
for a 15 order phase transition in the quenched approximation and a smooth crossover at the
physical point, a non-perturbative determination of the critical quark masses is still missing.
A better understanding of the upper right corner of the Columbia plot is not only interesting
from the theoretical point of view. It opens the possibility to test models such as effective
lattice theories [187,188] or models based on functional approaches [81] which can make
predictions at finite baryon density up to small quark masses. The only tool at hand to
study QCD from first principles is lattice QCD which can work as a benchmark for these
models. Furthermore, the precise knowledge and interplay of the critical parameters such as
temperature or quark masses in this region could guide the way towards conditions which are
relevant for heavy ion collisions by extrapolating critical surfaces. Moreover, computational
strategies employed in the heavy mass region could be helpful to study criticality in the
lower mass region, which features higher simulation costs. This motivated us to explore
the upper right corner of the Columbia plot by using new algorithmic approaches such as
parallel tempering. This method enabled us to study the thermal and topological features
of quenched QCD precisely [40,168] and to pinpoint the critical quark masses on N; = 6,8
lattices [85].

4.1 Quenched QCD at finite temperature

Simulating the pure gluonic SU(3) gauge theory corresponds to neglecting the sea quark con-
tributions by setting the fermion determinant to one. Although this seems to be a rough
approximation to full QCD, it has yielded remarkable results, such as the light hadron spec-
trum with just 10% deviation of the kaon mass to its experimental value [189]. On the
thermodynamic side, pioneering works such as [74] calculated the pressure and energy den-
sity up to 57, and extrapolated them to the continuum. With a Symanzik-improved gauge
action, the string tension and equation of state could be calculated with higher precision [190].
In [191] the temperature range was extended up to 10007,. This is usually computationally
demanding since the spatial extension N, has to increase with the temperature to keep the
physical volume constant. The challenge was accomplished by investigating finite volume
effects especially above T, which turned out to be smaller than the statistical errors. This
enabled them to connect the high temperature perturbative region with the low temperature
non-perturbative region [191].

In this Section we discuss the framework of parallel tempering applied to the deconfinement
transition of quenched QCD. In this context we calculated the transition temperature with
unreached high precision, classified the transition to be of 15 order and determined the la-
tent heat in the continuum and infinite volume limit. The following Sections are part of our
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publications [40,192]. I refer to Sections 2.3 and 2.5.1 and references to avoid repetitions
of the historical outline regarding the deconfinement transition and the discussion of center
symmetry breaking.

4.1.1 Observables

QCD in the quenched approximation features a 15¢ order phase transition which is driven by
the spontaneous breaking of the Z3 center symmetry. In this case, the Polyakov loop P works
as a true order parameter to probe the center symmetry breaking. The discretized version of
the Polyakov loop defined in Eq. (2.13) reads

1 1 .
PszPf:m%:tr [HUMUC,T)] ) (4.1)

N
xT

where Ny stands for the spatial extension of the lattice, £ and 7 indicate the spatial and
temporal position respectively and N, = 3 corresponds to the number of colors. In the
case of a 1% order phase transition the Polyakov loop should show a discontinuity at the
critical coupling . in the thermodynamic limit, whereby its susceptibility x diverges linearly
with the physical volume. For a 2"d order phase transition this behavior is accompanied
by critical exponents. Hence, analyzing the peak of the susceptibility determines the type
of phase transition and the corresponding transition temperature 7. (coupling S.). Another
way to extract . is the zero-crossing of the third-order Binder cumulant b3 of the absolute
value of the Polyakov loop. The susceptibility and the Binder cumulant are defined as

_ 3
=N (UPRY = (PI). b= (4.2

The third Binder cumulant b3 works as a measure of the skewness of the distribution of | P|.
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Figure 4.1: Left: b3 as function of 3 exemplary shown for 323 x 8 reweighted via the
correlated multiple histogram method to b3 = 0 (red point) to obtain the critical coupling.
Right: Normalized histogram of (| P|) which is reweighted to 3. defined by b3 = 0 for 323 x 8.
The error on the bins are jackknife errors.

Simulating far away from f., i.e. where the system is deep in one phase, there is a single

(Gaussian-) peak in the distribution. As one comes closer and closer to the critical coupling,
a second peak evolves which corresponds to the 2°d phase of the system. As soon as f3. is
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reached, both peaks have the same shape and the distribution is completely symmetric which
leads to a vanishing skewness. The left panel of Fig. 4.1 shows the Binder cumulant b3 which
is reweighted via the correlated multiple histogram method to b3 = 0 (red point) to obtain
Be. The corresponding normalized and reweighted Polyakov loop histogram is presented on
the right panel, which clearly shows a double peak structure, indicating the presence of both
phases. Strictly speaking, there are no phases in finite systems; here we loosely use the
word phase to describe the (de-)confined regimes. In the infinite volume limit, defining [,
by the peak of the susceptibility or vanishing b3 should be equivalent. Both results have to
agree in the thermodynamic limit since the peak of x diverges linearly, the width vanishes
linearly and the slope of b3 (close to (.) increases linearly with the volume. To compare
results at different lattice spacings, the susceptibility should be renormalized to extract the
coupling 3, at which it peaks. This is obviously not necessary for the zero-crossing of b3,
whose corresponding coupling is labeled as £;. The renormalization procedure for y works
as follows:

Xr(B, Ny Ny) = ZN(B)X(B, Ny, Ny),
XR(ﬁba4Nt7Nt) = ZNt (ﬁb)X(ﬁ,éth,Nt) = 1.

This implies that xr(8,) = 1 V LT = 4. Tt is not strictly necessary to renormalize the
susceptibility in order to extract .. As the width of the bare peak decreases linearly with
the inverse volume, Z(/3) becomes approximately constant across that width, and so the
difference between 3, of x(3) and B, of xr(/) should go to zero in the infinite volume limit.
Thus, the value of (. extracted from y(8) should agree with the value of 5. extracted from

Xr(B).

4.1.2 Parallel tempering to improve on supercritical slowing down

Supercritical slowing down is a phenomenon which appears in simulations of 15* order phase
transitions, associated with high auto-correlation times. We illustrate its appearance in
quenched QCD where the Polyakov loop populates three distinct degenerate deconfined and
one confined center sector. Right at 5., both phases are present in a finite volume as presented
in the left panel of Fig. 4.2. The configurations around the origin correspond to the confined
phase and those located around the three sectors belong to the deconfined phase. Let us
change the view and look at the effective potential defined as V' = —log({|P|)) which shows
two minima (right panel of Fig. 4.2). In contrast to the thermodynamic limit, the confined
and deconfined phase are not completely separated. In a finite volume a temperature range
around 7, exists, in which the system can be in both phases and tunnel between them. These
states are split by the energy AFE, which scales with volume V. Since both phases have to
be sampled, this gets more severe as V is increased. One can see that the barrier between
the two phases increases with the volume. The consequence of this is a high auto-correlation
time if tunneling is not sampled, since the system tends to stick in one phase. Parallel
tempering is a suitable method to overcome these problems. It reduces the auto-correlation
time within the sub-ensembles, since they gather contributions of the other ensembles at
different couplings. Hence both phases of the system around S, can be sampled. For the
parallel tempering to be effective, the acceptance rate of swapping updates must be carefully
controlled, such that the action distributions of neighboring ensembles have a substantial
overlap. This can be achieved through the control of the distance of the parameter sets p;,
which, thus, have to move closer to each other as the physical volume increases. This is easily
satisfied if the number of streams in the transition region is kept constant as the width of the
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Figure 4.2: Left: Real and imaginary part of the Polyakov loop at 3. for 323 x 8. Every
1000th configuration is shown. Right: Effective potential of the absolute value of the Polyakov
loop for various volumes in quenched QCD, after employing parallel tempering. The barrier
between the phases increases with the volume.

transition region scales with inverse volume. Typically, we have simulations at 16-256 3 values
and introduce swapping updates at predefined points in the Markov chain (typically after 5
sweeps in each sub-ensemble). This algorithm can be especially efficiently parallelized in our
case where the 8 dependence of the action is simply given as an overall factor of some function
of the link variables. We set up a number of streams updating a configuration at certain
values (typically we use equidistant points). After 5 sweeps on their configuration, all the
streams need to communicate one number (their action) to a master node which proposes
(and accepts or rejects) several swapping updates for each stream, and afterwards informs
each stream which 3 value they ended up at. This means that the network bandwidth and
computational requirements for the swapping updates are negligible, although some efficiency
is lost as synchronization between the streams is required.

In Fig. 4.3 we show the 3 history of two streams (out of 128) for a simulation on a 453 x 10
lattice. As one observes the streams follow a trajectory similar to a random walk on the
allowed (B range and they visit all points for a long enough simulation. The value of the
Polyakov loop changes relatively slowly during the history of the stream. If we look at
the history of the Polyakov loop for a given 3, the largest auto-correlation comes from the
instances when the same stream contributes (even if the stream visited other 5 values in
the meantime). We therefore reorder the Monte Carlo chain using the stream ID number of
the contributions (and keep the chronological order among contributions from each stream).
This ensures that the most correlated contributions will be close to each other (i.e. this
ordering results in the largest auto-correlation for the given Monte Carlo chain), which helps
to minimize the correlations between blocks in the jackknife analysis. For parallel tempering
simulations the distance between neighboring ensembles AS and their total number n play
a crucial role. Increasing AS suppresses the probability to swap configurations and the
ensembles collect more contributions from their neighbors until they "decouple" and run as
independent simulations. For a suitable acceptance rate of swapping updates, the action
distributions of neighboring ensembles should clearly overlap, which can be obtained by
tuning n and AfS. In Fig. 4.4 the auto-correlation time of the Polyakov loop for different sets
of parallel tempering simulations is compared to standard methods. As one observes, the
auto-correlation is substantially smaller for the parallel tempering simulations, despite at the
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Figure 4.3: The 3 history (above) and Polyakov loop average (below) of 2 streams as a
function of the Monte Carlo sweeps in a simulation on a 482 x 10 lattice with 128 streams on
the range 4.659 < 8 < 4.6844 divided equidistantly.
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Figure 4.4: Left panel: Auto-correlation time of the Polyakov loop as a function of the
coupling 3 on a 323 x 8 lattice using parallel tempering (filled points) and brute force simula-
tions (unfilled points) with the same amount of computer time. Aj indicates the S—spacing
between the sub-ensembles and n stands for the total number of them. Right panel: Number
of computed updates divided by the auto-correlation time as a function of j3.
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Chapter 4. Upper right corner of the Columbia plot

increased cost of being forced to simulate several 8 values. In the right panel of Fig. 4.4 we
show the number of configurations created in brute force and in parallel tempering simulations
at similar parameters, using the same amount of computer time. The auto-correlation time
improves tremendously as the number of 3 values increases and as Af decreases (increasing
the acceptance rate of swap updates). The red and black points indicate that the number
of independent configurations created by the tempering algorithm increases substantially by
simply decreasing Af3. Increasing the density of 5 values, as between the red and blue points,
results in nearly the same efficiency, indicating that the decrease in the number of updates
(due to having twice as many streams for the same computer time) scales roughly with
the decrease in the auto-correlation time. In Fig. 4.5 the advantages of parallel tempering

40 - 32x8 lattice,
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85k updates, each

Polyakov loop susceptibility
)
G

rute force simulation [12k core hours in total] +
15 Brute force with Multihistogram E====
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Figure 4.5: Polyakov loop susceptibility as a function of the coupling £ in quenched QCD
on a 323 x 8 lattice. The red squares correspond to parallel tempering simulations and the
red band indicates the interpolation between them obtained with the correlated multiple
histogram method.

compared to standard brute force simulations are clearly visible. With the same amount of
computer time, the statistical errors of the tempering results are smaller and describe much
better a high statistic result, especially close to B.. The uncorrelated multiple histogram
method is used for the brute force simulations and the parallel tempering simulations are
interpolated with the correlated version of this method. In practice, the correlations between
ensembles are quite small. Neglecting these correlations in the multiple histogram procedure
causes a negligible change in the results (much smaller than the statistical errors).

4.1.3 Transition temperature

To relate the action-dependent value of the coupling £ at the transition to a more generic
transition temperature, it is necessary to set the scale. We use wqy based on the Wilson flow
(recall Section 3.2.4). We compute the wq scale in lattice units (wp/a) for many values of
B for two different discretizations of the flow (WSC and SSC). See [193] for notation and
further information. This gives us another systematic choice as to which version of the scale
setting to use. We then interpolate these results to get wy/a(8) by fitting with polynomials
of order 6 and 7 in the § range [4.0,4.95]. It is critical to ensure that finite volume effects on
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4.1. Quenched QCD at finite temperature

the wq scale remain small, as these effects increase with the flow time. At zero temperature,
we performed a volume study for wp/a as a function of L/wg, where L denotes the spatial
extent of the box. Fluctuations in wg/a are comparable in size to the statistical error at each
volume; consequently, no significant volume dependence was found. Now we can convert
wo/a(B) into a transition temperature for §, or f, via

— = wqoT. 4.5

CLNt 0 ( )
To compute the continuum value of the transition temperature wgl, in the infinite volume
limit, we first find the continuum value of wyT, at finite volume and fixed lattice aspect ratio
LT = Ng/N; and then extrapolate the results of the continuum theory at different LT to the
limit where (LT)? — co. In Fig. 4.6 an exemplary continuum extrapolation for woT,. defined

#LT=4 W LT=5 W& LT=38 F E EE Li fit N> 6 dratic fit. N, > 5
IT—45 i IT—6 inear fit, N; > Quadratic fit, N; >
2540 1 ¢ 1
0.2540 b3, WSC wy scale b3, SSC wy scale
0.2535F %
0.2530 4
© [ |
ol
8 02525 |
0.2520
| |
0.2515
«— continuum limit «— continuum limit
0 0.01 0.02 0.03 0.04 0 0.01 0.02 0.03 0.04
1/N? 1/N?

Figure 4.6: Exemplary continuum extrapolation of wg7, defined by £ for various volumes
LT. Left: Using WSC wy scale. Right: Using SSC wyq scale. Each data point is the median
value of wyT, computed for that lattice from the systematic analysis, and the error bars give
the combined statistical and systematic error. Error bands are shown for the two kinds of
extrapolating fit that are used: a linear fit to lattices with 6 < N, and a quadratic fit to
lattices with 5 < Ny. The error bands give the combined statistical and systematic error from
all similar fits performed in the analysis.

by B is shown for two different flow discretizations. We use large lattices with aspect ratios
LT =4, 45,5, 6, and 8 for four different temporal extensions: Ny = 5, 6, 8 and 10. To
check the consistency of the continuum extrapolation at other temporal extensions, we also
include two lattices with Ny = 7 and 12 in the LT = 4 extrapolation. In the left panel of
Fig. 4.6, one can see that w7, goes roughly linearly with Nt_2 for each LT. We perform
two types of fits to extrapolate to the continuum: a linear fit to all lattices with Ny > 6, and
a quadratic fit to all lattices with IV; > 5. The fits are shown in Fig. 4.6; the error bands
give the combined statistical and systematic errors from all the similar fits performed in the
analysis.

The continuum results from xg and bz are shown in Fig. 4.7 as functions of (LT)73. A
quadratic fit to LT > 4 is used to extrapolate to the infinite volume limit. This fit is shown
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Figure 4.7: Infinite volume extrapolation of the continuum wg7,.. Left: Using the zero-
crossing of b3. Right: Using the peak of yr. Each point is the median value of wyT,
computed for each aspect ratio LT in the systematic analysis, and the error bars give the
combined statistical and systematic error. Error bands are shown for the quadratic fit to
LT > 4. The error bands give the combined statistical and systematic errors from all similar
fits in the analysis. The extrapolations from b3 and x g are in agreement, as expected. The
final result, wyT. = 0.25384(23), is shown in green.

in Fig. 4.7 for both xr and b3. The error bands give the combined statistical and systematic
errors from all the similar fits that were performed. We find that the infinite volume value of
the transition temperature wyT,. computed using x r agrees with the value computed using b3,
as expected. Following the analysis method introduced in [153] (and see detailed description
in [126]) to estimate the statistical and systematic uncertainties of the results, in total we have
performed 256 different analyses, characterized by the choice of the moment of the Polyakov
loop (xr or bs), the degree of the fit to the moment (3, 4, 5 or 6), whether and how the
fit is correlated (uncorrelated or correlated with an eigenvalue cutoff of 10%, 5%, 1%), the
choice of the wy scale calculation (WSC, SSC), the degree of the fit to the wy scale data (6
or 7), and the degree and range of the continuum extrapolation (linear or quadratic). The
statistical and systematic uncertainties are synthesized into a CDF defined by

1 1 256 T —
<w0 c /J'Z>7 (46)

F(weT,) = = + —— wjerf | ————
¢ 2-256; ‘ V20,

2
where p; and o; are the central value and statistical uncertainty respectively of the ith
analysis, and w; is the weight of the CDF of the ith result. (This equation then assumes
that the statistical result of each analysis is well-described by a normal distribution with a
mean of u; and standard deviation of o;). We have no prior assumptions as to the relative
statistical significance of any of the analyses, and so we take an agnostic position by weighting
all analyses equally, i.e. by setting w; = 1. The final result is then the median value of the
CDF, implicitly defined by F(woT.) = 0.5, and the central 68% width is taken as twice the
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4.1. Quenched QCD at finite temperature

total error. This yields a final value of woT, = 0.25384(23) - the first per-mill accurate result

Table 4.1: Error budget of wyT..

median 0.25384
statistical error 0.00011 | 0.043 %
full systematic error 0.00021 0.082 %
Observable (b3 , Xr) 1.1-107° | 0.0042 %
Fit order (3, 4, 5, 6) 2.1-107° | 0.0085 %
Fit type (corr, uncorr) 1.2-107° | 0.0047 %
Scale setting (WSC, SSC) | 1.9-107° | 0.0075 %
Scale fit order (6, 7) 2.4-107% | 0.0010 %
Continuum limit range 1.2-107* | 0.0487 %

in QCD thermodynamics. The error budget is presented in Table 4.1.

4.1.4 Volume scaling and identifying the order of phase transition

Following the renormalization scheme described in Section 4.1.1 for xgr, we can classify the
order of phase transition by investigating the volume scaling of continuum extrapolated re-
sults. We select fixed physical volumes (LT = 4.5,5,6,8) and interpolate Z(3) to the actual
volume dependent (. of each simulation with N; = 5,6,8 and 10. The renormalized re-
sult xr(L,T) = ZNt(8)x(B, Ny, Ny) is continuum extrapolated at fixed volume. Continuum
extrapolated results are shown in Fig. 4.8 for the xg(woT') curves at fixed volume, and in
Fig. 4.9 for the inverse peak height. In Fig. 4.8 (left), each curve is continuum extrapolated

W LT=4 LT=4.5 W LT=5 W LT=6 W LT=38
T T oo16F T T T T

0.014

0.004 N4
Ok ; ; . g . \ \ . ;
-0.004 —0.002 0000 0002  0.004 -075 —0.50 —025 000 025 050 0.75

wo(T =T, (LT)) wo(T—Te, (LT))(LT)?

Figure 4.8: Left: Continuum extrapolated renormalized Polyakov loop susceptibility at
different volumes, centered around the volume-dependent peak position woTe(LT). The
bands include both statistic and systematic uncertainties. Right: Same curves as in the left
panel, but scaled with appropriate powers of the volume, in order to highlight the linear
volume dependence typical for a 15 order transition.

at the indicated fixed volume, and the bands include both statistic and systematic uncer-
tainties. Note that, had we subtracted the infinite volume limit value wy7, instead of the
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Chapter 4. Upper right corner of the Columbia plot

volume-dependent values w7, (LT, the curves would not have have been exactly centered
around zero, but a trend would have appeared where larger volumes would peak closer to
zero. However, as can be seen in the right panel of Fig. 4.7, the difference would be negligible,
since the continuum extrapolated peak position shows a very mild volume dependence. The
right panel of Fig. 4.8 shows the same curves as in the left panel, but scaled with the volume
in order to highlight the volume dependence. We can see that the bands corresponding to
LT =5,6,8 are almost indistinguishable, clearly showing that they fall in the linear volume
scaling regime typical of a 15' order transition.
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Figure 4.9: Infinite volume extrapolation of the inverse Polyakov loop susceptibility. The
results are renormalized and continuum extrapolated, systematic errors are included. We use
red symbols if we defined T, by the zero of b3 and blue symbols by the peak of xyg. The linear
scaling sets in for 5 < LT.

In Fig. 4.9 we actually show two extrapolations, one for each definition of T, using the zero
of the third Binder cumulant or the susceptibility peak in red and blue, respectively. The
extrapolations do not differ at all depending on this ambiguity and the main systematic
uncertainty comes from the possibility to include a inverse quadratic volume term in the
infinite volume extrapolations. We find that the inverse susceptibility is extrapolated to be
vanishing, (or, actually, strongly constrained: xz' (V = 00) = 0.0023(58)stat(65)sys ) in the
infinite volume limit. In this context, let us discuss another observable, which can be used
to identify the order of phase transition. The fourth standardized moment by (compare to

Eq. (4.2))

(1Pl = {|P1)*)
((1P]=(1P))*)?*

by = (4.7)

serves as a measure of the kurtosis of a distribution. Depending on the type of phase tran-
sition, it takes on by = 3 for a crossover (Gaussian distribution), by = 1 for a 1%° order
and by = 1.604 for a 2"d order Z, phase transition [84]. We could observe that by is nearly
constant for volumes up to LT = 5 and only mildly drops for the largest volumes LT = 6,8
(see left panel of Fig. 4.10). This is in contrast to the volume scaling of the peak of the
susceptibility (right panel) for which the expected linear scaling sets in for LT > 5.
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Figure 4.10: Volume scaling of b4 (left panel) and peak of the bare Polyakov susceptibility
(right panel) for Ny = 8.

4.1.5 Latent heat

A key feature of a 15 order phase transition is a non-vanishing latent heat. This quantity
can be understood as the discontinuity of the trace anomaly I /7%

I  e-3p

T4 T4

(4.8)

and hence of the energy density €, as the transition is crossed. The trace anomaly is a measure
of the deviation from an ideal/scale invariant system and can be calculated according to

2
€e—3p= T76T log Z — 3p (4.9a)
2
T—aT (pv> —3p (4.9b)
T
=172 < = + 8Tp) —3p (4.9¢)
=TOorp—4p (4.9d)
p
_ 755, (T4> (4.9¢)
f
= T°0p (—T4) : (4.9f)

In the first line we used the standard definitions of the thermodynamical quantities in sta-
tistical mechanics: € = T?/VOrlog Z and assume large volumes such that p = Ty log Z ~
TlogZ

N3 .
Using the lattice extensions with T3V = §5, We can rewrite
xT

f 1 er site er site

— N} / 46’ [So — Sr], (4.10D)
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Chapter 4. Upper right corner of the Columbia plot

and get the final expression for the trace anomaly according to

1 €e—3p f
A= X 1o (_T4> (4.11a)
0
= fTaffﬂ [So — St (4.11b)
0
= — faaflg [So - ST] . (4.110)

Here the gauge action at finite temperature St is renormalized with the action at zero tem-
perature Sy according to the scheme provided by [74]. Calculating the jump of the trace
anomaly is a challenging task. We face a pronounced temperature dependence just above
and just below T, (see left panel of Fig. 4.11). The most successful method to define the
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Figure 4.11: Left: Trace anomaly for LT = 8 volumes and various spacings as function of
the temperature. Plot from [191]. Right: Exemplary presentation of the cut determination
for 323 x 8. The effective potential at /3, is fit with a polynomial to determine the minimum
between both peaks which serves as a cut (red point).

latent heat, the one we also use here, is to simulate right at 5. and classify the lattice config-
urations into the cold and hot phases [75,76]. The procedure works as follows: We reweight
our closest ensemble to (. right to the critical coupling and calculate the minimum between
the two peaks of the |P| histogram (see right panel of Fig. 4.11). This minimum gives us a
cut between the hot and the cold phases of the system. Then the trace anomaly is calculated
for configurations whose |P| is above and below the cut yielding

op

= NtélTaiT [Scold - Shot] . (4.12)

AFE €e—3p
71 = A

To calculate T%, we can use f(f) :=wgy/a(B) by

o 9B f(B)
STt —as = i (4.13)

f(B) is a polynomial of deg=6,7 as described in the previous Section. In Fig. 4.12 the bare
Polyakov loop histograms are shown for three volumes of our N; = 5 lattice set. Standard
jackknife errors are shown on the histograms. The trace anomaly shows no discontinuity
between the phases and its Polyakov loop dependence can be modeled by a polynomial. We
fit a 34 order polynomial with finite volume corrections proportional to 1/L3 to obtain the

56



4.1. Quenched QCD at finite temperature

2 T T T T
19 L Ploop histogram, 40°x5 —=— ?ﬁT
1.8 I Ploop histogram, 60;x5 —*— 9
17 F Ploop histograrq, 803)(5 o
16 | (e-3p)/T, 40%x5 —=— P
1'5 L (e-3p)/T ,603)(5 e
1'4 | (e-3p)/T", 807x5
" B (e-3p)T, inifinite volume —*—
. 12 ¢ ;
| 1.1 .
o 1t 3
o
5 09 | s 3
08 [y, g -;W
0.7 ' s ] = i ?% ¢
06 [ 2;". g @* i
0.5 - . -~
0.4 ;. PRy 4 E o ﬁ. () !';
) y Il ‘sﬂr ER
0.3 W o .
0.2 Lt i B fﬁiﬁg ki‘ .-
0-(1) ‘ o teean s subug S ; x, m
0 0.01 0.02 0.03 004 005 006 007 008 0.09
bare Polyakov loop bin

Figure 4.12: Polyakov loop histograms for three volumes on N; = 5 along with the trace
anomaly expectation values for each Polyakov loop bin. The double peak structure and
the sharpening of the peaks with increasing volume match our expectations for a 15 order
transition. The trace anomaly shows no discontinuity in this representation, hence the infinite
volume limit can be found using a polynomial model.
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Figure 4.13: Combined infinite volume and continuum limit of the latent heat according to
Eq. (4.12). The extrapolation is linear both in 1/N? and 1/L3, in this example we exclude
all ensembles with Ny < 6 or LT < 5. The continuum extrapolated but finite volume results
of [75] are shown for comparison.

infinite volume extrapolation (red curve). This picture connects the latent heat with the
hot-phase value of Polyakov loop. The cold phase peak moves to zero as 1/L3, hence, the
y—intercept of the red curve points to the trace anomaly at T, — e. Similarly, the non-
trivial position of the second histogram peak in the thermodynamic limit is translated by
the same curve to the trace anomaly at T, + ¢. We calculated the latent heat according to
Eq. (4.12) and found that a combined linear continuum and infinite volume fit is possible as
presented in Fig. 4.13. For the final result we consider the following sources of systematic
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Chapter 4. Upper right corner of the Columbia plot

uncertainties. The continuum limit is calculated both using and not using N; = 5, including
or not including the aspect ratio LT = 4.5 into the infinite volume extrapolation. We use
various number of Polyakov bins (100, 200 or 400) and two different log-polynomial models
for fitting the negative logarithm of the histogram so that the cut value separating the phases
can be calculated. We have performed two separate analyses: first using reweighting to (.
from the closest available 8 ensemble, second, using the multihistogram method to calculate
averages at .. The final results is shown Table 4.2. The small but clearly non-vanishing

Table 4.2: Final result of the latent heat in the continuum and infinite volume limit.

median 1.0249
statistical error 0.021 |21 %
full systematic error | 0.027 | 2.7 %
Histogram fitting 0.0030 | 0.29 %
Histogram binning | 0.0002 | 0.02 %

B, definition 0.0135 | 1.32 %
wp interpolation 0.0007 | 0.07 %
LT range 0.0121 | 1.18%
N; range 0.0157 | 1.53%

Analysis method 0.0019 | 0.18%

value of the latent heat highlights that the thermal transition in quenched QCD is a weak
15¢ order transition in the context of SU(N) theories [77]. The major driver of the systematic
error is the definition of . and the selection of Ny ensembles to the continuum limit which
contribute 1.32% and 1.53% to the error.
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4.2. Topological features of the deconfinement transition

4.2 'Topological features of the deconfinement transition

Let us briefly recall some aspects of Section 2.4 to highlight the motivation to study the
topological features of QCD, as they are not only interesting from a theoretical point of view.
The corresponding topological susceptibility is relevant in cosmology as part of a potential
solution to the strong C'P problem: QCD suffers from a fine tuning problem. Its Lagrangian
could contain terms of the form

Ly = —i0q(x), (4.14)

which break the C'P symmetry unless § = 0 (or precisely § = n - 27 with n € Z). Here ¢(x)
denotes the topological charge density. The Peccei-Quinn mechanism provides an attractive
solution to this problem by proposing an additional field, the dark matter candidate called
axion A(x), which couples to the gauge fields and obeys a U(1) symmetry. The dynamical
breaking of the latter leads to a non-vanishing expectation value of the axion field 6+(A) / f =
0, and hence to a mass generation m124 = x/f?, which is determined by the topological
susceptibility x [194,195]. Moreover, the 6 dependence of quenched QCD is also relevant in
phenomenology by predicting the mass of the /. As shown by Witten [60] in the large N limit
(N is the number of colors), the corresponding free energy must be a multibranched function
of §/N, which has a non-vanishing 6 dependence at leading order in 1/N [196]. Hence in the
confined phase, there is a spontaneous breaking of the C'P symmetry at § = (2n+ 1)7 due to
the system’s choice for one branch. At these points a 15 order phase transition is expected
since two branches with opposite derivatives intercept there. This leads to another possible
phase diagram of quenched QCD depending on 6. I refer to [196] for further information.
Because the free energy density is an even function of 6 due to the § — —0 symmetry, we
can expand it in 0 as

£(0) = 1(0) + 30 + Gt + O(E°), (115)

with the topological susceptibility x(7") and the fourth moment x4(7") defined as

=T =L e -sey. (1.16)

where V denotes the space time volume. The temperature dependence of the observables is
not explicitly written to facilitate readability such that x := x (7). Let us note that in the
literature the deviation from the susceptibility is often considered [197-199]

1
Af(6) = 5xb° (L4007 +.], b= —é;;. (4.17)

The free energy (density) is a continuous function, hence we expect at the transition f. = fy,
with the index ¢ denoting the confined and d the deconfined phase. Expanding them in 6
and reduced temperature ¢ at leading order and dropping the constant terms leads to

£u(t,0) /T, = At + %92, (4.18)
fat.0)/T. = Agt + %92. (4.19)
The equality of f. and fy right at the transition can be rewritten as

T.Act + %92 = T Agt + %92, (4.20)
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Chapter 4. Upper right corner of the Columbia plot

and simplified to

T.(0) T oA
Here we used Ax = xq — X and the latent heat Ae at 0 =0

Ae=¢€g—e. =T? (=0r(fa/T) + aT(fc/T))TzTc
~ T.(A. — Ag). (4.22)

0% := 1+ Ref*. (4.21)

Using our result for the latent heat Ae/T+ = 1.025(21)(27) as calculated in Section 4.1.5,
we find, with Ry = 0.0178(5) from [196] (which is continuum extrapolated on LT = 4),
Ax/T* = —0.0365(18). Our goal is to quantify Ay and the curvature Ry as a direct lattice
result in the continuum and infinite volume limit. Therefore we use the methods such as
identifying hot and cold phases via histograms and parallel tempering as used to investigate
the deconfinement transition in the last Sections. The following Sections are part of our
publications [168,200].

4.2.1 The topological charge on the lattice

We simulated the pure SU(3) Yang-Mills theory with the Symanzik-improved gauge action
in a narrow range of gauge couplings around f. using parallel tempering. The center of this
range was fine tuned to the critical coupling . with a per mille precision in T/T,. At this
coupling we stored the configurations for further analysis. The use of parallel tempering has
significantly reduced the auto-correlation time by allowing a frequent exchange of configura-
tions between T' < T., T' ~ T, and T > T, sub-ensembles. On each lattice configuration we
measured the Symanzik-improved topological charge defined similarly as in [201-203]

Q = Z Canmna (423)
mne{11,12}
where the coefficients ¢,,,, are
C11 = 10/3, C12 = —1/3, (4.24)

and @, is the naive topological charge defined through the lattice version of the field strength

A

tensor (F),,)

1 1 N N
Qmn = 3972 22 Z Z €uvpo - tT(Fpup(x;m,n)Fype(x;m,n)). (4.25)

T HK,v,p,0

A

F(xz;m,n) is built by averaging clover terms of m x n plaquettes at site = on the puv plane.
We introduced smearing on the gauge field via the Wilson flow, which allowed us to measure
a renormalized topological charge which we defined at a given flow time ¢. All moments of
@ are a constant function of the flow time ¢ in the continuum. In practice one selects a
fixed flow time ¢ in physical units, e.g. relative to the actual temperature T at which the
continuum extrapolation can be carried out using the lattices at hand. The choice of ¢ is,
thus, a compromise, such that ¢ should be small enough to avoid high computational costs
but also to avoid finite volume effects t < L?, yet large enough to maintain ¢ > a?. To
choose an appropriate flow time, we study the ¢ dependence of x as presented on the left
panel of Fig. 4.14. We show the normalized susceptibility x /7., so that the comparison of
lattices with different resolution is meaningful. Different curves with the same color represent
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Figure 4.14: Left: x/T? as function of T2 on LT = 2 with different resolutions. Black
points indicate results from a Symanzik-improved topological charge and blue empty points
are obtained using no improvement. Right: Continuum extrapolations of /74 on LT = 2
lattices for different flow times written as t77? = 1/36 (left) and #7> = 1/18 (right). The
colored bands show linear fits on the data. The shorter bands of color blue are linear fits on
the improved data using data only from finer lattices N, > 6. In the case of t/T>=1/36 the
reduced chi square x? = x?/(degrees of freedom) of the fits for the unimproved, improved
and the short range improved data are respectively X12mimp = 1.06/3, X?mp = 3.25/3 and
Xinp,s = 0.14/2. In the case of tT7=1/18 we g0t Xpyimp = 0.85/3, xipp = 1.57/3 and
Xiap,s = 0.17/2.

different lattice spacings, and with different colors we show data that were calculated from
the improved or unimproved topological charge. We defined @) at a flow time that fell into the
plateau region even in the case of the coarsest lattices. Our choice of the flow time tT2 = 1/18
is highlighted with a black vertical line. Fixing ¢ we could calculate y and determine a
continuum limit for Symanzik-improved and unimproved data sets, which we compare on
the right panel of Fig. 4.14 together with results that we calculated at a smaller flow time
tT? = 1/36. If Q is renormalized correctly, the continuum limits obtained from improved and
unimproved data should agree. This is true in the case with our choice of ¢ (right hand side),
whereas at a smaller ¢ (left hand side) finite size effects are still significant and improved and
unimproved continuum extrapolations slightly differ. The blue bands show a shorter range
fit on the improved data, excluding the N, = 6 lattice. The continuum limit from the smaller
fit range extrapolation is compatible with results using the whole data set, therefore we will
use one or the other of the two cases in the following sections depending on the x? of the fit
on the actual data. In the next section we describe a broader temperature scan throughout
the transition 0.9 T'/T.-1.1 T'/T,. Calculating the Wilson flow at several temperatures would
have a large computational cost. Therefore in this case we calculated @) after using stout
smearing on the gauge field corresponding to the same physical smearing radius as in the
case of the Wilson flow. We performed a number of stout smearings (p = 0.125), such that
tT? = 1/18 = Ngmear p/N?. This means Nypear = 16 for the coarsest lattice (N, = 6) and
21.7 steps for N, = 7, 28.4 for N, = 8, and 44.4 steps for N; = 10. Non integers steps were
realized through an interpolation of ) in the step number. The difference between the two
methods turned out to be statistically insignificant. Hence we choose the cheaper smearing
procedure.
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Chapter 4. Upper right corner of the Columbia plot

4.2.2 The continuum extrapolated susceptibility in the transition region

In addition to the simulations we carried out by tuning precisely at the transition tempera-
ture, we measured () for ensembles generated in the vicinity of the transition temperature.
Employing parallel tempering we were able to cover the temperature range 0.97,. < T < 1.17,
in a fine mesh of 64 or more gauge couplings. In this Section we focus on the aspect ratio
LT = 4, for which we could carry out the continuum extrapolation. In Fig. 4.15 the nor-
malized topological susceptibility in the vicinity of 7, is presented for N, = 6,7,8,10. For
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Figure 4.15: x /T as function of the temperature around 7. for aspect ratio LT = 4. The
continuum extrapolation, which includes statistical and systematic uncertainties, is shown in
black. A result at 7' = 0 from [204] is added in yellow. It was given in ry units, which can
be translated by combining woT. = 0.25384(23) from [40] with wp/ro = 0.341(2) from [205]
to obtain x /T4 = 0.1707(55).

the continuum extrapolation, we used a spline interpolation in § to extract data at equal
temperatures for all N;. The continuum limit is then performed at fixed temperatures in-
dependently, whereby we use two different scale setting functions. The first scale setting is
defined through wy: we used the wo/a(3) data set from 48% lattice simulations in the same 3
range. These wg/a data were translated to T.a(f) scale by the factor woT, = 0.25265 valid
for the aspect ratio LT = 4 (and neglecting its per-mill level error). The second scale setting
was defined through the sequence of the transition gauge couplings (5.(N;)) for various N,
as determined in [40]. We, thus, set T.a(5.(N;)) = 1/N; and interpolate to the other gauge
couplings (using a polynomial fit). We can estimate the systematic error of the continuum
extrapolation by first fitting with the N; = 6 and omitting it in a second fit.

4.2.3 The discontinuity of the topological susceptibility

In this Section we want to quantify Ax(7¢) in the continuum and infinite volume limit. As
presented in Fig. 4.16 we can see no significant volume dependence in the deconfined phase,
but below 7, the slope rapidly grows with the volume. Multiplying the temperature axis
with the volume as indicated on the inset plot, there is an overlap of the x/ Tc4 curves, typical
for a 15¢ order phase transition. In Fig. 4.17 we show the same lattice configurations by
splitting the ensembles into confined (|P| < P.) and deconfined (|P| > P,.) sub-ensembles.
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Figure 4.16: X/Tél as function of the temperature around T for aspect ratios LT = 3,4,5,6
on N, = 8. The increasing slope indicates a discontinuity. The inset plot normalizes the
temperature axis with the volume: there the curves overlap at and below T..

Similar as described in Section 4.1.5 and shown on the right panel of Fig. 4.11, P, is the
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Figure 4.17: /T2 as function of the temperature around 7, for aspect ratios LT = 4,5,6
on N, = 8. The high and low temperature phases were separated into two sub-ensembles via
cutting the Polyakov loop histogram at the local minimum between both peaks.

position of the local minimum of the renormalized Polyakov loop histogram at T, for all
temperatures. We see that, at T., x takes very distinct values in the two phases, and this
extends to a small vicinity of the transition temperature, depending on the volume. Similar
to the renormalization scheme described in Section 4.1.1, we renormalize the absolute value
of the Polyakov loop according to

P(T§ Ny, NT) = PO(IB(TNT); Ny, NT)Z(/B(TNT))NT> (4'26)
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Chapter 4. Upper right corner of the Columbia plot

with Py(8(T'N;); Ny, N;) denoting the ensemble average of the volume averaged bare Polyakov
loop. The renormalization factor Z(53) is determined by setting a renormalization condition
P(T)=1at T =T, We determined Z using LT = 4 lattices with N, =5,6,7,8,10 and 12.
A polynomial fit to log Z(3) allows an interpolation in 3. In the following systematic analysis
the error coming from the Polyakov loop renormalization refers to the ambiguity in the Z(5)
interpolation scheme. We performed simulations right at 8. and took possible deviations into
account by reweighting to b3 = 0 (recall Section 4.1.1).

l ' infinite voulume limit —
2837 —=—
0.2 3537 A
4237
5637 F—v—
0.15 } -
g |
=
01 }} ' s d LT
0.05 F ..E§§§¥ % §§§¥§}é§£ £§iiImh |
X i fé{ ru-; ix ??% E fil { fr
l " ii’ i’ iff f ry I&
0 ;. L 1 L i!'}xtia. "
a 0.5 1 15 5
IPI

Figure 4.18: y /T2 as function of absolute value of the renormalized Polyakov loop. In
the lower region we show Polyakov loop histograms belonging for different volumes. The
temporal extension of the lattices used for this figure is N, = 7.

In Fig. 4.18, for each Polyakov loop bin of the reweighted ensembles y /T is shown. We
observe a smooth function for each volume, with a mild volume dependence. The infinite
volume limit is calculated with a 2D fit of a second degree polynomial. We determined Ay
at the transition ensemble-by-ensemble by subtracting the value of x in cold phase from that
of the hot phase (similar to the latent heat calculation). Then we extrapolated the infinite
volume and the continuum limit via a two dimensional fit. The systematic error analysis is
performed in the following way: First we varied the fit range by including and excluding data
with the smallest aspect ratio LT = 4, then we used two different fit formulas for the infinite
volume and continuum extrapolations, one was a function with three parameters f(z,y) =
a+b-x+c-y and the other was a function with four parameters g(x,y) = a+b-x+c-y+d-zy,
with z = 1/N? and y = 1/(LT)3. Furthermore we varied the fit range of the function that was

Table 4.3: Error budget of Ay /7.

Ax/T:

median -0.034378
statistical error 0.0044 | 13 %
full systematic error 0.0032 | 9.3 %
Fit range 0.0026 | 7.43 %
Fit formula 0.0026 | 7.54 %
Fit range of histogram | 0.0000 | 0.05 %
Renormalizing 0.0000 | 0.11 %
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4.2. Topological features of the deconfinement transition

used to determine the minima of Polyakov loop histograms, the smaller range being 0.15|P|-
1.85|P| and the larger range was 0.1|P|-1.9|P|. Finally we used two different schemes to
interpolate the renormalization factors of the Polyakov loop. In Table 4.3 the error budget is
shown. As expected, the systematics is dominated by the ambiguities in the infinite volume
extrapolation. Our directly calculated result Ay/T+ = —0.0344(44)(32) agrees with the
estimated discontinuity obtained from Eq. (4.21).

4.2.4 The 0-dependence of the transition temperature

Similar to the situation for QCD at finite density, simulations at real € are infeasible due
to the resulting complex action. The method to determine Ry in [206] uses simulations at
imaginary values of the § parameter (6’ denotes the imaginary part). Analogously to the
study of the T-up phase diagram, we can also extract Ry from 6 = 0 ensembles. To achieve
this we start from the sub-ensemble of the tempered # = 0 simulation corresponding to
B ~ B.(0), that we already used to obtain Ay. In these sub-ensemble @) was determined using
the gradient flow. We perform a simultaneous reweighting in € and S in order to maintain
b3 = 0 (in practice, we used a very small value of § = 0.02¢). This third order cumulant
could be obtained with high precision thanks to parallel tempering. The zero-crossing of bs
was found through reweighting in § from a single gauge coupling, since all streams in the
tempered simulation are roughly equally represented at each §. This eliminated the need
for fitting the curve b3(5). In addition to this, we performed simulations at imaginary 6.
Instead of the Hybrid Monte-Carlo technique we use the pseudo-heatbath algorithm (with
overrelaxation sweeps) to propose updates that undergo a Metropolis step to accept or reject
the update according to the action Siopo = QH'. This Q is defined using a sequence of
stout smearings and the improved clover definition, such that the renormalization step is no
longer necessary. For modest 6! parameters (e.g. 0/ < 2) and volumes (LT < 6) we find
reasonable acceptance (>10%). The range of accessible # parameters diminishes with the
inverse volume. This, however, does not prohibit the use of larger lattices, since the slope
of b3(B) scales proportionally to the volume, increasing the achievable precision on 3.(67)
accordingly. Thus, in a larger volume we can extract Ry with a smaller lever arm (a smaller
value of #7). With Eq. (4.21), we can construct a proxy quantity F for the curvature Ry
which is defined for 8 = 0 as well as for imaginary 6

T.(6)
T.(0)

02

= F (6%, 1/N2,1/(LT)?), (4.27)

with T.(0)/T.(0) = wo(Be,0)/wo(Be,0). The value of F (62,1/N2,1/(LT)3) at vanishing
arguments is Ry in the thermodynamic and continuum limit. We perform a global fit to the
data F(z,y,z) = Ry + Az + By + Cz, where A, B and C are the leading slopes for the
residual 02, lattice spacing and volume dependence of F, respectively. We take three sources
of systematic errors into account. First, the scale setting ambiguity, here using different
interpolations to the wpa(8) function. Second, we varied the fit formula, by enabling or
disabling the C/(LT)? term. Most importantly, the third option controlled the continuum
limit range: whether we included or excluded the coarsest lattice N; = 6 in the continuum
extrapolation. The final result for Ry is shown in Table 4.4.
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Chapter 4. Upper right corner of the Columbia plot

Table 4.4: Error budget of Ry.

Ry
median 0.0181
statistical error 0.00045 | 2.5 %
full systematic error 0.00064 | 3.5 %
w0 interpolation 5-107% [ 0.03 %
choice of the fit function F | 0.00003 | 0.14 %
continuum extrap. range 0.0006 | 3.5 %

This result is in remarkable agreement with the earlier continuum extrapolated (though not
infinite volume extrapolated) value given by the Pisa group Ry = 0.0178(5) [196].
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4.8. The critical quark mass in the heavy mass region

4.3 The critical quark mass in the heavy mass region

In the last Sections we studied the thermal and topological features of the deconfinement
transition in quenched QCD. Now we want to investigate the thermodynamics of QCD in the
heavy mass region including dynamical quarks. I refer to Section 2.5.1 to avoid repetitions of
the historical outline regarding the research of the critical mass, but let us recall some main
aspects of criticality in this regime.

Starting from the quenched approximation, decreasing the quark masses weakens the phase
transition until the corresponding latent heat vanishes at the critical mass. These endpoints
of the 1% order phase transition should be in the same universality class as the 3d Ising model
or Z(2) spin systems sharing the same critical exponents. Our goal is the determination of
the critical endpoint m, in the Ny = 3 flavor theory, i.e. we investigate the diagonal of the
Columbia plot with staggered fermions and 4stout smearing. This is a challenging task since
we face critical slowing down and much higher computational costs compared to quenched
simulations due to the inclusion of dynamical fermions. We use again parallel tempering to
improve on critical slowing down, which features high auto-correlations times, too. Although
the mechanisms of critical and supercritical slowing down are similar, they are not completely
identical. The key challenge for the latter was to sample both phases, which are present in
a finite volume near T,. The barrier between both states significantly increases with the
volume, which is a serious problem in a volume scaling study (recall Section 4.1.2). However,
a key feature of a 2°d order phase transition is a diverging correlation length in the infinite
volume limit. This implies a slow response of the system near criticality - critical slowing
down - leading to a high auto-correlation time as well.

4.3.1 Mass scaling of the observables

We focus on the Polyakov loop and its susceptibility to study the spontaneous and explicit
breaking of the Z(3) center symmetry. The latter leads to a non-vanishing value of (|P|) in
the confined phase. Nevertheless, the Polyakov loop is still a steeply rising function in the
transition region and its inflection point could be associated with the transition temperature.
Another way to define a critical coupling is the determination of the peak position of the
susceptibility, a strategy we used in the previous Sections and from now on. For simplicity
we work with the bare quantities.
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Figure 4.19: Polyakov loop (left) and its susceptibility (right) as a function of the coupling
3 at several masses (in lattice units) in the vicinity of the critical mass on a 483 x 8 lattice.
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Chapter 4. Upper right corner of the Columbia plot

The Polyakov loop and its susceptibility are presented in Fig. 4.19 for several quark masses
in lattice units. It is clearly visible that the the critical coupling is shifted to higher values
by increasing the quark masses. A similar statement can be made for the peak of the suscep-
tibility which increases with the quark masses. Analyzing the peak of the susceptibility is a
suitable method to determine the type of phase transition. A diverging peak in the infinite
volume limit is a clear sign of a real transition. The main task is then how to determine the
peak as precisely as possible. A suitable strategy is to express the susceptibility as a function
of the Polyakov loop, as shown in Fig. 4.20. The advantage is a simpler form of x ({|P|))
compared to x(3) (right panel of Fig. 4.19), whereby the latter is compatible with a larger set
of possible fitting functions. For this purpose, all jackknife blocks (cubic splines) are solved
for the central sample: (|P|)(8) = const.. The resulting § are substituted into the jackknife
splines x(B). In this way, the statistical error on (|P|) is converted into an additional error
of x. We used a similar strategy in [33] in which we expressed the chiral susceptibility as a
function of the chiral condensate.
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Figure 4.20: Susceptibility as a function of (|P|). Left: Illustration of the peak determina-
tion via a low order polynomial fit. Right: Impact of different quark masses on x.

In the right panel of Fig. 4.20 the mass scaling of the susceptibility is presented for one lattice.
The peak height increases with the quark mass, but this tendency gets weaker for the higher
masses. In particular, a quark mass of m = 2.00 overlaps with the result from quenched
simulations.

4.3.2 Volume scaling of Xmax

In the case of a 15* order phase transition, the peak height ymax diverges linearly with the
physical volume (LT)? — oco. For a 2" order phase transition, this behavior is accompanied
by critical exponents, probably given by Z(2) spin systems (recall Section 2.5.1). The last
statement relies on continuum QCD, however we expect to observe signs of criticality also at
finite spacing. In Fig. 4.21 the susceptibility as a function of 3 is presented for two different
quark masses and the three largest lattices. In both cases, the peak height increases with
the volume, but much milder for m = 0.90 compared to m = 1.30. The system seems to be
located more deeply in the crossover phase for the lighter mass, while it gets more critical for
the higher mass (later we will see that m = 1.30 is very close to the critical quark mass). In
Fig. 4.22 the volume scaling of the inverse peak height as a function of the inverse physical
volume is presented on N; = 8 lattices for several quark masses. For m = 0.90, x5, takes on
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Figure 4.21: x(3) on three different volumes. Left: Results for m = 0.90, rather located in
the crossover phase. Right: Results for m = 1.30, close to the critical mass.

a finite and non-vanishing value in the infinite volume limit, which is a sign that the system
is still in the crossover region. By increasing the quark masses, the systems seems to get
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Figure 4.22: Inverse peak height as function of the inverse physical volume for three quark
masses. The infinite volume limit corresponds to 1/(LT)? — 0.

more and more critical, since ., tends to vanish for 1/(LT)3 — 0, but not linearly. In
particular this is visible for the largest three lattices (403 x 8,483 x 8,643 x 8) for which the
linear scaling sets in in quenched QCD (see right panel of Fig. 4.10).

4.3.3 Determination of the critical quark mass

In the case of a 2" order phase transition, . vanishes in the infinite volume limit according
to a power law. We expect Z(2) critical exponents to apply, whereby the quark mass represents
the symmetry breaking field. Therefore we extract the critical quark mass m. via

X (LT — 00) = A - (me — m)?, (4.28)
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Figure 4.23: Inverse peak height in the infinite volume limit as a function of the quark
masses for Ny = 6 (left) and N; = 8 (right).

with A and m, as fitting parameters and v = 1.2373 [21]. In Fig. 4.23 the infinite volume
extrapolated results for y,l . as function of the quark mass are shown for N; = 6 (left)
and N; = 8 (right). The critical quark masses are given in lattice units. We can con-
struct dimensionless quantities such as the pseudoscalar mass or wo7, and get for N; = &:
mps/Te = 20.20(4) and woT;, = 0.247(4) (errors are purely statistical). These results are close
to previous results from matrix models [80] which predict mps/T, ~ 18.7 and lattice simula-
tions with Wilson fermions my,s/T. ~ 18.1 [84]. The latter was obtained for a Ny = 2 flavor
theory, indicating that Ny could have a mild impact on the critical mass. This assumption
is supported by [80] in which the authors declare that m. increases with N;.

There are several approaches on how to determine the critical quark mass. For instance,
we focused on the peak of the susceptibility, [84] investigated the finite size scaling of the
fourth Binder cumulant by and [82] used a histogram method, for which the Polyakov loop
histogram is reweighted, until the double peak structure vanishes. It is worth to note that
the latter found a double peak structure in the crossover region for volumes 6 < LT < 9,
which is "washed out" for LT = 10, 12. This observation highlights the need for large volumes
to classify the transition. So far continuum extrapolated results are still missing. This is a
challenging and computational expensive task due to the need for large statistics, mainly
caused by critical slowing down and the inclusion of dynamical quarks.
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5 Lattice QCD EoS at finite density

In the last Sections we explored the mass and 6 parameter space of thermal QCD with
lattice simulations. Let us now turn to the physical point for which we set # = 0 and deal
with physical quark masses. The corresponding phase diagram in the T-up plane is currently
intensively studied, both theoretically and experimentally (recall Section 2.6). In this chapter,
we discuss recent results from lattice simulations, which are highly relevant for heavy ion
collision experiments. The calculation of the EoS of strongly interacting matter under extreme
conditions such as temperature, density or magnetic fields is of outstanding importance. It
gives access to thermodynamic quantities such as entropy or energy density and thus to the
understanding of interactions in heavy ion collisions or dense matter astrophysics. The EoS
is an input for relativistic hydrodynamical simulations [207,208] which are essential for the
interpretation of experimental results. The capability to reliably detect gravitational waves
opens the possibility to study super dense objects such as neutron stars (and their mergers)
which could feature a "cold" QGP phase in their inner core. Signals of a possible 15 order
phase transition from the QGP to the hadronic phase should be visible in the thermodynamic
quantities and hence shed light on the T-up phase diagram at low temperatures.

First continuum extrapolated results from the lattice in (2+1) QCD were presented by the
Wuppertal-Budapest collaboration [141] using 2stout staggered fermions on N; = 6,8, 10 and
refined with Ny = 10, 12,16 in [209]. HotQCD [210] could confirm these results with a different
discretization using the HISQ action. Furthermore, the EoS with charm quarks (2+1+1) was
calculated in [195] and in the background of magnetic fields in 2+1 QCD [211]. Direct
calculations at finite density are hindered by the sign problem. Using a Taylor expansion
of the EoS [212] with simulations at vanishing chemical potential, the results were extended
to higher pup by adding more terms to the Taylor series [213]. We performed simulations at
imaginary chemical potentials which enabled us to extrapolate the EoS to unreached high and
real up over a broad temperature range with a new expansion scheme. The work was later
extended by matching conditions which are relevant for heavy ion collisions. The following
Sections are part of our works [143,214,215].

5.1 The EoS from an alternative expansion scheme

The knowledge of the EoS from lattice simulations commonly consists of the Taylor expansion
coeflicients of the pressure around pup = 0

2n
£ (T:;f 2y (2711)!x5‘n(T, 0) (*;?) , (5.1)

where X;'B are the j-th derivatives of the normalized pressure:

0 )jp(T,MB)
oup/T T

X (T, ) = ( (5.2)
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Chapter 5. Lattice QCD FEoS at finite density

Besides diagonal coefficients, one can also define off-diagonal correlators between different
conserved charges in QCD. Correlators between baryon number and strangeness, which we
will need in our procedure, are defined as

@) = (5.0 (i) Pk
oup/T) \ops/T) — T
Such correlators have phenomenological relevance [216] and they can also be used to ex-
trapolate the equation of state of QCD in the full, four-dimensional phase diagram at finite
T, pB, ps, pg [217]. High order derivatives of the pressure are notoriously difficult to
calculate, as they suffer from a low signal-to-noise ratio. This is because their direct deter-
mination involves large cancellations of different terms containing derivatives of the Dirac
operator [155]. Moreover, pathological behavior — namely non-monotonicity in the T- or pp-
dependence — appears in the extrapolated thermodynamic quantities at chemical potentials
beyond pup/T < 2—2.5. This is due to the fact that, for large enough pp /T, the observables
at finite chemical potential are dictated by the up = 0 temperature dependence of the last
coefficient included in the expansion. Hence, the structures appearing around the QCD tran-
sition temperature in higher order coefficients are "translated" into the finite-up behavior of
e.g., the entropy, baryon density, etc. Another inherent problem with the Taylor expansion
is the fact that it is carried out at constant temperature. This means that the values of the
coefficients at up = 0 and a certain temperature T determine the equation of state at the
same 1" at finite pp, while the pseudo-critical temperature 7}, might have varied considerably.
While a sufficiently large number of expansion coefficients would lead to smooth extrapolated
functions, even though the Taylor coefficients themselves present a complex structure around
the transition temperature, the problem here is rather practical. A scheme that could work
with fewer coefficients would be preferable from a cost point of view. In Fig. 5.1 we show

(5.3)
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Figure 5.1: Baryon density from a Taylor expansion with the coefficients of [218], at up/T =
1,2,3, as a function of the temperature. Different colors correspond to the order to which
the expansion is carried out.

the baryon density np(T") obtained from a Taylor expansion with the coefficients in [218], at
ip = 1,2,3. The extrapolation is shown including an increasing number of coefficients, to
show the effect of higher-order ones. The leading-order (LO) and higher truncations refer to
~ fipdnp(T)/0ip, or ~ +i%03np(T)/0p%, ete. being the last term in the expansion. The
derivatives are taken at ug = 0. At fip = 1 apparent convergence is achieved at the NLO
level, for higher chemical potential this is not the case. Especially at ip = 3, the inclusion
of all the coefficients in [218] causes unphysical non-monotonic behavior.

We start with an interesting obervation from imaginary pp simulations: In the left panel of
Fig. 5.2 we show temperature scans of the quantity ng(T)/is = xP(T, ig)/fip for several
fixed imaginary pp/T ratios. The 0/0 limit at up = 0 can be easily resolved and equals

x5 (T).
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Figure 5.2: Left: The (imaginary) baryon density at simulated (imaginary) baryon chemical
potentials, divided by the chemical potential. The points at up = 0 (black) show the second
baryon susceptibility xZ (7). Right: Same curves as in the left panel, with a temperature
rescaled in accordance to Eq. (5.5) with x = 0.0205.

The T-dependence of the normalized baryon density at finite chemical potential appears to
be simply shifted /rescaled towards higher temperatures from the pp = 0 results for x¥. This
behavior is more apparent in the vicinity of the transition, where the slope of these curves
is larger. At very high temperatures, as well as at very low temperatures a simple shift
cannot describe the physics, since the curves become extremely flat. A simple rescaling of
temperatures can be described as

X2 (T, fig)

= XQB(T/aO)a (54)
uB

where the actual temperature difference can be expressed through a pp-dependent rescaling
factor that we write for simplicity as

T =T (1+ ki) (5.5)

In the right panel of Fig. 5.2 we show a version of the curves in the upper panel, where all
the finite-fip curves are shifted in accordance to Eq. (5.5) with x = 0.0205. Remarkably, we
note how well the curves are superimposed to each other, even with the simple assumption
of a single, T-independent parameter governing the transformation. A similar behavior is
observed for other quantities too. We show in Fig. 5.3 the first and second order fluctuations
of strangeness at imaginary baryon chemical potentials. In analogy with Eq. (5.4) one has:

S ~
X1 (1,
1 (A NB) _ XﬁS(T/;0>7 (56)
UB

where 7" is defined analogously to Eq. (5.5), albeit with different x parameters.
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Figure 5.3: Left: (Imaginary) strangeness density divided by the baryon chemical potential.
Right: Strangeness susceptibility at simulated (imaginary) baryon chemical potentials. The
points at pup = 0 (black) show the baryon- strangeness correlator xP°(T) (left) and the
second strangeness susceptibility x5 (7)) (right), respectively.

Motivation

To motivate our alternative summation scheme, let us first consider a crude approximation
that we will later refine. We take Eq. (5.5) at face value and use it together with Eq. (5.4)
to obtain a well defined P (T, fip) function. We need a xZ(T',0) function as well, which we
borrow from a deliberately simple fit f(T) = a + barctan(c(T — d)) to our data on a 483x12
lattice. In principle, we could not only calculate P (T, fig) at arbitrary jip but, blindly
believing Eq. (5.5), one could calculate the higher pp-derivatives as well. While this will not
describe Nature precisely, it can serve as a test for the Taylor expansion method. To this end,
we took several jig-derivatives of our xP (T, fig) function and calculated its truncated Taylor
series for the lowest four orders. Here LO means just plotting xZ(7,0). We compared our
mock curve (labelled as "full") against its Taylor expansion at three real values of the chemical
potential (see Fig. 5.4). For fip = 1,2, the summation up to LO and NLO is sufficient to
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Figure 5.4: Benchmarking various orders of the Taylor method assuming an equation of
state, where the pp-dependence of x¥/jip consists of a simple shift in temperature. This
equation of state is a somewhat simplified form of the observed behaviour.

perfectly reproduce the function. However, as the chemical potential is increased, the Taylor
expansion carried as far as the NNNLO does not reproduce the original function. On the one
hand, convergence is achieved more slowly; on the other hand, spurious effects appear, which
generally manifest themselves in a non-monotonicity of the function. The picture emerging
from this simple analysis is rather suggestive, especially when compared to the results shown
in Fig. 5.1 (right panel) obtained from actual lattice data. We also note that this simple
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5.1. The FoS from an alternative expansion scheme

analysis does not suffer from the additional complications of signal extraction for higher
order expansion coefficients, which in turn play a relevant role in the real-data analysis.

5.1.1 Formalism

At vanishing chemical potential, we can express the normalized baryon density as a Taylor

expansion: 5 ) .
X N 0 )
S-(Tfip) = x5 (T,0) + “2XF (T,0) + 12X (T,0) + - (5:8)
UB

As shown in Fig. 5.2, the behavior of %(T, fip) at finite chemical potential clearly resembles
that of x2(T, fig), although shifted /rescaled in temperature. As long as x/fip is a mono-
tonic function of T, the finite density physics can be encoded into the T'(T), fip) function. A
straightforward, but systematic generalization of Eq. (5.5) reads:

T'(T,fip) = T (1+ 655D + kPP (1) + O(y)) - (5.9)

In the above equation, we introduced the new parameters k52 (T) and kPP (T'), which describe
the shift /rescaling of the temperature of x¥/fip at finite up. Analogous parameters will be
introduced below for the case of x7/fip (k&% and x2°) and of x5 (k5° and x3°) at finite .
In a way, this formalism replaces the fixed temperature up expansion by a fixed-observable
temperature expansion. Having now the expressions Eqs. (5.4) and (5.8) for the same quantity
we require their equality at each order in the jip expansion at up = 0, having:

T T 2
X2 (T,0) = %2 (T,0) + (T" = T)xz" (T, 0) + (Q)XQB”(T, 0)+--, (5.10)
with the temperature derivatives
B/ d p Bir & 5
X2 (T.,0) := d7X2 (T,0), X2 (T,0) := @XQ (T,0). (5.11)

To facilitate readability, we suppress for now the baryon B indices for the x coefficients and
the explicit temperature dependence of X or x¥ to illustrate the calculation:

(T" = T)xy = T (kaftds + Kafiy) X, (5.12)
(1" = T = T* (Wi + Wiy + 2mamaffy ) X5 (5.13)
Compare order by order Egs. (5.8) and (5.10)
1 O)
T
Xar2Tfip = 2= X4 (5.14)
1 x§(T)
BB 1
- T)=— 5.15
2. O(k):
4 FBoo o A
L Trapd, + EBT22\ 0 — MB 1
Xod Raflp + 5L TRIX2 = 15 X6 (5.16)
1 12 " 2
=P = (3 @) -5 O d @) s
360x3" (T)
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Figure 5.5: Evaluation of Eq. (5.15) on a 243 x 8 lattice with high statistics. The resulting

kPB(T) shows a very mild temperature dependence in the transition region.

Before we embark into the discussion of the lattice analysis, let us have an impression on the
discussed quantities. Eqs. (5.15) and (5.17) give a way to directly determine x52(T") and
kB (T) using only up = 0 data. This approach might be subject to numerical problems,
especially in the case of KPP (T'), which is obtained as the difference of two competing terms.
Notice, too, that Eq. (5.15) contains temperature-derivatives of the x(7") coefficients, which
may pose a numerical challenge, unless the coefficients are known with sufficient statistics and
resolution in 7. On lattices where high statistics data taking is feasible, we can investigate
Eq. (5.15), at least for RQBB. In the top panel of Fig. 5.5 we compare the numerator and
(rescaled) denominator of Eq. (5.15), while their ratio x£5(T') is shown in the bottom panel.
In the entire transition region the ratio is consistent with a constant, because the peak in
xB(T) is replicated in the temperature dependence of xZ(7T). As opposed to the Taylor
coefficients, k5P (T) shows a very mild temperature dependence.
A similar treatment can be applied to the other observables. For the second order fluctuations
including baryon number and strangeness, one can consider

~2
X7 f 0
SL(T, ig) = xT(T,0) + BB (T, 0) + BB (T,0) + - - -, (5.18)
0B 6 120%
and
« i3 ;
X3 (T, fup) = X5 (T,0) + =7 x5 (T, 0) + 52X (1,0) + (5.19)

Similarly as before, one can show that

B 1 X3
KPT) = s (3 @D - B O ) . e
360x B35’ (T)
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5.1. The FoS from an alternative expansion scheme

and
ssom 1 xX3(T)
K50) = s (DB @) - 3 O (523)
24x3 (T)

To summarize: We use Eq. (5.9) (and its generalization with x4 and £%) as the definition of a
truncation scheme rather than to investigate a Taylor expanded result. We use lattice data at
zero and imaginary pp to obtain the coefficients in Eq. (5.9), which then can be used to either
calculate the Taylor coefficients or, even better, to extrapolate the equation of state at finite
up with no reference to the Taylor coefficients themselves. Also, we use imaginary chemical
potentials not only to calculate the coefficients, but also to study the single observable first,
on which the analysis is based. We base our description of the entire chemical potential-
dependence of the QCD free energy function on x2 (T, fig)/fip. It is essential to rely on one
observable only, in order to guarantee thermodynamic consistency: entropy, pressure and
energy density will obey the known thermodynamic relations (see Section 5.1.5) only if they
come from the same truncation scheme.

5.1.2 Simulation details

We use the lattice action and the parameters described in [155]. The action benefits from
tree-level Symanzik improvement in the gauge sector and four levels of stout smearing for
the staggered flavors. The up and down quarks are degenerate. The resulting light pair of
quarks, as well as the strange and charm quarks assume their respective physical mass. We
performed simulations at up = 0 on 323 x 8, 40% x 10, 482 x 12 and 643 x 16 lattices in a
temperature range of 130—300 MeV, and up to 500 MeV on larger volumes. These simulations
were complemented at imaginary values of the chemical potential in the temperature range
135 — 245 MeV for the lattice resolutions N, = 8,...,12. The up # 0 data were simulated
at pg = 0, some of these ensembles were already used in [218]. In addition, we performed a
high-statistics run on the cheap and coarse 243 x 8 lattice, mainly to produce Fig. 5.5. These
data did not enter the continuum extrapolation.

5.1.3 The coefficients Réj and Fcff

For the determination of /i;j and liij , one can take advantage of simulations both at zero and
finite imaginary chemical potential. To extract kPP(T) via Eq. (5.17), a precise result on
x%(T) would be necessary. Instead, we utilize imaginary chemical potential simulations as
follows: We perform simulations at imaginary values of the baryon chemical potential:

fp = i%ﬂ . ne{3,4,5,6}, (5.24)

with fig = fis = 0. We simulate temperatures in the range 7' = 135 — 245MeV. For
each temperature T and chemical potential jip we determine the temperature 7" for which
Eq. (5.4) (or Egs. (5.6) and (5.7) for the other observables) holds, hence defining a function
T'(T, ig). We can rewrite Eq. (5.9) and define a proxy quantity according to

_ TI(T7 ﬂB) -T
- Tig
= WEB(T') + kBT + kBB (T + ... (5.25b)

(T, /i) (5.25a)
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Chapter 5. Lattice QCD FEoS at finite density

and generalized it in a similar way for the other observables
(T, fip) = w3 (T") + K3 (T)i% + v (T)jich + ..., (5.26)

which we calculate via lattice simulations. The relatively precisely known function x4 (T’,0) is
first interpolated in temperature. Afterwards, we only need to measure x¥ (T, ug)/fip on an
ensemble with imaginary pup. Equating this to x& (77, 0) gives us T(T, pp). In Section 5.2.5
this procedure is illustrated and generalized for other observables.

Having determined TI(T, ig) for several imaginary chemical potentials and several lattice
spacings for each given temperature, one can perform a polynomial fit in ﬂQB and obtain the
expansion coefficients. This can be done separately for each lattice. However, we prefer to
combine the fip and continuum fits in one two-dimensional fitting procedure. This combined
fit is repeated for every temperature, in steps of 5 MeV. In order to estimate the systematic
uncertainties associated to our results, we perform a number of analyses at each temperature.
There are several ambiguous points that need to be considered. Most obviously, one could
choose to include the k¢ (T') term in the fit or not, or consider the fit of 1/II instead. Also
the range in imaginary pp is arbitrary: we consider Im pup < 2.0 or Im pup < 2.4. When
different lattice spacings are fitted together in a continuum extrapolation, one selects the
bare parameters such that the ensembles correspond to the same physical temperature. This
choice is, however, ambiguous too, as the scale setting may be based on various observables.
In our case, we consider fr or wp to this purpose. As we mentioned before, x&(T,0) is
subject to an interpolation, performed through basis splines. The same is true for x£(T, i)
at finite chemical potentials. Since the location of the node points is also arbitrary, we include
three versions at up = 0 and two at imaginary pup. Finally, in the continuum extrapolation
the coarsest lattice, 323 x 8, has either been used or dropped. The listed options can be
considered in arbitrary combinations. In total we carry out all 144 fits to perform a continuum
extrapolation of x5 (T') and ] (T). After dropping the fits with a Q-value below a percent,
we use uniform weights to produce histogram out of these (somewhat less than) 144 results for
each temperature (see [33,126] for the usage of Q-values in the Kolmogorov-Smirnov tests).
In the plots we show combined errors, where we assume that statistical and systematic errors
add up in quadrature. In the top panel of the left side of Fig. 5.6 we show the results of the
temperature-by-temperature fit procedure for the parameters £k52(T) and x25(T), alongside
the corresponding expectations from the HRG model. We find that, within errors, x52(T)
has hardly any dependence on the temperature, while k£Z(T) is everywhere consistent with
zero at our current level of precision. Nonetheless, a clear separation of almost one order of
magnitude appears between these two coefficients. We also note that good agreement with
the HRG results is found up to at least T = 160 MeV. In the central and bottom panels
of the left side of Fig. 5.6 we show our results for the parameters x5, k% and x5°, k7°
respectively, together with their HRG determinations. While for xP° barely any temperature
dependence is observed, as in the case of &, for Xg a much stronger T-dependence is clearly
visible. As in the case of k??, kKBS is consistent with zero throughout the whole temperature
range we consider. On the other hand, x5 rises above zero for temperatures 7' > 220 MeV.

Correlated temperature fits to ngj and nff

Recall that the error bars in Fig. 5.6 are highly correlated. The correlation is mostly sys-
tematic. The apparent ‘waves’ are often statistically not as significant as it seems at a first
glance. For comparison we refer to the direct result on our coarsest lattice in Fig. 5.5, where
these ‘waves’ are absent. Before moving on to calculate thermodynamic observables at finite
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Figure 5.6: Left side: Continuum extrapolated result for the parameters x57(T) and
kPB(T) (top panel), k#%(T) and &P%(T) (central panel), and x5°(T) and x7°(T) (bot-
tom panel). The parameters R;] are shown in blue, and the kg in red. HRG results for all
quantities are shown up to 7' = 160 MeV (in green for x5 and orange for xy, respectively).
Right side: Results of the polynomial fits to the parameters k5 are shown in blue, and the
/@ij in red. The fitted quantities from the plots of the left side are shown by lighter blue and
red points. Due to the lack of points at low T, we continued the data set with HRG points,
show as green and orange dots. Though the polynomials do not always follow all “excursions”
of the T-by-T result, the reduced x? of the correlated temperature fit is always < 1. This
is possible, because the fitted data are highly correlated, coming from both statistical and
systematic effects.
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Chapter 5. Lattice QCD FEoS at finite density

real chemical potential, we construct a smoother version of our final results for xs J and Ky
in order to limit the influence of numerical effects on the final observables, but also to obtaln
the temperature derivatives needed to calculate the entropy density. Thanks to the very mild
dependence of the coefficients on the temperature, we perform a polynomial fit of order 5
for the x5, and of order 2 for the even less T-dependent r;. Using fourth or sixth order for
] hardly changes the result. In order to stabilize the low-temperature behavior, we include
in the fit two points from the HRG model for T = 120,130 MeV, to which we associate an
uncertainty of 5% for x5 and of 300% for 7. The choice of these particular values for the
uncertainties is uniquely guided by the nece331ty of placing a constraint on the low-T" behav-
ior, while avoiding to drive the fit too strongly. For this reason, these arbitrary errors are
chosen to be smaller, but comparable to the lattice ones. We note that the fits we perform
take fully into account the correlations between results at different temperatures, systematic
as well as statistical. Thus we encode all errors into the (correlated) errors of the coefficients
of a polynomial. On the right side of Fig. 5.6 we show the results of the fits in darker color,
with the fitted data in lighter shades. The HRG points included in the fit are shown as well.

5.1.4 Continuum result of xZ(T') and its temperature derivative

In order to determine the value of thermodynamic quantities at finite real chemical potential,
a continuum result for xZ(T,0) is required in addition to x&Z(T) and xPZ(T). For some
observables like the entropy, the temperature derivative of XzB (T') has to be calculated as well.
We have divided the temperature range into two parts: the transition region and the higher,
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Figure 5.7: Continuum extrapolated x5 (7)) and T'dx%(T)/dT functions from N, = 10, 12
and 16 lattices at up = 0.

near-perturbative temperatures. For the lower temperature part, we interpolate using basis
splines the 7' € [130 MeV, 300 MeV] data points. For the quantity TdxZ (T')/dT we extended
the data range with the HRG curve, so that the numerical derivative has a level arm at the
lowest temperatures. The basis splines are cubic splines in the given temperature range. We
fit the splines in temperature and in 1/N2 in one step. The fitted function in this range is
thus:

n 1 n
Xs (T, 0, N7) = > cibi(T) + 575 > Bib (5.27)
=1 T

=1
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5.1. The FoS from an alternative expansion scheme

where b;(t;) = d;; and t; are the knots for the spline with j = 1...n. Only the lattices with
N; =10,12 and 16 enter the continuum extrapolation. In the high temperature regime, the
smooth monotonic behavior is not well described with cubic splines. Instead we performed
a high order polynomial fit in the inverse temperature 1/7. The known analytical form of
the convergence to the Stefan-Boltzmann limit is, of course, not this polynomial. We do not
wish to enforce the perturbative behavior at the intermediate temperatures that we describe.
Thus, the constant in the 1/7" description is not exactly the Stefan-Boltzmann limit, and
for this reason, we cannot regard this as a basis for an extrapolation. However, this simple
approach allows the interpolation and the calculation of the derivative. We used lattice data
in the range T" = 180 — 450 MeV. High- and low-temperature regions overlap and the two
fitting methods give consistent results between T' = 200 — 280 MeV for both quantities. Thus,
we simply concatenate the resulting functions at T' = 260 MeV. We show the final version of
the Tdx®(T,0)/dT and xZ(T,0) functions in Fig. 5.7.

5.1.5 Thermodynamics at real chemical potential

Once xP = np is determined, we have everything we need to extract the other thermody-
namic quantities. The integration constant for the pressure is obviously the pressure itself at
up = 0. We note here that, on the lattice, we always deal with dimensionless thermodynamic
quantities, which correspond to the physical ones divided by suitable powers of the temper-
ature. For example the dimensionful baryon density is x¥ = ng = T37p (we will hereafter
use the hat to indicate dimensionless quantities). From the baryon density npg(ip,T), the
pressure is obtained through simple integration:

p(ps,T) _logZ
T T3V

B
— p(ip, T) = p(0,T) + /0 ity fs (1, T). (5.28)

The pressure at zero chemical potential is taken from [209]. Now let us derive the expression
for the dimensionless entropy density § with the thermodynamic relations, which we used for
the calculation of the latent heat in Section 4.1.5:

arn 1
s(ap,T) = Vs’ (5.29a)
1 oF
L 9 rreg2) (5.20¢)
VT3 or s '
1 0
=—— — (VT (5.29d)
vrs or (VT9)]
9P
=T —| +4p (5.29)
OT |y
9p
=4p+T — — ipnp (529f)
T |

where in the last step we converted the derivative at constant pp into a derivative at constant
fip. Using Eqgs. (5.4) and (5.28) and the substitution y = %, we can write the T-derivative
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Figure 5.8: Baryon density, pressure, entropy, energy density, strangeness density and x5
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at increasing values of iz. With solid lines we show the results from the HRG model.
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5.2. Strangeness neutrality and beyond

of the pressure, which involves the chain rule according to:

NS u /
T@p(g?,T) :TapO T) 2/ B dX2 T y
I T/:T(1+H2BBy+Hfo2)
dHBB dHBB
1+ kPBy + kPBy +T< Tyt d4T y2 || dy. (5.30)

The dimensionless energy density € can be written as
e(jin, T) = (15, T) — i, T) + ipin (i, T). (5.31)

The various panels of Fig. 5.8 show the baryon density, pressure, entropy, energy density,
strangeness density and x5 for ip = 0 — 3.5. Alongside our results, we show predictions
from the HRG model for T' < 150 MeV, which we find in very good agreement with our
extrapolation for all observables, at all values of the chemical potential. We also note that
in all cases, the observables do not suffer from pathological behavior. The uncertainties
are under control for our range of chemical potentials, which highly improves on the results
currently achievable via Taylor expansion.
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Figure 5.9: Comparison of baryon density (left) and energy density (right) at different
values of fip in the case where a kP? parameter is used (lighter shades) or omitted (darker
shades). The HRG results are shown with solid lines.

We devote the two panels of Fig. 5.9 to the comparison of our results for the baryon density
(left) and energy density (right) to the simplified case where xP? is neglected. We can
appreciate how the inclusion of the next-to-leading-order parameter came at the cost of an
increased uncertainty at larger chemical potential. This does not come unexpected, as we
saw from our results that /{BB was compatible with zero at all temperatures. In the case
of the energy density, which is dominated by the pp = 0 contribution, hardly any effect is
visible.

We established a novel expansion scheme for the equation of state which is extrapolated to
finite and real baryonic chemical potential pp/T" < 3.5 by setting pg = 0 = pg. In the
following chapter we extend this approach to the strangeness neutral (and beyond) case.

5.2 Strangeness neutrality and beyond

In the previous Sections we discussed a new expansion scheme for the equation of state ex-
trapolated up to up/T < 3.5. Now we extend this approach by taking strangeness neutrality
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Chapter 5. Lattice QCD FEoS at finite density

and the small isospin asymmetry, which are relevant for heavy ion collision experiments, into
account. Additionally, the Stefan-Boltzmann limits of the cumulants are included in the ex-
pansion scheme to improve its convergence in the high temperature region. Furthermore, we
extrapolate the EoS to small non-zero values of the strangeness-to-baryon ratio R = (S)/(B).
While global strangeness neutrality is guaranteed in heavy ion collisions, local fluctuations
can be large in the fluid cells used in hydrodynamic simulations. The following Sections are
part of our works [144,219,220].

5.2.1 Strangeness neutrality

The conditions of heavy ion collisions are encoded in the following equations

(ng) =0, (5.32)
na) _ gy (5.33)
(np)

The first one implies a global strangeness neutrality and the second encodes the slight isospin

imbalance of the colliding nuclei (recall Section 3.3). We investigate the cases: 1) pg = 0:

Isospin symmetry for which % = 0.5 and 2) pg # 0: Isospin asymmetry for which %
0.4.

Let us start with

1. x{ =0, X(f? = 0.5xP and hence ug = 0. By taking the derivative of dﬂ% (ng) = 0 as
described in Section 3.3, we can write

dii BS
Hs_ X (5.34)
diip X5
Hence, total derivatives with respect to the baryochemical potential read
d 0 diig 0 0 BS 9
_ fis _ X1t (5.35)

dap ~ Opp  dppdps  Opp x5 Opis
We denote the total derivatives of the dimensionless pressure with respect to the bary-
ochemical potential along the line pug = 0 and Xf =0 as:

N d"p(T, ip)
e (Tofig) = === (5.36)
B Q=

In this scheme, the leading coefficient
B B ¥ s B
cr (T, i) =x7° — Xg X1 = X1> (5.37)

gives the net baryon density.

2. x§ =0, 04xP = X? and hence pug # 0. These conditions define a curve in the
1B-1ts-f1Q space. Along this curve the total derivatives are:
d 0 diig 0 dag 0

— = + — — + — —. 5.38
dip  Opp  diapOps  dip dfig (5.38)
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5.2. Strangeness neutrality and beyond
Applying this total derivative to the constraints y7 = 0 and 0.4x? = X?, we get
Bs . sQdig sdfis
X1 X — +Xx5+— =0, 5.39
11 11 d,LLB 2d/~LB ( )
BQ , sQdis | odig ( B, Bsdits | BQ dﬂQ)
+ — + —~ =04 + — + — 5.40
X11 X11 diip X2 diip X2 T X11 djip X11 diip ( )
Along this line, total derivatives will be denoted by:
d"p(T, jip)
dB(T, pp) = —/——2 22 .
n (T, i) dp, Q=0.4xP (5.41)
$=0
X1

For simplicity, we mostly use the first set of conditions with g = 0. In Section 5.2.4 we
consider the difference between the two schemes in the leading order of the Taylor expansion
- i.e. we will calculate cZ(T,0) and dZ(T,0) and their temperature derivatives.

5.2.2 Formalism

The ansatz of Eq. (5.4) can be generalized to

F(T, i) = F(TQ+ w5 (T)idh + 5§ (D)t + ... ), 0), (5.42)
where F' is some observable of interest, of sigmoid shape in the temperature, such as x¥//ip.
The superscripts on the . denote that the expansion coefficients are different for different
observables. Before describing our improved extrapolation ansatz, we note that the ansatz
given by Eq. (5.42), introduced for pg = 0, would also work at strangeness neutrality. The
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Figure 5.10: Left: The total derivative ¢ on the strangeness neutral line from our imagi-
nary chemical potential simulations. The data points at up = 0 show the second derivative

3;? . Right: Same observables, with the temperature rescaled by a factor 1 + m,&QB.
B

existence of the approximate scaling variable on the strangeness neutral line is shown in
Fig. 5.10 for the quantity c?/up, where on the left panel we show the data points of our
simulations for a 483 x 12 lattice, while on the right panel we show the same data points
as a function of a rescaled temperature T(1 + xfi?). Notice that the collapse plot with a
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Chapter 5. Lattice QCD FEoS at finite density

constant k does not work quite as well at high temperatures. Indeed, one does not expect an
approximate scaling variable outside the crossover range. Our scheme can still incorporate
this behavior by the temperature dependence of the x,, coefficients. In fact, with the ansatz
given by Eq. (5.42) the coefficient ko grows at high temperatures.

One shortcoming of this scheme is that the region of applicability is restricted by the
Stefan-Boltzmann limit of the right hand side of Eq. (5.42). When the quantity F(T,[ip)
gets larger than its infinite temperature limit at up = 0, the ansatz in Eq. (5.42) must break
down. It is easy to address this shortcoming however, using the scheme only for observables
F' that have an infinite temperature limit that is independent of fip. Given an observable
that does not possess this property, one can easily construct another observable, by simply
dividing by its own Stefan-Boltzmann limit:

BB (5.43)

where the Stefan-Boltzmann limits are denoted by (we always use the continuum limits)

F(pp) = lim F(T, fip). (5.44)

By using the ansatz from Eq. (5.42) on this Stefan-Boltzmann corrected observable, we arrive
at our new scheme, given by

F(ip) F(0)
where the temperature on the right hand side is expanded as
T =T (1+M/(D)ih + M (Db + ... (5.46)
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Figure 5.11: Left: The scaled total derivative ¢ /fip on the strangeness neutral line from
our imaginary chemical potential simulations, divided by its chemical potential dependent
Stefan-Boltzmann limit. The data points at up = 0 show the second derivative c§ divided
by its Stefan-Boltzmann limit. Right: Same observables, with the temperature rescaled by a
factor 1+ \i%.

As is shown in Fig. 5.11, this Stefan-Boltzmann correction does not spoil the collapse plot
in the approximate scaling variable, meaning that the fast convergence of the scheme in the
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5.2. Strangeness neutrality and beyond

crossover region is maintained, with a \o(7") coefficient that is approximately constant in the
crossover range. The limitation at high temperature is however removed. Furthermore, as can
be seen on the left panel of Fig. 5.11, the coefficients \,, must go to zero at high temperatures,
as the data points for the different imaginary chemical potentials almost overlap. This is in
contrast to the scheme of Eq. (5.42), where ko grows at high temperatures.

In this work, we study three different observables F":

1. First, we study the normalized net baryon density F' = cZ/fip. By noticing that

B ~
limg ;0 % = cB(T,0), Eq. (5.45) can be written as

B T i B T!
cr (fiB) ¢y (0)

where the infinite temperature limits of ¢ and ¢ are denoted ? and g respectively,
and
Tpp =TA+ X% + BB ()% +...). (5.48)

The Stefan-Boltzmann limits are :

Blap) = ppcd(0)+ phcl(0), (5.49)
— 2 — 4
FO0) = 5 FO=5 (5.50)

The Stefan-Boltzmann limit denotes the infinite temperature limit and reads in lowest
order in perturbation theory for the pressure [221]

SB 192 2 4
LAY (”’ + -t ) (5.51)

T4 36 ) 27?2 4n2T4
i=u,d,s

Using the transformations Eqs. (3.61) to (3.63) the Stefan-Boltzmann limits of the
corresponding observables can be calculated.

2. Second, we study the normalized strangeness chemical potential that is needed to realize
the x{ = 0 condition in a grand canonical ensemble: F' = M(T, fig) = £5 (T, ig). Since

HB
BS
. ~ X11 (T7 0) —
lim M(T, fig) = — 1) — \(T, ), 5.52
Jim M(T. i) = X = (.0 (5.52)
Eq. (5.45) becomes:
M(T, f M(T%q, 0
1¢ 1“3) _ M(Tgs ), (5.53)
M(ii5) M(0)
with the Stefan Boltzmann limit M(fig) = limp_ M(T, fig) and
Ths = T(1+ ABS (T, + S (D) + ... (5.5

3. Finally, we study F = x5, and denote its Stefan-Boltzmann limit by Xig For this
observable, Eq. (5.45) reads:

2 = X228 7 (5.55)
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where
Thg =T+ X5(T)p% + N5 (D) +...). (5.56)

Note that, at strangeness neutrality, the Stefan-Boltzmann limits of M and Xiq are
independent of g,

M(ip) = asM(0),  x5(ip) =1, (5.57)

thus x25 = A\B9 and x55 = \J9.
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Figure 5.12: The strangeness to baryon chemical potential ratio (left panel) and the
strangeness susceptibility (right panel) at simulated imaginary baryochemical potentials on
our 482 x 12 ensembles.

We show the lattice data for M and x5 on our 48% x 12 ensembles in Fig. 5.12.

5.2.3 Simulation details

The simulation setup is similar as the one described in Section 5.1.2, but not completely
identical. For the scale setting we use again either the pion decay constant fr = 130.41 MeV
or the Wilson flow based wy = 0.1725 fm scale [152]. We use lattices of temporal extent
N; = 8,10,12 and 16 to perform a continuum limit. The spatial volume is given by the
aspect ratio of LT = 4. We performed simulations for imaginary baryochemical potentials
given by Im ﬂB% =0,3,4,5,6,6.5. In addition, for the N, = 12 lattices we also have data
at Im [ B% = 5.5. Strangeness neutrality was enforced on our imaginary chemical potential
ensembles via the procedure discussed in [33,156].

5.2.4 Continuum result of c2B , dzB and their temperature derivatives

In contrast to the previous project, we take strangeness neutrality into account and hence deal
with ¢& or dF instead of x¥. Similarly as described in Section 5.1.4, we need the continuum
extrapolation and their temperature derivative at ug = 0 for thermodynamic quantities such
as entropy or energy density. The analysis is similar as the one described in Section 5.1.4
with slight changes: We concatenate the resulting functions at 7' = 250 MeV this time and
the known Stefan-Boltzmann limit is not enforced in the constant term of the polynomial fit
in 1/T. Hence, the fitted value of the constant is not equal to the known infinite temperature
limit, and our fit only allows for interpolation in the range where we have lattice data. The
region where the two ansétze overlap give consistent results in the temperature range between
200 MeV and 280 MeV for both ¢£ and its T derivative. Final results for ¢Z(T,0) and its
logarithmic temperature derivative are shown in Fig. 5.13.
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Figure 5.13: c&(T, g = 0), d¥(T, ip = 0) and their logarithmic temperature derivatives
in the continuum limit, as extrapolated from our N, = 10,12 and 16 lattices.

We also performed the same analysis for d¥(T’,0), corresponding to xq = 0.4xp. The re-
sults for this quantity and its temperature derivative are also shown in Fig. 5.13. At high
temperatures, there is a small but statistically significant difference between d¥ and ¢Z. The
difference of these Taylor coefficients leads to a small difference between the leading order
chemical potential dependence in these two cases for high temperatures. The next correc-
tions, corresponding to the )\EB coefficients of our resummation scheme, would probably also
slightly differ in the two cases, but our lattice results are not yet precise enough to detect
this difference. Therefore, we go on with the pg = 0 setting for simplicity.

5.2.5 The coefficients )\izj and )\ff

We follow a similar strategy as described in Section 5.1.3 to obtain the coefficients )\éj and
A7 . Hence let us briefly discuss the main aspects of the analysis to avoid repetitions.
We can define the quantity

(T, i, Ny) = T
Thp
=2 N s+ (5.58b)

H(Ta /:LBu Nt) =

(5.58a)

which allows us to calculate the coefficients in the following way.

1. Denoting by A either one of the observables ¢, M = 5—; or x5 and calling B one of ¢,

BS
—X_ or X§ respectively, and denoting the corresponding Stefan-Boltzmann corrected

observables by A = A /A and B=B /B respectively, our extrapolation ansatz is defined
as

A(T, pip) = B(T",0). (5.59)
2. Spline interpolations are performed for A at finite imaginary pup and for B at ug =
0. Matching both observables for several temperatures 7' and imaginary pp defines

T'(T, pp). This procedure is illustrated in Fig. 5.14.
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The T'(T, pup) values are used for the proxy II(T, fig, N;) which determines the coeffi-
cients A5’ and \j.

. Continuum extrapolation of II follows the ansatz

N N N 1 N .
(T fip, No) = A3+ A + At + g (o + 8205 + b ) (5.60)
i
where we either fix \d = 44 = 0 or leave both as free parameters in the fit.

lattice: 483 x 12
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0.6
cB(T, fip)
ClB(ﬂB)
0.4 —— Spline |
measured difference
t data
—— p=Ur
0.2 1B =%
—— jip=1
—+ =%
0.0 . . "
100 150 200 250 300
T
MeV

Figure 5.14: Illustration of the rescaled temperatures T} determination by spline fits
to the data at zero and imaginary baryochemical potential. In this case, the up = 0 data
correspond to c¥ (T, 0).

The different choices in the analysis procedure include:

3 different sets of spline node points at pp=0

2 different sets of spline node points at finite imaginary up

wo or fr based scale setting

2 different chemical potential ranges in the global fit: ip < 5.5 or jip < 6.5

2 functions for the chemical potential dependence of the global fit: linear or parabola

including the coarsest lattice, N, = 8, or not, in the continuum extrapolation.

This amounts to a total of 96 = 3 x 2° fits entering the systematic error estimation. As
described in Section 5.1.3, we perform a correlated polynomial temperature fit for Ay and
Aj to obtain the temperature derivatives needed for the calculation of e.g. the entropy.
Results are shown in Fig. 5.15. In contrast to our previous approach (right side of Fig. 5.15)
which does not take the Stefan-Boltzmann correction into account (recall Section 5.1), the
coefficients Ay (except A5®) tend to zero within error bars at the higher end of our temperature
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Figure 5.15: Left side: APB (top panel), A2 (middle panel) and \5° (bottom panel) in
the continuum. They indicate our Stefan-Boltzmann corrected approach. Also shown are the
fits used to estimate the temperature derivative of these coefficients, as well as predictions of
the HRG model, which we use to constrain the fits at low temperatures. On the right side are
the plots of Fig. 5.6 (right side), k25 (T) (top panel), x5 (T) (central panel) and x5 (T') and
(bottom panel). They correspond to the approach which is not Stefan-Boltzmann corrected.

range, as expected. Furthermore, all of the Ay and ko coefficients are approximately constant
in the crossover range, as is expected from the existence of the approximate scaling variable
(be aware of the different ranges of the y-axis). The A5? is still non-zero, as the strangeness
susceptibility x5 tends to its Stefan-Boltzmann limit more slowly, due to the larger strange
quark mass.
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Chapter 5. Lattice QCD FEoS at finite density

5.2.6 Thermodynamics at real chemical potential

We follow the calculations of Section 5.1.5 to obtain the pressure, energy density and entropy.
The major difference is the strangeness neutrality condition, so the equations have to be
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Figure 5.16: The dimensionless baryon density (top left panel), pressure (top right panel),
entropy (middle left panel), energy density (middle right panel), strangeness chemical po-
tential to baryochemical potential ratio (bottom left panel) and strangeness susceptibility
(bottom right panel) as functions of temperature at different values of the real chemical po-
tential. The solid lines always show the predictions of the hadron resonance gas model for
the corresponding temperature.

slightly changed. For the pressure, we calculate the following integral

p(T. ) _ p(T,0 hp S\ qn
G 20 ™ b @ gy, (5.61)
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5.2. Strangeness neutrality and beyond

with

B/~
N C
(T, i) = & (1,0) LB (5.62)

As before, the pressure at zero chemical potential is taken from [209]. For the entropy (recall
the derivation of Eq. (5.29f))

9
5(ip,T) = 4p+ T o2

~ B
_ 5.63
3T ABXT (5.63)

tB

we need the temperature derivative of the pressure again - but this time along the strangeness
neutral line, leading to

(T, fi (T 1 (2% deB(T
T ap(a,TﬂB) :Tap(gT,O) n 5/ 5 cQéT/,O) "
Z 0 T'=T (14+ABBy+ABBy2)
d)\BB d/\BB
X 1+)\§By+)\fo2+T< d; Y+ d4T v2 || dy. (5.64)

The continuum estimates of the dimensionless baryon number, pressure, entropy density,
energy density, ps/pp ratio and strangeness susceptibility - as computed from the expansion
coefficients up to order A} - are shown in the various panels of Fig. 5.16. Even with the
inclusion of the A} coefficients, the statistical errors of our results stay well under control in
the chemical potential range we study. Similarly to our previous results for the pug = ug =0
case (see Fig. 5.8) none of the observables display the pathological oscillations typical of
truncated Taylor expansions.

93



Chapter 5. Lattice QCD FEoS at finite density

5.2.7 Beyond strangeness neutrality

So far we extrapolated the pressure and the corresponding thermodynamic quantities along
the strangeness neutral line. These results can be used to perform extrapolations to small
values of the strangeness density, slightly off the x7 = 0 line. Let us denote the value of the
dimensionless strange quark chemical potential that solves xf = 0 at fixed T and fip as fig.
Still considering a fixed fip and T, but changing fig slightly from the strangeness neutral
choice by a small amount

Afis = fis — [is, (5.65)

the dimensionless strangeness and baryon densities read at leading order in Ajig
X7 (fis) = X5 (05) Adis, (5.66)
XT (fis) ~ X7 (1§) + X1t (%) Adis, (5.67)

We perform the extrapolation beyond strangeness neutrality in terms of the strangeness-to-
baryon ratio

R X5 X3 (f5) Afis (5.68)
XP o xP () A ks + X1 (%)
which can be inverted to obtain
RAB ~k

X3 (i) — Rxdy (ig)
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Figure 5.17: Left: Shift of the strangeness chemical potential as a function of the temper-
ature at jip = 2, at various values of the strangeness-to-baryon ratio R = x7 /x¥. The solid
lines show the exact solution of R = x7 /x¥ HRG, while the dashed lines show the evaluation
of the approximation of Eq. (5.69) in the HRG model. Right: Dimensionless baryon density
as a function of the temperature at jip = 2, for various values of the strangeness-to-baryon

R=x7/xP.

Then, we simply note that

_xit _ dps
x5 dis

_d i fBs(Tps(T, iB))]

diip
Ofps(Tps(T, fip))
oiip

= i | fBs(Ths) + ; (5.70)
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5.2. Strangeness neutrality and beyond

BS
where we used the shorthand notation fps(7) = M(T,0) = —%(T, g = 0). The quantity
2
Afig is shown for fip = 2 as a function of temperature for various value of R in the left panel
Fig. 5.17. Substituting Eq. (5.69) into Eq. (5.67) we obtain - to leading order in R

XlB(T7 ﬂBvR) ~1+ RXﬁS(T7 :aB7R = 0) (571)
XlB(TwanR:O) Xg(TaﬂB’RZO) ’

where all quantities on the right hand side are along the strangeness neutral line. Results for
the dimensionless baryon density at fip = 2 for several values of R are presented on the right
panel of Fig. 5.17.
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6 Finite volume effects of the QCD crossover
at finite density

The thermal transition of QCD for physical quark masses and vanishing chemical potential
is an analytic crossover [12]. Finite size scaling using aspect ratios LT = 4,5, 6 specified the
transition as analytic since the peak of the chiral susceptibility basically shows no or a mild
volume dependence. Further studies of the EoS demonstrated that the main driver of uncer-
tainties are not finite volume effects, but instead cut-off effects which lead to taste-violation
in the case of staggered quarks [141]. Especially the observation that there is basically no
volume dependence in the transition region contributed to the unspoken common standard
in the community to choose LT = 4 to study the thermal properties of QCD (as we did in the
last Chapter). Nevertheless finite volume effects play a crucial role phenomenologically and
theoretically. The fireball produced in heavy-ion collisions is of finite size and if the crossover
turns into a real transition, volume effects get more and more severe. Furthermore, the study
of finite volume effects is important for reweighting methods which are up to now restricted to
smaller physical volumes (see e.g. [175,222]). Recent studies employing phase [223] (LT = 2)
or sign reweighting [224] (LT ~ 2.7) use small volumes to reduce the overlap problem. One
motivation of the following Section is to identify physical observables with milder finite vol-
ume effects, which can then later be calculated up to higher chemical potentials with such
reweighting methods. Moreover, the calculation of higher-order (baryon) fluctuations which
are essential to reconstruct the EoS, is challenging on large volumes. The central limit the-
orem dictates that for large volumes the high order baryon fluctuations (beyond 2"¢ order)
are suppressed due to the ideal underlying Gaussian distribution [225,226]. In the following
Section we investigate finite volume effects of observables related to the chiral and deconfine-
ment analytic transition at finite density. Therefore, we use again simulations at imaginary
chemical potential and investigate the strength and width of the transition on Ny = 12. The
following Sections are part of our works [227,228].

6.1 Simulation details

The lattice setup is similar to the one used in Chapter 5: We use a tree-level Symanzik
improved gauge action and four steps of stout smearing in the staggered fermion action.
The quark masses are tuned such that the pion and kaon masses are equal to 135 MeV
and 495 MeV. The scale is set with the pion decay constant f; = 130.41 MeV. We use
lattices with N, = 12 timeslices. We use several physical volumes, with the number of spatial
sites Ny = 20,24, 28,32,40,48 and 64 for the up = 0 simulations. For three of the spatial
volumes (N, = 32,40 and 48) we also simulate at a purely imaginary chemical potential, with
“—B% = 3,4,5,6,6.5 and 7. Throughout this Section, we always use a strangeness chemical

T
potential pg tuned in such a way that the expectation value of strangeness is equal to zero.
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Chapter 6. Finite volume effects of the QCD crossover at finite density

6.2 Chiral observables

To investigate the chiral aspects of the QCD crossover we calculate the chiral condensate
<1/_11/J> and the chiral susceptibility x defined respectively as:

- TOlogZ _T8210gZ
W = Om X"V om2,

(6.1)

In the limit of zero quark masses @1/1) is a true order parameter of the chiral phase transition.
In terms of the the discretized (massive) Dirac operator for the up and down quarks M,
the chiral condensate is written as

(Vv) = %% (Tr M), (6.2)

where (...) stands for the expectation value over the gauge fields and the factor % appears
due to staggered rooting. In lattice language, the order parameter is then proportional to the
trace TrM;dl. We will also study the disconnected part of the chiral susceptibility, defined

as Naise = i% <<<Tr Mu—d1)2> B <Tr Mu—d1>2> | 63)

where the factor of 1/4 is present - again - due to staggered rooting. This is essentially the
variance of Tr MJdl in the lattice QCD language. The disconnected susceptibility can also be
defined as a cross-derivative:

T 0?
isc = 1~ ———F—logZ P 4
= (gogm 67) o)

thus, it is a legitimate physical observable. We study both the full and disconnected suscepti-
bilities, because they may be sensitive in different ways to the distinct critical points present
in the 3 dimensional QCD phase diagram spanned by the variables T, u% and m,q. The
condensate and the susceptibilities contain both multiplicative and additive UV divergences.
One possible definition of UV finite condensate and susceptibility is given by the following
renormalization

(W) = =t [(Bo)r=o — (P07 (6.5)

2

m

X =24 [yr—o — x1], (6.6)

™

2
Myd

Xfisc = ? [Xdisc,T:O - Xdisc,T] ) (6.7)
™

where the division by f2 is there to ensure the quantities ()%, xf* and xX .. are dimen-
sionless. The chiral condensate should vanish in the high temperature region due to the
(approximate) restoration of chiral symmetry. Defining the renormalized condensate accord-
ing to Eq. (6.5) leads to the opposite behavior.

The peak position of either the full or disconnected susceptibilities can be used to define the
chiral crossover temperature. Similarly, the maximal value of either of these susceptibilities
can be used to study the strength of the crossover transition, as they both diverge in the
presence of true critical behavior. In the left panel of Fig. 6.1 the renormalized chiral con-
densate as a function of the temperatures is presented. The right panel shows the full and
disconnected chiral susceptibility, where the latter takes on smaller values compared to the
full susceptibility in the transition region at fixed volume.
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Figure 6.1: Left panel: The renormalized chiral condensate as a function of temperature
for different spatial volumes. Right panel: The renormalized full and disconnected chiral
susceptibility as a function of temperature for different spatial volumes. The full susceptibility
is always higher compared to the disconnected one at fixed volume in the transition region.

6.3 Deconfinement observables

As discussed in Section 2.3 the Polyakov loop can be used to probe the spontaneous breaking
of the center symmetry. Its expectation value is related to the quark free energy Fg and
hence sensitive to deconfinement. We can define the free energy and the static quark entropy
Sg according to [39]

Fo=-Tlog (xlf S 1HP@)y \) + Tylog (‘1/ S HP@), r) , (6.8)

OF

So = — o7 (6.9)

Tp is a reference temperature, and the second term in the definition of F is needed to remove
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Figure 6.2: Left panel: The static quark free energy as a function of temperature for
different spatial volumes. Right panel: The static quark entropy as a function of temperature
for different spatial volumes. In order for the curves not to overlap, they were shifted by
arbitrary amounts in the vertical direction. The horizontal datapoints located on the bottom
show the associated transition temperature. Both panels show results at u = 0.
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Chapter 6. Finite volume effects of the QCD crossover at finite density

the additive divergence in the free energy. The value of the reference temperature Ty, together
with Eq. (6.8) defines a renormalization scheme for the static quark free energy. In practice,
we interpolate Fy) in 8 provided by 323 x 8, 403 x 10, 483 x 12, 643 x 16 and 803 x 20 at fixed Tp.
The entropy Sq is estimated by interpolating the lattice results for Fip(T") and differentiating
the interpolating function. For the interpolation we use a second order-by second order
rational function fit. For pure gauge theory, where a true first order deconfinement phase
transition is present, the static quark free energy is infinite in the confined phase (i.e. the
Polyakov loop is zero). For full QCD, this is no longer the case. Nevertheless, one can use the
peak of So(T') (the inflection point of Fo(7')) to define a crossover temperature. In Fig. 6.2
we show results for Figp and S for several different volumes.

6.4 Vanishing chemical potential

The key feature of a crossover transition is basically no or a very mild volume dependence
of the observables and hence the absence of discontinuities or divergences up to the infinite
volume limit. In the opposite direction, i.e. decreasing the volume, the behavior is not so
clear.

6.4.1 Chiral condensate

Chiral perturbation theory (chiral PT) predicts an exponential dependence of the chiral
condensate as a function of the spatial extension IV,. The leading asymptotic behavior of the
condensate at 7' = 0 takes on the form [229]

_ —mg Ny
(i) ~ ‘/g? (;NI):S/Q. (6.10)

In Fig. 6.3 we fit this prediction to the chiral condensate values which are obtained via a
spline interpolation at fixed T' = 140 MeV for all lattices. The blue curve is the fit function

0.35/ —— ANy =a+b- VT 2N
I T=140 MeV,N;=12
0.301
S0.251
'S
0.201
0.151
20 30 40 50 60
Ny

Figure 6.3: Chiral condensate at a fixed temperature 7" = 140 MeV for every lattice with
Ny = 12 as a function of the spatial extension N,. The blue curve is a fit inspired by chiral
PT Eq. (6.10) in the range of N, € [28, 64].
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6.4. Vanishing chemical potential

f(N;) as shown in the legend and provides x?/ndof = 1.03. The coefficient c is m, according
to Eq. (6.10) and reads ¢ = 131 + 10 MeV. This remarkable agreement with the pion mass
is only true for N, > 28. One reason for this lies in the fact that the transition temperature
for 183 x 12 and 203 x 12 is below T' = 140 MeV as shown in Fig. 6.5 on the lower left panel.
Hence the system tends to be deconfined and cannot be described by chiral PT Eq. (6.10).

6.4.2 The transition temperature 7, defined by Xfun

An analytic crossover transition does not provide a unique transition temperature. Instead,
different observables might lead to different results depending on their exact definition (see
[230] for a detailed discussion). To investigate the volume dependence of the transition
temperature, we restrict the following analysis on T, defined by the peak of the full chiral
susceptibility. The full chiral susceptibility is expressed as a function of the chiral condensate.
The advantage is that x((1/¢)) has a simpler form compared to x(T) and can be fitted more
precisely with a low order polynomial. Together with the corresponding <1/_11/J> . for which x
takes on its maximum value, the transition temperature can be read off from (1)) (T) via
spline interpolation. This procedure allows us to calculate precisely the proxy 07 for the
width of the transition defined as

6T = ()~ <<ww>c + W) — () <<ww>c - W) . (6.11)

2 2
RE -
A () = xmax(% ) . (6.12)
d (W) |y,

More details can be found in [33] and my Master thesis [126]. For a broad range of aspect
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Figure 6.4: Left: Exemplary continuum extrapolation of T, at aspect ratio LT = 4. Right:
Continuum extrapolated T, as a function of the aspect ratio LT and additional infinite volume
extrapolation via an exponential fit.

ratios we can now perform a continuum extrapolation as exemplary demonstrated on the left
panel of Fig. 6.4. The continuum extrapolated results of the transition temperature for each
aspect ratio are shown on the right panel. Again, we observe an exponential dependence
which allows us to obtain the infinite volume limit of the continuum extrapolated transition

temperatures
T.(Ny — oo, LT — 00) = 158.9 + 0.6 MeV. (6.13)
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Chapter 6. Finite volume effects of the QCD crossover at finite density

The error is purely statistical whereby two different polynomial fits of order 3,4 for the peak
determination are used and combined. The exponential dependence on the volume is not
limited to T,. As demonstrated in Fig. 6.5, the peak of the full susceptibility xmax and the
width of the transition d7 Eq. (6.11) indicate a similar behavior. The lower left and lower
right panel show T, as function of N, and the box size L respectively. The box size can be
obtained by
Ny

Ny T,
and multiplied with the appropriate factor to get a result in fm. The idea is to keep the box
size constant and to vary the lattice geometry at fixed temporal extension.
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Figure 6.5: Volume dependence of xmax (upper left), d7" (upper right) and 7. (lower left)
as functions of N,. The lattice geometry is converted in the box size L in fm (lower right).

The peak of the susceptibility (upper left panel) decreases and stays nearly constant if N,
40 (LT Z 3.3) which is a clear sign of a crossover. It confirms the common standard to use
LT = 4 in QCD thermodynamics to be close to the infinite volume limit. In the opposite
direction, the peak increases significantly as the volume is further decreased.

6.4.3 Crossover temperatures defined by different observables

We are now in a position to compare the deconfinement and chiral symmetry related defini-
tions of the crossover temperature. We show the different values of T, defined as the peak of
xT{(T), the peak of Y% (T) as well as the peak of Sg(T) in Fig. 6.6. For comparison, we also
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6.4. Vanishing chemical potential

show curves where the chiral condensate or the static quark free energy are constant, with
the constant chosen to be the infinite volume value at the crossover temperature defined via
the full chiral susceptibility.
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Figure 6.6: Five different definitions of the transition temperature as functions of the
simulation volume, labeled by the aspect ratio LT = N, /N;. The purple and cyan points
refer to the peak position of the full and disconnected chiral susceptibility, respectively. In
addition, we show the temperature where the chiral condensate is constant (blue). In all
cases, the infinite volume value is approached from below. The two other measures of T,
come from the Polyakov loop, either keeping a constant value for Fy (pink), or determining
the maximum of the static quark entropy Sg (purple). In these both cases, the infinite
volume limit is approached from above. The fixed values of the chiral condensate and Fy
have been set such that these match the infinite volume limit at the maximum of the full
chiral susceptibility.

Fig. 6.6 establishes an ordering of the different crossover temperatures in the infinite volume
limit:

R
TC(SQ) < Tc(Xdisc) < TCXR (615)

The differences between the definitions are small, amounting only to a few MeV. The identi-
fication of such an ordering had never been possible in existing literature, due to larger error
bars. Furthermore, we see a different volume dependence of the different crossover tempera-
tures. Namely, the two chiral definitions lead to a T, that is monotonically increasing with
the physical volume, while the deconfinement definition leads to a T, that is monotonically
decreasing with the volume. This means that at small enough volumes, the ordering changes,
and the definition of T, based on the static quark entropy becomes the largest. We also note
that finite volume effects on the deconfinement based definition of T, appear to be smaller.
Even on the smallest lattice, with aspect ratio LT = 2, the deconfinement based definition
gives a result of around 160 MeV, which is quite close to the infinite volume value, and is
much larger than the chiral symmetry based definitions.
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Chapter 6. Finite volume effects of the QCD crossover at finite density

6.5 Imaginary chemical potential

Our extrapolation method to real pup is based on the observation of an approximate data
collapse [33]. The chiral susceptibility as a function of the chiral condensate is a curve
that is almost independent of the imaginary chemical potential. In [33] we demonstrated
this for the full susceptibility. Here, we show it both for xu; and Xgs. in Fig. 6.7 where
both susceptibilities are shown as functions of the condensate for several imaginary chemical
potentials, for two different volumes.
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Figure 6.7: The full (filled symbols) and disconnected (crosses) chiral susceptibilities as
a function of the condensate for two different volumes and several values of the imaginary
chemical potential.

The collapse curves for both susceptibilities are approximately independent of the imaginary
chemical potential, they significantly depend on the volume. Similarly to the procedure
described in Section 6.4.2, the analysis steps are:

1. Determine the renormalized (full or disconnected) susceptibility as a function of the
condensate for several values of the imaginary baryochemical potential.

2. Find the peak position in the susceptibility as a function of the condensate for each
value of Im pp /T with a low order polynomial fit.

3. Use an interpolation of the condensate as a function of T' to convert the peak position
from the condensate value to the temperature for each Im pp/T.

4. Perform a fit of T.(Im pup/T.), and use the fit to extrapolate the crossover temperature
from p% <0 to p% > 0.

If instead of the chiral condensate, one attempts to show the chiral suscpetibility as a function
of the static quark free energy Fg, the collapse is less accurate. This is shown in Fig. 6.8,
where the left panel shows x ., as a function of Fy for several imaginary chemical potentials
on our 483 x 12 lattices. For the calculation of the crossover temperature defined with So,
we simply use the same rational function fit of Fg(T') that we used for the up = 0 case. The
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Figure 6.8: Left: The full chiral susceptibility as a function of the static quark free energy.
Right: The value of F(y at the chiral crossover temperature (defined via the peak of the full
chiral susceptibility or the static quark entropy) as a function of i%.

right panel shows the value of F(T,) right at the transition temperature which is defined by
either x ruy or Sg as a function of ,EL2B. The bands indicate linear extrapolations in ﬂQB.

6.6 Phase diagram at finite and real density

Now let us turn to the volume dependence of the phase diagram. We show the crossover
temperature, defined via the peak position of the full and disconnected chiral condensates,
as well as the static quark entropy as a function of MZB /T? in the left panel of Fig. 6.9 in
a fixed volume, on our 482 x 12 lattices. We see that not only T.(up = 0), but also the
chemical potential dependence is different for the different definitions. At larger imaginary
chemical potentials, the three definitions come closer to each other, which might be due to
the presence of the Roberge-Weiss critical endpoint. In the near vicinity of such a critical
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Figure 6.9: Left: Extrapolation of the crossover temperature as a function of M2B /T? using
the three different definitions discussed in the main text on our 483 x 12 lattices. Right:
Crossover temperature defined via the peak of x f, for different lattice volumes, fixed in fm.

point, the crossover transition should get narrower, and we thus expect different definitions of
the crossover temperature to converge towards each other. This is exactly what we observe.
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Here, we note that in the strangeness neutral setting employed in the present paper, the
Roberge-Weiss transition is not located at Im up/T = 7, but at a slightly larger value [231].

6.7 Strength of the crossover at finite density

A very interesting question, with more phenomenological implications, is whether the crossover
line turns into a line of first order transitions at a critical endpoint at some real value of the
baryochemical potential pup. If it does, it is expected that the crossover transition becomes
narrower and stronger at larger up, at least in the vicinity of the critical endpoint. Here,
we discuss some measures of the width or strength of the transition as functions of up for
small chemical potentials. In Fig. 6.10 we present the values of Sg, % and Xﬁsc at the
crossover temperature as functions of u%/T?, for two different physical volumes, where the
bands show linear extrapolations in MZB /T?. All three quantities should diverge at the crit-
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Figure 6.10: Extrapolation of the maximal value of x%, Xﬁsc and Sg together with linear
extrapolations in p% for three different volumes.

ical endpoint in the infinite volume limit. Thus, with increasing volume, one expects these

106



6.7. Strength of the crossover at finite density

quantities to grow in the vicinity of the critical endpoint. The only one of these quantities
showing a rise at larger p% is Xffisc, while x remains approximately constant up to our
largest volume, and Sg decreases with increasing M23~ From the behavior of Xﬁ' < alone, one
might be tempted to conclude that the crossover transition gets stronger at larger up, which
would be a signal of the coveted critical endpoint. However, the lack of a similar behavior
in the other two quantities - Sg and ' makes the interpretation of the physical picture
uncertain. Furthermore, we once again see that the deconfinement related quantity (Sg)
has milder finite volume effects than the quantities related to chiral symmetry restoration
(x™ and Xffi ). The disconnected susceptibility shows an interesting behavior: an increasing
trend with increasing ,UQB, especially for the two lower volumes. If the expected QCD critical
endpoint exists, such a behavior could be due to the critical region shrinking with increasing
physical volume (E.g. a smaller volume is more tolerant to the mistuning of the parameters
of a system, and criticality can be observable from farther away.). Due to the lack of such
a signal in x* and Sg, we would be cautious about making such an interpretation, but the
behavior of XdRisc certainly is suggestive and warrants further investigation.
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7 Outlook

Exploring QCD under extreme conditions is not just an academic pleasure for particle physi-
cists. It provides us key insights to the evolution and structure of the cosmos; from the
properties of deconfined matter to the potential emergence of exotic phases like color super-
conductivity in neutron stars. Therefore, mapping the phases of strongly interacting matter
is essential for enhancing our understanding of the universe and bridges the smallest scales
of quarks and gluons to cosmic phenomena.

One essential result presented in this thesis is the EoS from first principles up to g < 3.5
covering the chemical potential range of the current colliders LHC and RHIC. It enables hy-
drodynamic simulations at small and vanishing strangeness for the temperatures 130 MeV <
T < 280 MeV. The new-generation facilities like FATR or NICA explore further regions of
the QCD phase diagram and demand theoretical predictions at higher chemical potentials.
Moreover, gravitational wave astronomy offers a new possibility to study the EoS through
the mergers of neutron stars at even higher densities. A serious challenge for lattice QCD
research lies in providing accurate results under such conditions, where direct simulations at
finite density are hindered by the sign problem resulting from the complex action. Recently,
the authors of [232] showed that the rooting procedure of the complex quark determinant at
finite pp in the staggered fermion formalism can cause unphysical lattice artifacts. Minimally
doubled fermions, such as Karsten-Wilczek quarks [233,234], provide a promising alternative.
These formulations include a rooting-free quark determinant for degenerate flavors and pre-
serve a remnant of chiral symmetry. Various improvement strategies, especially with focus
on renormalization, are still under investigation [235, 236].

QCD under extreme conditions can exhibit critical behavior as demonstrated in lattice simu-
lations for high magnetic fields [237] or observed for nuclear matter in the case of the nuclear
liquid-gas transition (recall Section 2.6). Simulations in the vicinity of real phase transitions
face the problem of (super-)critical slowing down, causing high computational costs. We
could demonstrate the effective application of parallel tempering to mitigate supercritical
slowing down in a pure gauge theory, achieving the first per-mill accurate result in lattice
QCD thermodynamics for the transition temperature. Furthermore, we applied this tech-
nique to dynamic simulations to determine the critical quark masses in a three flavor theory.
Continuum extrapolated results are still missing but remain desirable, possibly requiring in-
novative algorithmic strategies beyond the traditional HMC algorithm.

Exploring QCD in the parameter space of temperature, mass, chemical potential or mag-
netic field can potentially enable the extrapolation of critical surfaces to conditions which
are relevant for heavy-ion collisions or neutron star mergers. Form the lattice perspective,
increasing the statistics with the extrapolation techniques at hand is probably not sufficient
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to disclose the secret of the existence of a critical endpoint in the T-up plane. To summarize:
One of the primary goals for the lattice QCD community is and remains mitigating the sign
problem to obtain reliable results at finite density.
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