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Abstract

Temperatures are a key parameter in atmospheric sciences. Compared to other atmospheric

parameters and constituents, temperatures are relatively easy to measure, at least at the

surface. Furthermore, temperature time series enable the analysis of a large variety of phe-

nomena. In order to study all of these different phenomena and also the coupling between

different parts of the atmosphere, temperature observations in every region of the globe and

at every height in the atmosphere from the surface up to the thermosphere are of great inter-

est. Part of the interest is certainly based on the recent temperature increase that is typically

related to the anthropogenic climate change. Besides this human-induced global warming,

other temperature related phenomena as, for example, atmospheric waves, which become

apparent in quasi-periodic temperature fluctuations, are also of great importance for the un-

derstanding of the atmospheric dynamics. This improved understanding also improves the

predictability of the future evolution.

OH airglow emissions are widely used to determine temperatures, the temperature evolution

and temperature related phenomena in the mesopause region from ground. GRIPS (GRound-

based Infrared P-branch Spectrometers) instruments have been used in Wuppertal since the

beginning of the 1980s to monitor the mesopause temperatures at an altitude of about 87 km.

The Wuppertal time series is one of the largest and continuously recorded time series in the

world. The OH(3,1) band emissions are observed every night, except for nights with cloudy

conditions. Hence, records of the temperature variations in every possible night as well as

a long-term record of nightly mean temperatures are available for the Wuppertal station.

These temperature time series allow for a large variety of scientific investigations and enable

the analysis of temperature fluctuations on very different time scales from short-period vari-

ations (e.g. gravity waves, planetary waves) to long-period variations (e.g. 11-year cycle of

solar activity). Results of these two different types of temperature fluctuations derived from

OH(3,1) rotational temperatures are presented in the following.

The long-term behaviour of the OH(3,1) rotational temperatures observed from Wuppertal
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can be describe by two main components: 1) the 11-year cycle of solar activity; 2) a long-

periodic oscillation. The observation of a temperature fluctuation that coincides with the

11-year cycle of solar activity is typical for mesopause temperatures. This is observed at

many stations around the globe. The derived sensitivity of about 4 K (100 SFU)−1 for the

Wuppertal time series is also in the middle of the range reported in literature. The obser-

vation of a long-periodic temperature oscillation with a period of about two decades is, to

my knowledge, the first one in this altitude region. This quasi-bidecadal oscillation has an

amplitude of about 2 K and contributes significantly to the variance of the time series of

annual mean temperatures. The additional analysis of a time series of plasma scale heights

(PSH), which can be used as temperature proxy at an altitude of about 80 km in summer,

showed that the quasi-bidecadal oscillation behaves opposite in the region slightly above and

below the mesopause temperature minimum in summer. This behaviour can be explained by

a vertical periodic displacement of the temperature profile which leads to opposite effects at

different constant altitudes depending on the vertical temperature gradient.

Besides the analysis of the long-term variation of temperatures in the mesopause region,

studies of the analysis of short-term fluctuations are also presented. Here the focus is on two

wave types, the planetary waves and the gravity waves. The main focus of the presented work

is on the long-term evolution of these two different wave types, which are very important as

a driver for the residual circulation in the stratosphere and mesosphere. The planetary wave

activity also shows a quasi-bidecadal oscillation which is very similar to that of the OH(3,1)

rotational temperatures themselves. In contrast to this, the behaviour of the gravity wave

activity shows a trend-break with a maximum activity in about 2004, where the planetary

wave activity and the temperatures show a minimum. Thus, the behaviour is opposite to

each other.
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1. Introduction

Temperature observations in the mesopause region at about 87 km height are limited in two

ways. First, temperatures are obtained from satellite observations and therefore the length of

the time series is limited, because the start of the satellite era was not that long ago (satellite

observations of temperatures and other atmospheric constituents started at about 1979, e.g.

Adler et al., 2017; Indira Rani et al., 2021) and the typical lifetime of a satellite can be com-

parably short (e.g. MIPAS-Envisat1 2002 – 2012; e.g. Glatthor et al., 2017; Höpfner et al.,

2018), which is the main drawback here. Second, they are obtained using ground-based in-

struments and, consequently, these observations are only obtained for one local position. In

contrast to satellite observations, ground-based instruments give the opportunity to monitor

the mesopause region with the same (or a rebuilt) instrument for a very long time, since the

instrument can be repaired and maintained which enhances the lifetime. Hence, a very long

and at the same time homogeneous time series can be obtained.

An easy way to monitor the mesopause region is to measure OH band emissions and calculate

temperatures from these emissions. Such observations are performed at different locations

at the globe, for example, at Antarctica (e.g. French and Mulligan, 2010), in Brazil (e.g.

Clemesha et al., 2005), Spain (e.g. García-Comas et al., 2017), Germany (e.g. Bittner et al.,

2000; Schmidt et al., 2013), Russia (e.g. Perminov et al., 2014), Ireland (e.g. Mulligan and

Lowe, 2008), Sweden (e.g. Kim et al., 2017) or Norway (e.g. Holmen et al., 2014). One of the

longest time series of OH observations has been recorded in Wuppertal, Germany, since 1980

(e.g Bittner et al., 2000; Offermann et al., 2010; Kalicinsky et al., 2016). The observations

were performed in each night with good weather conditions. Because of these exceptional

long time of observations the Wuppertal time series is a very unique temperature record.

The continuous measurements of temperatures in the mesopause region allow for the anal-

1The Michelson Interferometer for Passive Atmospheric Sounding - Envisat (MIPAS-Envisat) is an infrared
limb emission sounder operated onboard the Envisat satellite in the time period 2002 – 2012 (Fischer et al.,
2008).
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2 1. Introduction

ysis of different aspects of atmospheric variabilities and dynamics. These variabilities start

at very short timescales of several minutes and go to long-term variations with periods of

several years. Examples for variations on shorter timescales are gravity and planetary waves

with periods beginning with minutes for gravity waves and ending up at periods of several

days for planetary waves. Well-known long-term variations are, for example, a possible long-

term trend and the 11-year cycle of solar activity, which can also be observed in mesopause

temperatures.

Gravity waves are excited in the lower atmosphere and propagate upwards. As the atmo-

spheric density decreases with height the amplitudes of the waves grow exponentially to

compensate for this decrease (Andrews et al., 1987). Gravity wave breaking events and the

deposition of momentum then drive the residual circulation from the summer to the winter

pole in the mesosphere and, additionally, contribute to the circulation from the equator to

the summer pole in the stratosphere (e.g. Andrews et al., 1987; Fritts and Alexander, 2003;

Vincent, 2015). The gravity waves are also responsible for temperature fluctuations with

rather short periods (in the range from minutes to hours) in the mesopause region which can

be observed by ground-based instruments measuring OH airglow emissions (e.g. Offermann

et al., 2009, 2011; Vargas et al., 2015; Sedlak et al., 2016; Rourke et al., 2017; Wüst et al.,

2018; López-González et al., 2020). A recent overview on capabilities and challenges of ob-

serving gravity waves by using OH airglow emissions is given by Wüst et al. (2022).

Planetary waves are also generated in the lower atmosphere and propagate upwards. By con-

trast to the gravity waves, planetary wave breaking and dissipation is mainly responsible for

the circulation in the stratosphere going from the equator to the winter pole (e.g. Andrews

et al., 1987; Vincent, 2015). The planetary waves exhibit longer horizontal wavelengths as

gravity waves and, thus, they have longer periods (typically in the range of days to weeks).

These waves can also cause temperature fluctuations in the mesopause region that were ob-

served by instruments monitoring the OH airglow emissions (e.g. Espy et al., 2005; Höppner

and Bittner, 2007; Murphy et al., 2007; Offermann et al., 2009; Zhao et al., 2019).

The two different issues, long-term trend and sensitivity to the 11-year cycle of solar activity,

have been, for example, addressed by Beig (2011a,b) who reviewed a number of different

studies. The linear trends reported in these different studies range from not significant to

a cooling of about -3 K decade−1. The sensitivities to the 11-year cycle of solar activity lie

between about 1 to 6 K (100SFU)−1, whereby the majority of the results are in the range

between 2 to 5 K (100SFU)−1. In a new study by French et al. (2020) an updated collection

of linear trends and sensitivities for many observation sites is given. These updated results
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confirm previous studies.

At the surface also long-periodic oscillations have been observed for different meteorological

parameters such as temperature and precipitation that show a prominent period of about 20

years (e.g. King et al., 1974; Willet, 1974; King, 1975; Wei et al., 2015, 2019). This quasi-

bidecadal oscillation of temperatures has also been observed in higher altitudes in the strato-

sphere (e.g. Coughlin and Tung, 2004; Qu et al., 2012). In the mesosphere and mesopause

region the oscillation was not observed in temperature time series until my studies. However,

it should be mentioned that other researchers observed a quasi-bidecadal oscillation in other

parameters such as pressure (e.g. von Cossart and Taubenheim, 1986) and planetary wave

activity (e.g. Jarvis, 2006; Höppner and Bittner, 2007).

The following work gives a summary of my own studies and studies I contributed to that

deal with the long-term and short-term variability derived from OH(3,1) rotational temper-

atures. Additionally, further studies I contributed to and that deal with the vertical structure

of the long-term variability are included in this overview to explain more details. The work

is structured as follows. In Sect. 2 the OH(3,1) measurements and other data sets that have

been analysed are explained and the methods used for the analysis are described. The results

from my studies are summarised in Sect. 3 and the interrelationships between the different

studies are explained. This section is subdivided into two parts: 1) the long-term (trend, os-

cillation, 11-year solar cycle) and 2) the short term variations (planetary and gravity waves).

A summary of the results is given in Sect. 4 together with a detailed discussion of the results

that also includes new studies that have been published after my own work and refer to my

work.





2. Data and methods

2.1. Data

2.1.1. OH rotational temperatures

Excited hydroxyl molecules emit radiation in the near infrared in the upper mesosphere. The

main formation of these hydroxyl molecules is via the reaction of H and O3:

H+O3 −−→ OH*(ν′ ≤ 9) +O *
2 ,

where ν′ is the upper vibrational level. The OH band emissions have been measured and

monitored since their first observation and description by Meinel (1950), which gives them

also the name OH-Meinel band emissions. The centre altitude of this emission layer and the

altitude dependencies on the vibrational level has been obtained from different observations.

Rocket-borne observations revealed a centre altitude of about 87 km and a width of the layer

of about 9 km (Baker and Stair Jr., 1988). This altitude is not a completely fixed value but

it varies on different time scales (e.g. García-Comas et al., 2017, and references therein).

Nonetheless, different studies showed that the value of 87 km is a good approximation for

the mean altitude of the layer. This is especially true for the OH(3,1) band which will be used

in the following. SCIAMACHY1 satellite observations of the OH(3,1) band showed a clear

semi-annual variation of the emission altitude with typical variations between 86 and 88 km,

but no obvious long-term trend is reported (-10◦ to 30◦ N; von Savigny, 2015). SABER2 ob-

servations of the OH(3,1) band emissions over Maynooth (Ireland) exhibit larger variations

of the layer altitude between about 84 and 88 km (years 2004/2005; Mulligan and Lowe,
1The SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY) is a passive

remote sensing instrument operated onboard the Envisat satellite in the time interval 2002 – 2012. The
instrument performed nadir and occultation measurements and also observed scattered solar radiation and
airglow emissions in limb geometry (Bovensmann et al., 1999).

2The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instrument is a limb-
scanning infrared radiometer operated onboard the Thermosphere Ionosphere Mesosphere Energetics Dy-
namics (TIMED) satellite since 2002 (e.g. Mlynczak, 1997; Russell III et al., 1999; Yee et al., 2003).
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6 2. Data and methods

2008). Further satellite observations showed that the centre altitude depends on the upper

vibrational level ν′ and that an upward shift by about 0.4 to 0.5 km occurs for a ∆ν′ = 1

(von Savigny et al., 2012; Noll et al., 2016). In the study by Noll et al. (2016) the centre

altitudes derived from SABER observations over Chile vary from 86.2 km (ν′ = 2) to 89.0

km (ν′= 9) with a centre altitude of the OH(3,1) band emissions of about 86.6 km.

The OH(3,1) emissions used in this work are all measured by GRIPS (GRound-based In-

frared P-branch Spectrometer) instruments. Three different instruments have been used to

perform the measurements: GRIPS-I, GRIPS-II, and GRIPS-N. The observations at the sta-

tion in Wuppertal started in 1980 and have been continuously performed since 1987. They

were mainly carried out by GRIPS-II until mid of 2011, when a detector failure stopped the

measurements. GRIPS-II is a Czerny-Turner spectrometer with a Ge detector cooled by liquid

nitrogen (see Bittner et al., 2000, 2002, for instrument description). In the years 1993 to

1996 parts of the measurements have been performed by GRIPS-I, because of problems with

GRIPS-II and a refurbishment of the instrument. Both instruments were operated side by side

and they were intercompared at least once per year to determine systematic differences and

correct them (Bittner et al., 2000). Thus, continuous measurements were ensured. At the

beginning of the year 2011 a new instrument was operated next to GRIPS-II. In the first half

of 2011 simultaneous measurements were performed that showed no differences between

the two instruments. Hence, after the detector failure of GRIPS-II the new instrument was

able to continue the measurements. Unfortunately, the new instrument had several technical

problems in the following years that led to larger data gaps in 2012 and 2013. Finally, a re-

construction was performed to set up the GRIPS-N instrument. GRIPS-N is a Czerny-Turner

spectrometer such as GRIPS-II. It is equipped with a thermoelectrically cooled InGaAs de-

tector to enable an easier handling compared to a detector cooled by liquid nitrogen. The

optical and spectral properties of GRIPS-N and GRIPS-II are very similar and therefore the

measurements of both instruments are nearly identical. The new GRIPS-N instrument was

operated without further problems since the beginning of 2014 (see Kalicinsky et al., 2016,

for first data and comparisons). The GRIPS-I instrument is a Ebert-Fastie spectrometer with a

Ge detector that is cooled with liquid nitrogen (see Bittner et al., 2000, 2002, for instrument

description). The instrument was used as backup for GRIPS-II in Wuppertal in the 1980s and

1990s as described above. At the end of 2003 GRIPS-I was installed at the observatory in

Hohenpeissenberg to start a new time series of OH(3,1) band emissions at a second location.

GRIPS-I successfully performed measurements until November 2017. All instruments mea-

sure every single night, except in nights with cloudy conditions. On average this results in
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Figure 2.1: Typical spectrum of OH(3,1) P1(2), P1(3), and P1(4) lines. The spectrum was
measured with the GRIPS-N instrument at Wuppertal in the night from 1 July 2022 to 2 July
2022.

about 220 nights of measurements per year (Oberheide et al., 2006; Offermann et al., 2010)

All three instruments measure the same emission lines of the OH(3,1) band, namely the

P1(2), P1(3), and P1(4) lines. The peaks of these emissions lines are located in the wave-

length range from 1.524 to 1.543 µm. Figure 2.1 shows a typical example for the GRIPS-N

instrument. The intensities of these lines are then used to derive rotational temperatures.

The relationship between the intensity I of a line and the corresponding rotational tempera-

ture Trot can be described as:

ln
I

2(2J ′ + 1)A(ν′, J ′−> ν′′, J ′′)
= const −

F(J ′)
kTrot

, (2.1)

where J and ν are the rotational and vibrational quantum numbers, A are the Einstein coef-

ficients, k is the Boltzmann constant, and F(J ′) is the rotational term value (e.q. Mies, 1974;

Sivjee and Hamwey, 1987; Bittner et al., 2000; Schmidt et al., 2013). When all three lines

are considered and ln I
2(2J ′+1)A(ν′,J ′−>ν′′,J ′′) is plotted versus F(J ′), the slope of the fitted line

is determined by the rotational temperature Trot (see Sivjee and Hamwey, 1987, for more

details of the temperature retrieval). The Einstein coefficients are taken from Mies (1974)

and the numerical values for F(J ′) are taken from Krassovsky et al. (1962). Because of the
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semi-logarithmic relationship only the relative intensities of the three lines are necessary for

the calculation of Trot . Hence, changes in the detector sensitivity or the atmospheric trans-

mission have no impact on the temperature determination (Bittner et al., 2002).

Because of non-LTE (Local Thermodynamic Equilibrium) effects, the OH rotational temper-

atures may deviate from the kinetic temperatures, especially for higher vibrational states.

Therefore, the OH(3,1) band is a good choice since the non-LTE effects appear to be smaller

compared to other bands and as a consequence the rotational temperatures are closer to

the kinetic temperatures (Noll et al., 2015). The OH(3,1) rotational temperatures have been

compared with kinetic temperatures in different studies. Oberheide et al. (2006) (time inter-

val 2003–2005) and Offermann et al. (2010) (April 2002–August 2008) used SABER temper-

atures (retrieval data V 1.04/1.06 and V 1.07, respectively) for comparisons with the GRIPS-II

measurements in Wuppertal. For both comparisons higher temperatures were obtained for

the ground-based observations (warm bias). However, the differences (ground-based minus

satellite) of 7.4 K and 3.4 K, respectively, lie within the combined systematic error bars of

the instruments. Additionally, Offermann et al. (2010) obtained a warm bias of 4.6 K for

the GRIPS-I instrument in Hohenpeissenberg (October 2003–August 2008), which is also

smaller than the combined errors. von Savigny et al. (2004) compared the GRIPS-I and

GRIPS-II OH(3,1) rotational temperatures with corresponding OH(3,1) rotational tempera-

tures derived from SCIAMACHY and showed a warm bias of the ground-based instruments

of 2.6 K and 2.7 K, respectively. Again these mean differences were much smaller than the

standard deviations. Thus, despite a possible warm bias the OH(3,1) rotational temperatures

can be used to study the temperatures in the upper mesosphere. In particular, studies that

only examine variability are much safer, as variability is less affected than absolute temper-

atures. (Noll et al., 2015).

The OH(3,1) rotational temperatures of the ground-based instruments were also compared

with SABER temperature observations with a special focus on the long-term variability (Kalicin-

sky et al., 2018). Figure 2.2a shows mean seasonal cycles of the OH(3,1) rotational tempera-

tures in two different time intervals, 2002–2006 and 2012–2016. Additionally, the difference

of these two seasonal cycles is displayed in the lower panel of Fig. 2.2a. As the centre altitude

of the OH layer is at approximately 87 km, this altitude was used for the comparison. The

mean seasonal cycles of the SABER kinetic temperatures at this altitude and in the same time

intervals are shown in Fig. 2.2b. The absolute values show the warm bias of the ground-based

observations as all the other comparisons before also showed. Despite this, the differences

between the two seasonal cycles and therefore the long-term variability in the analysed time
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Figure 2.2: Comparison of the OH(3,1) rotational temperatures seasonal cycles be-
tween GRIPS-II/N and SABER observations. a) The mean OH(3,1) rotational temperature
seasonal cycle for the years 2002–2006 is shown in black and for 2012–2016 in red. The
lower panel shows the difference ((2002–2006) - (2012–2016)). b): The mean seasonal cy-
cles of SABER temperatures in the region 47°–53° and 0°–12°E at 87 km are shown in black
(2002–2006) and red (201––2016) and at 78 km in blue (2002–2006) and magenta (2012–
2016). Additionally, the differences of the seasonal cycles at the two altitudes are shown in
the lower panel. The figures are taken from Kalicinsky et al. (2018).

intervals are very similar for both temperature time series. Both exhibit clear negative dif-

ferences in the months May, June, July as well as in winter (DJF). In the months March and

April and in autumn (SON) only small differences are present and the two seasonal cycles in

the two time intervals show nearly the same values. Only in August there are larger devia-
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tions between the two different data sets, because the OH(3,1) rotational temperatures show

a negative and the SABER temperatures show a positive difference. This is maybe caused by

the fact that the altitude of 87 km is not a completely fixed altitude and can vary through-

out the year. However, the OH(3,1) rotational temperatures are a very good proxy for the

long-term variability of the kinetic temperatures at an altitude of about 87 km.

2.1.2. Plasma scale heights

The procedure to derive the plasma scale heights (PSH) is described in detail by Peters and

Entzian (2015) and here only a brief summary is given. The PSHs are derived from indirect

phase height measurements. The transmitter station that emits a radio signal is located in

Allouis (47◦ N, 2◦ E, France) and the receiving station is located in Kühlungsborn (50◦ N,

12◦ E, Germany). Because of this setup, the reflection point is located over the Eifel. The

indirect phase heights are derived from interference measurements of a ground and a sky

wave and the corresponding observations of field strength extrema. The daily variation of

the phase height is between about 75 km and 87 km. It sinks in the forenoon till midday and

increases in the afternoon. The main information on averages comes from altitudes around

about 82 km in winter and equinoxes and 80 km in summer. Two important parameters are

derived from these phase height observations: 1) the standard phase heights (SPH) and 2)

the plasma scale heights (PSH). The phase height varies during the day depending on the

solar zenith angle at the reflection point. The heights plotted versus ln(Ch(χ)) (Ch is the

Chapman function and χ is the solar zenith angle) give a straight line. The SPH is then

defined as the height at ln(Ch(χ)) = 1.6, i.e. a solar zenith angle χ = 78.8◦. The PSH is

determined by the slope of the same line. It is defined as the altitude difference for a change

of ln(Ch(χ)) by one, i.e. the plasma scale heights are on the order of a few kilometres. The

PSHs depend on the temperature of the ionized gas NO and under thermal equilibrium on

the neutral gas temperature. Many different comparisons showed that the PSH positively

correlate with local temperatures in the summer months (e.g. Entzian, 1967; Lauter, 1974;

von Cossart and Taubenheim, 1976; Peters et al., 2017), whereas an anomaly disturbs this

correlation in winter months (see e.g. Kalicinsky et al. (2018) and Fig. 2.3).

Similar as for the OH(3,1) rotational temperatures, the PSH seasonal cycles were compared

with that of the SABER kinetic temperatures. Here the focus concentrates on the summer

months as the PSHs are a temperature proxy in summer only. Figure 2.3 shows the mean

seasonal cycles for the time intervals 2002–2006 and 2012–2016 as black and red curve,

respectively. In the lower panel of Fig. 2.3 the difference of these two seasonal cycles is
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Figure 2.3: PSH seasonal cycles for the time intervals 2002–2006 and 2012–2016. The
mean seasonal cycles for the years 2002–2006 are shown in black and for 2012–2016 in red.
The lower panel shows the difference ((2002–2006) - (2012–2016)). The winter months are
overlayed with a grey area. The figure is taken from Kalicinsky et al. (2018).

shown. As in the case of the PSH observations the main information on averages comes from

altitudes at about 80 km ranging down to 78 km in summer, Fig. 2.2b shows the seasonal

cycles of the SABER kinetic temperatures at 78 km in the same time intervals for comparison.

The differences of the two seasonal cycles (lower panels in Fig. 2.2b and Fig. 2.3) show a

reasonable agreement for both data sets, i.e. the long-term variability is the same. From

April to August both data sets exhibit positive differences, except for the zero difference

in case of the SABER observations in April. In September both data sets show a negative

difference. Thus, the sign agrees very well, albeit the differences are more obvious for the

PSH observations. However, the PSHs are a good proxy for the long-term variability of the

kinetic temperatures at the analysed altitudes.

2.1.3. SABER satellite observations

The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) instru-

ment is operated onboard the Thermosphere Ionosphere Mesosphere Energetics Dynamics

(TIMED) satellite since 2002 (e.g. Mlynczak, 1997; Russell III et al., 1999; Yee et al., 2003).

SABER is a 10-channel broadband limb-scanning infrared radiometer that measures in the

spectral range from 1.27 µm to 17 µm. The measurements of the instrument are used to

derive vertical profiles of temperature and volume mixing ratios of several trace gases.
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Temperature retrieval results of the version 2.0 product were used in the presented compar-

isons. The operational temperature retrieval uses the 15 µm CO2 emission together with CO2

volume mixing ratios to derive the temperature information. The results are provided in the

altitude range from 15 to 110 km. The precision and accuracy of the temperatures for single

profiles worsen with increasing altitude. The precision starts at 0.3 K at 15 km, increases to

3.6 K at 90 km and, finally, reaches about 15.0 K at 110 km. Thus, the uppermost altitudes

have much larger uncertainties. The total accuracy has a similar behaviour with the values

of 1.4 K, 5.4 K and about 29 K, respectively (SABER, 2022). As in the comparisons of SABER

temperatures with OH(3,1) rotational temperatures and PSHs only mean values in larger

regions (latitude-longitude box 47◦ – 53◦N and 0◦ – 12◦E) calculated from a larger number

of profiles were used, the corresponding uncertainties are typically much smaller.

2.1.4. Reanalysis data sets

In the present work two different reanalysis data sets were used. The first is the reanalysis

data set from the National Centers for Environmental Prediction (NCEP) and the National

Center for Atmospheric Research (NCAR), in short NCEP/NCAR Reanalysis 1 (Kalnay et al.,

1996). The project uses a state-of-the-art analysis/forecast system and performs data assimi-

lation using past data from 1948 to the present. The resulting data set provides temperatures

at 17 pressure levels between 1000 and 10 hPa on a 2.5◦ × 2.5◦ global grid.

The second reanalysis data set is The Modern-Era Retrospective Analysis for Research and

Applications Version 2 (MERRA-2) starting in the year 1980 (Gelaro et al., 2017). MERRA-2

uses an upgraded version of the GEOS-5 (Goddard Earth Observing System Model, Version

5) data assimilation system. The updates include model updates (Molod et al., 2012, 2014)

and updates of the Global Statistical Interpolation (GSI) scheme (Wu et al., 2002). The hor-

izontal grid of MERRA-2 is 0.625◦ × 0.5◦ (longitude × latitude) which corresponds to 576

and 361 points, respectively. The data are provided on a pressure grid with 42 levels between

1000 and 0.1 hPa. Thus, the data set reaches into the mesosphere. More information on the

data products are given by Bosilovich et al. (2016).

2.1.5. Model simulations

The model simulation results used in this work were provided by two different atmospheric

models: 1) HAMMONIA and 2) ECCHAM6. The HAMburg Model of the Neutral and Ionized

Atmosphere (HAMMONIA) (Schmidt et al., 2006) is an improved model on the basis of the
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ECHAM5 general circulation model (Roeckner et al., 2006). The vertical range of the model

now ends at 2× 10−7 hPa and, additionally, the model is coupled to MOZART3 (Model for

Ozone and Related Chemical Tracers, version 3; Kinnison et al., 2007). The spectral resolu-

tion of the simulation used here is T31 with 119 vertical layers. The 34-year long simulation

run is performed with fixed boundary conditions (including aerosol, ozone climatology). Fur-

ther details about this simulation run are given by Schmidt et al. (2010).

The ECMWF/Hamburg (ECHAM6) model (Stevens et al., 2013) is the successor of ECHAM5,

which is the base model of HAMMONIA. The model has improved with respect to the repre-

sentation of radiative transfer in the solar part of the spectrum, a new description of atmo-

spheric aerosol, and a new representation of the surface albedo in comparison to the previous

version. The model vertically extends up to 0.01 hPa. The simulations were performed at T63

spectral resolution with 47 vertical layers. All boundary conditions were fixed to constant

values, where the average from 1979 to 2008 was taken. The total length of the simulation

run is 400 years.

2.2. Methods

2.2.1. Annual mean temperatures

Studies analysing the long-term trend or the long-term behaviour of the OH(3,1) rotational

temperatures are typically based on annual mean temperatures. Since the OH(3,1) temper-

ature time series has several data gaps over the course of one year due to cloudy conditions,

a simple arithmetic mean is not advisable. Instead of an arithmetic mean a fit that describes

the seasonal variations is used to determine the annual mean temperatures. These seasonal

variations include three main components: an annual cycle, a semi-annual cycle, and a ter-

annual cycle (Bittner et al., 2000). The fit is given by:

T (t) = T0 +
3
∑

i=1

Ai · sin
�

2 ·π · i
365.25

(t +φi)
�

, (2.2)

where T0 is the annual mean temperature, t is the time in days of the year, and Ai, φi are

the amplitudes and phases of the sinusoids. This technique has been used in several studies

using the Wuppertal or other OH rotational temperatures time series (e.g. Bittner et al.,

2002; Offermann et al., 2010; Perminov et al., 2014; Kalicinsky et al., 2016) and is a suitable

way to obtain the best estimate of T0. Figure 2.4 shows an example of OH(3,1) rotational
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Figure 2.4: OH(3,1) rotational temperatures in the year 2016 and fitted seasonal vari-
ations. The rotational temperatures are shown in black in the upper panel and the fit of the
seasonal variations to the data is displayed as red curve. The lower panel shows the residual
temperatures (data – fit).

temperatures for the year 2016 as black dots. The fit of the seasonal variations to the data

using Eq. 2.2 is shown as red curve. The largest variation in the course of one year is the

annual cycle, but also the semi-annual and ter-annual cycles contribute to the total variation.

For example, the narrower minimum in summer and the wider maximum in winter is largely

caused by the semi-annual cycle. The fit can be used to detrend the OH(3,1) rotational

temperatures within one year. In this way residual temperatures are obtained (see lower

panel of Fig. 2.4) that can be further analysed with respect to temperature fluctuations with

periods of a few to several days (see Sect. 3.2.1).

2.2.2. Multiple linear regression and least squares fits

A very useful method to analyse OH(3,1) rotational temperatures is the linear regression or

multiple linear regression. This method is very suitable to investigate influences that can be

described by a time series of one parameter. One example is the influence of the sun. The

variation of the solar radiation can be described e.g. by the solar radio flux F10.7cm or the

Mg-II index. The solar influence has been determined for the Wuppertal OH(3,1) or other

OH temperature time series in different studies using a linear regression (e.g. Offermann
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et al., 2010; Perminov et al., 2014; Kalicinsky et al., 2016). The analysis of linear trends

of the annual mean temperatures or other parameters is also a linear regression with the

time. Such analyses have also been performed in different studies using OH temperatures

(e.g. Bittner et al., 2002; Offermann et al., 2010; Perminov et al., 2014; Kalicinsky et al.,

2016). Because of possible correlations between the different parameters used for single

linear regressions, it is advisable to use an iterative procedure until convergence of the results

is reached (e.g. Offermann et al., 2010) or to analyse all dependencies at once with a multiple

linear regression (e.g. Kalicinsky et al., 2016). In order to analyse periodic variations of

OH(3,1) rotational temperatures least squares fits of sinusoids to the time series proofed

as suitable. In practice these fits are typically combined with the multiple linear regression

terms described above (e.g. Kalicinsky et al., 2016, 2018).

2.2.3. Lomb–Scargle periodogram

OH(3,1) temperature time series typically exhibit data gaps. Most of these gaps are caused

by cloudy conditions, which lead to measurement gaps within one night or to the lack of the

complete night (e.g. Bittner et al., 2000; Oberheide et al., 2006). Due to instrument problems

or reconstructions some years are largely affected by missing data and cannot be used for

long-term analyses (e.g. Kalicinsky et al., 2016). Since most of the commonly used methods

to analyse periodicities such as FFT (fast Fourier transform) or wavelet transform rely on an

equidistant grid, the OH(3,1) rotational temperature time series need to be prepared, e.g.

by interpolation, before the analysis. Thus, another processing step is necessary that could

potentially influence the results.

This drawback can be avoided by using the Lomb-Scargle periodogram (LSP). The LSP was

developed by Lomb (1976) and Scargle (1982) and is a method that can handle unequally

spaced data time series. The periodogram is defined as

PX (ω) =
1
2







�

∑

j X j cosω(t j −τ)
�2

∑

j cos2ω(t j −τ)
+

�

∑

j X j sinω(t j −τ)
�2

∑

j sin2ω(t j −τ)







, (2.3)

where X j are the measurements at the times t j, ω is the angular frequency (ω = 2π f ), and

the time offset τ is defined as

tan(2ωτ) =

�

∑

j sin2ωt j

�

�

∑

j cos 2ωt j

� . (2.4)
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The analysed time series has to have zero mean before the calculation of the periodogram

powers. The LSP, as defined in Eq. 2.3, has two useful properties. Firstly, it is invariant to a

shift of the origin of time and, secondly, it is equivalent to the least squares fitting of sinu-

soids to the data set (e.g. Horne and Baliunas, 1986). The definition of the periodogram is

the same (except for a factor of 1/2) as the reduction in sum of squares (sum of squares of

the original data minus sum of squares of residual data) when least squares fitting of a sinu-

soid is applied to the data (see Scargle, 1982, Appendix C). This means that the maximum

power occurs at the same frequency that leads to the optimal least squares fit of a sinusoid

to the data, i.e. the sum of squares of the residual data has a minimum and consequently the

reduction in sum of squares has also a maximum.

The significance of the LSP is typically analysed with the so called false alarm probability

(FAP). This FAP gives the probability that a peak with a certain height (power) occurred just

by chance, e.g. due to noise. The levels for different FAPs are typically determined using

Monte-Carlo simulations (see e.g. Horne and Baliunas, 1986; Cumming et al., 1999). De-

pending on the normalisation of the periodogram (e.g. sample variance, variance of the

residuals) the maximum peak heights observed in these simulations follow different distri-

butions (see Schwarzenberg-Czerny, 1998; Cumming et al., 1999; Zechmeister and Kürster,

2009). The complete procedure to calculate FAP levels is e.g. explained by Kalicinsky et al.

(2016, 2020) and some more details are given in Sect. 2.2.4.

2.2.4. Moving LSP approach

Many periodic variations observed in temperature time series show also variations in some of

the defining parameters, i.e. the amplitude and the period are not constant with time. This

means that standard methods such as FFT or LSP that analyse the complete time interval at

once only observe a mean situation and cannot resolve the temporal changes. In contrast,

a wavelet transform is able to resolve temporal changes and it is often used to analyse any

kind of periodicities observed in airglow observations (e.g. Bittner et al., 2000; Das and Sinha,

2008; Höppner and Bittner, 2009; Takahashi et al., 2013; Reid et al., 2014; Nyassor et al.,

2018). One drawback of the wavelet transform is the equidistant grid that is needed for the

analysis. Thus, in the case of data gaps these gaps have to be eliminated before the analysis

by some kind of interpolation or assimilation technique (e.g. Bittner et al., 2000; Das and

Sinha, 2008; Höppner and Bittner, 2009; Reid et al., 2014). As described in Sect. 2.2.3 the

LSP can handle time series with data gaps. This is then combined with a moving window to

additionally resolve the temporal changes. This idea is not completely new. Other airglow
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studies also use some kind of windowed LSP, but some these studies only use the LSP for

independent time windows following each other such as different parts of a night (e.g Reid

et al., 2014) or months of a year (e.g. Egito et al., 2018). Some other studies report on the

analysis of radar observations of winds using a periodogram analysis with a moving window,

but either the significance evaluation is missing (e.g. Yoshida et al., 1999) or the windows

are only partly overlapping (e.g. Luo et al., 2000). In this work the LSP is combined with a

window that is moved with the minimum possible step (the sampling step). Additionally, an

empirical relationship to easily calculate significance levels was derived, which is useable for

all different kinds of situations, e.g. changes of the window or frequency range or the number

of data gaps. In this way the developed method enables an easy and very fast usage. The

complete technique is described and tests with artificial and measurement data are shown

by Kalicinsky et al. (2020). Here a summary is given.

First, a window length for the approach is chosen. Here it is advisable to chose a medium

length to get a trade-off between the capability to resolve temporal changes of periods or

amplitudes and a safe detection of longer period oscillations. In the first case the window

length should not be too long as a mean state over the complete window length is determined

and possible short term fluctuations of periods or amplitudes are largely smoothed for long

time windows. In the second case the window length should not be chosen too short, because

an oscillation with a somewhat longer period may show only less than one full cycle in the

defined window. For the analysis of planetary wave activity during one year a window length

of 60 days is a reasonable choice as many observed oscillations exhibit periods less than that

and also temporal changes are resolved properly. The approach starts at the beginning of the

time series and the LSP is calculated for all data points in the first window. Then the window

is shifted by the minimum possible step (sampling step) and the next LSP is calculated. This

procedure is repeated until the end of the time series is reached.

An important issue with respect to the analysis of periodicities is a significance analysis. For

the LSP this significance analysis is typically done using the FAP, which needs time-consuming

Monte-Carlo simulations. At a single frequency and for a normalisation of the periodogram

with the sum of squares of the time series the probability that a peak of height z exceeds a

value of z0 is given by

Prob(z > z0) = (1− z0)
N−3

2 , (2.5)

where N is the number of data points (Zechmeister and Kürster, 2009). This probability can

be calculated for every single frequency and any number of data points. But the important

question is how large is the probability that one peak somewhere in the complete analysed
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frequency range ∆ f exceeds a value by chance. This probability is called the false alarm

probability (FAP) and is

FAP = 1− (1− Prob(z > z0))
Ni , (2.6)

where Ni is the number of independent frequencies (see e.g. Horne and Baliunas, 1986;

Cumming et al., 1999; Zechmeister and Kürster, 2009, for further discussion on FAP). Un-

fortunately, the number of independent frequencies (≈ number of frequencies where peaks

can occur) cannot be analytically described. Monte-Carlo simulations are a suitable way to

determine Ni (e.g. Cumming et al., 1999), but such simulations are time-consuming. Kalicin-

sky et al. (2020) wanted to avoid this by establishing a derived empirical relationship. They

showed that the number of independent frequencies relies on two main parameters: 1) the

window length; 2) the frequency range. As the resolving power (width of the peaks) is

inversely proportional to the window length (e.g Cumming et al., 1999; Zechmeister and

Kürster, 2009), a longer window leads also to a larger number of independent frequencies

and vice versa. Additionally, the possibility to observe a peak of height z by chance is larger

when the frequency range ∆ f is larger too. Kalicinsky et al. (2020) derived the empirical

relationship for the number of independent frequencies

Ni =
�

2.92dd−1 ·∆ f − 0.203d−1
�

· T, (2.7)

where T is the window length. In the study they used windows from 30 to 90 d and fre-

quency ranges from 1/2 – 1/5 d−1 to 1/2 – 1/90 d−1, as these are suitable parameter choices

for the analysis of planetary wave activity. However, the results can also be transferred to

other situations, e.g. for gravity wave analyses (days change to minutes), by just transferring

the values in terms of sampling steps from one situation to the other. Additionally, Kalicinsky

et al. (2020) analysed the dependency on the number of data gaps and found only a very

small decrease of Ni with increasing number of data gaps of a few per cent. This means a

change of the FAP of a few per mille only. With this new empirical relationship it is possible

to calculate a FAP for every situation (e.g. change of window length or frequency range,

missing data points at the edges of the window and therefore smaller effective window) in

an easy and very fast way.

The performance of the approach was tested with different artificial time series. These artifi-

cial time series included different types of oscillations and variations of the defining param-

eters. In Kalicinsky et al. (2020) one time series with an oscillation that exhibits a varying

period and another time series with an oscillation that had a varying amplitude was used for
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tests. Finally, a time series composed as a superposition of the two former ones was used

for the last test. During these tests also noise and data gaps were included into the artificial

time series to simulate real measurement conditions. Figure 2.5 shows the two latter exam-

ples, the oscillation with varying amplitude and the superposition of this oscillation with a

second oscillation with varying period. The original time series and the single components

of them are shown in the two upper panels (Fig. 2.5a and Fig. 2.5d) and the results for the

normalised power and the amplitude of the oscillations determined by the moving LSP ap-

proach are presented in the middle and lower panels (Figs. 2.5b, c and Figs. 2.5e, f). The

maximum amplitude of both oscillations was always 1 K which is correctly detected by the

approach. The slightly smaller amplitude for the oscillation with the varying amplitude (see

Fig. 2.5c) stems from the fact that the length of the time window of 60 days introduces some

smoothing and the maximum amplitude of 1 K is only reached in a small time interval in

the middle of the time series. The normalised power shown in Fig. 2.5b and Fig. 2.5e also

reflects the contribution of the oscillations to the complete signal very well. In the case of the

oscillation with varying amplitude the contribution increases to the middle of the time series

and then decreases again as the amplitude does. For the superposition of the two oscillations

the partitioning of the contributions is also captured well. In the middle the contribution of

each single oscillation is nearly identical as both have an amplitude of about 1 K here and at

the beginning and end only the oscillation with varying period plays a role. The remaining

part to explain the total variance in both cases is always the noise. In total, the method is

capable to detect all different kinds of signals and the additional noise and the data gaps only

introduce some noise to the results, but they do not largely influence the results.
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Figure 2.5: Different examples for the results of the moving LSP approach: Periodic
signal with varying amplitude (a – c) and periodic signal with increasing amplitude plus
a periodic signal with varying amplitude (d – e). a) The upper panel shows the periodic
signal with varying amplitude, the middle panel shows the noise and the lower panel the
sum of both. Additionally, data gaps are included (b, c) Results for the normalised power
and amplitude. These results are displayed at the centre day of the corresponding time
window, which has a length of 60 days. The white contours mark the significant results. (d)
The upper two panels show the two signals, the periodic signal with varying period and the
periodic signal with varying amplitude. In the third panel the noise and in the lower panel
the sum of all are displayed. (e, f) Same as for (b, c). Figure taken from Kalicinsky et al.
(2018)



3. Results

3.1. Long-term variations

In addition to the many rather short-term temperature variations, e.g. annual, semi-annual,

and ter-annual cycles (compare Sect. 2.2.1), or on even shorter time scales in the case of

wave activities (compare Sects. 3.2.1 and 3.2.2), the OH(3,1) rotational temperatures and

thus mesopause temperatures show also clear long-term variations. These variations occur

on time scales of years to decades and have an important influence on the temperatures in the

mesopause region. Examples are the influence of the well-known 11-year cycle of solar ac-

tivity, a possible long-term trend, and long-periodic oscillations with periods of several years.

In this section these different long-term influences on the OH(3,1) rotational temperatures

are presented and discussed.

3.1.1. 11-year cycle of solar activity

The 11-year cycle of solar activity is well known and can be seen in the sunspot number

or other solar proxy data such as the F10.7cm solar radio flux (typically given in solar flux

units (SFU); 1 SFU = 10−22 Wm2Hz−1). Numerous publications about the correlation of the

11-year cycle of solar activity and temperatures in the mesopause region exist. A review of

previous studies is given by Beig (2011b, see Fig. 2 and corresponding section). In the north-

ern middle to higher latitudes the reported sensitivity to the 11-year cycle is in the range of

1 to 6 K (100SFU)−1. A study published by Perminov et al. (2014) also showed a sensitivity

of 3.5 ± 0.8 K (100SFU)−1 for the mesopause temperatures measured at Zvenigorod (56◦N,

37◦E; 2000–2012), confirming the former results.

Earlier studies of the OH(3,1) rotational temperatures at Wuppertal station also showed sen-

sitivities in this range. Only the study by Bittner et al. (2002) found no clear solar signature

which could be caused by the shorter length of the time series in this study. In the following

21



22 3. Results

160

180

200

220

240

n
ig

h
tl

y
 a

v
g
. 
te

m
p
. 
[K

]

1990 1995 2000 2005 2010 2015
time [years]

192

196

200

204

208

T
0
 [

K
]

Figure 3.1: OH(3,1) rotational temperatures from 1988 to 2015. The upper panel shows
the nightly average temperatures as black dots. In the lower panel the annual average tem-
peratures are shown as black squares for the older GRIPS-I/II instruments and with red
squares for the new GRIPS-N instrument. The error bars mark the 1σ uncertainties the
temperatures. The vertical dashed line shows the date of Mt Pinatubo eruption. All annual
average temperatures are shown in the middle of the years whereas the numbers at the x-axis
mark the beginning of the years. The figure is taken from Kalicinsky et al. (2016).

studies by Offermann et al. (2004) and Offermann et al. (2010) almost the same sensitivi-

ties of 3.4 and 3.5 K (100SFU)−1 were obtained, respectively. These values perfectly agree

with the findings by Perminov et al. (2014) and lie in the middle of the range given by Beig

(2011b), where the results by Offermann et al. (2010) are included.

Figure 3.1 shows the OH(3,1) rotational temperatures analysed by Kalicinsky et al. (2016).

The upper panel shows the nightly average temperatures and the lower panel the annual

average temperatures determined using the fit procedure described in Sect. 2.2.1. These an-

nual average temperatures were used to analyse the long-term behaviour of the temperatures

in the mesopause region. Compared to the previous studies by Offermann et al. (2004) and

Offermann et al. (2010) the length of the time series increased by at least 7 years (13 years

compared to Offermann et al. (2004)). Thus, in this analysis now almost three maxima of the

11-year solar cycle were included: 1990/1991, 2001/2002, and 2014/2015. Obviously, the

OH(3,1) rotational temperatures show local maxima at the times of maximum solar activity.
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Table 3.1: Summary of the derived sensitivities to the 11-year cycle of solar activity.

description of the long-term behaviour sensitivity [K/(100SFU)]
linear trend 4.2 ± 0.9
trend break 3.3 ± 0.9
Hale cycle 5.0 ± 0.7

long-periodic oscillation 4.1 ± 0.8
partly linear trends 3.9 ± 0.3

Kalicinsky et al. (2016) derived a sensitivity to the 11-year solar cycle of 3–5 K (100SFU)−1

depending on the fits applied to the data. They used four different descriptions of the long-

term behaviour of the OH(3,1) rotational temperatures: 1) a linear trend, 2) a trend break

(two phases with a linear trend each), 3) the Hale cycle (solar polar magnetic field), and 4)

a long-periodic oscillation. All of these were used together with the influence of the 11-year

cycle of solar activity to describe the complete long-term behaviour. The fit of the linear trend

plus the 11-year solar cycle, as also done in Offermann et al. (2010), led to a sensitivity of 4.2

± 0.9 K (100 SFU)−1. The best fit was obtained with the combination of a long-periodic os-

cillation and the 11-year solar cycle. This resulted in a sensitivity of 4.1 ± 0.8 K (100 SFU)−1.

The results of all descriptions are summarised in Tab. 3.1. Thus, all results, except for the

description using the Hale cycle, are in very good agreement with previous studies of the

Wuppertal temperature time series and also with the other studies. Kalicinsky et al. (2016)

judged the description using the Hale cycle as not very suitable. Further details to the trend

itself and a possible trend break or long-periodic oscillation are discussed in Sects. 3.1.2 and

3.1.3.

Another important issue is the stability of the sensitivity to the 11-year solar cycle. The dif-

ferent studies of the Wuppertal OH(3,1) rotational temperature time series, which include

an increasing number of data points, already suggest that the sensitivity is a fairly stable

parameter. Kalicinsky et al. (2016) additionally analysed the stability in more detail. For

this purpose they derived the sensitivity to the 11-year cycle of solar activity in consecutive

11-year time intervals starting with the interval 1988 – 1998. The time interval was shifted

by 1 year until the end of the complete time series. Time intervals with missing data points

at the beginning or the end were excluded from the analysis. In each time interval the sen-

sitivity was derived together with a linear trend (option 1, see above). The results of this

analysis are shown in Fig. 3.2. The upper panel shows the sensitivities, which were derived

piecewise in 11-year time intervals, together with the range of the best fitting result of 4.1

± 0.8 K (100SFU)−1. Obviously, the sensitivity is fairly stable throughout the complete time
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Figure 3.2: Stability of the solar influence and linear trends derived piecewise in con-
secutive 11-year time intervals. The upper panel shows the sensitivity to the 11-year cycle
of solar activity derived for 11-year time intervals displayed at the centres of the time inter-
vals. The error bars mark the 1σ uncertainties and the grey shaded area shows the results
of the best fit: 4.1 ± 0.8 K (100 SFU)−1. The lower panel shows the linear trends derived for
the 11-year time intervals with the corresponding 1σ uncertainties. The red curve shows a
fit of an oscillation to these results and the blue curve shows the derivative of the derived
temperature oscillation (see Sect. 3.1.3) with a second axis to the right. The figure is adapted
from Kalicinsky et al. (2016).

interval and only small variations can be seen. These variations are typically smaller than

the corresponding 1σ uncertainties, which shows that no significant long-term change of the

sensitivity is observed. The mean sensitivity of the derived results is 3.9 ± 0.3 K (100 SFU)−1,

which nearly perfectly agrees with the other results derived in the study. Thus, from this

different studies a significant change of the sensitivity to the 11-year cycle of solar activity

can be excluded.

Kalicinsky et al. (2018) also studied a possible seasonal difference by comparing winter and

summer results. They defined the three months May, June, and July around the temperature

minimum in June as the mesopause summer (compare Fig. 2.4). Consequently, the winter

is defined by the months November, December, and January. The fit used by Kalicinsky et al.

(2018) to describe the OH(3,1) rotational temperatures included the sensitivity to the 11-
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year solar cycle and a long-periodic oscillation (option 4, see above). The results for summer

and winter were 3.5 ± 1.5 K (100SFU)−1 and 3.5 ± 0.8 K (100SFU)−1, respectively. Thus,

they agree well with each other and also with the results for the annual mean temperatures

of previous studies, additionally showing the stability of the sensitivity throughout the year.

3.1.2. Long-term temperature trend

Besides the influence of the 11-year cycle of solar activity, another type of long-term evolution

of the mesopause temperatures is a possible linear trend. Such linear trends have often been

analysed and presented in the literature. Beig (2011a) gives an overview over this topic and

reports about trends from no cooling up to a cooling of 3 K decade−1. More recent studies

showed similar results. Hall et al. (2012) analysed meteor radar observations over Svalbard

(78◦ N, 16◦ E) at an altitude of 90 km in the time interval 2001 – 2012 and derived a negative

trend of -4 ± 2 K decade−1. Perminov et al. (2014) presented a trend of -2.2 ± 0.9 K decade−1

for the measurements at Zvenigorod (56◦ N, 37◦ E) in nearly the same time interval 2000 –

2012. She et al. (2015) analysed combined Na LIDAR observations at Fort Collins (41◦ N,

105◦ W) and Logan (42◦ N, 112◦ W) in a larger time interval from 1990 – 2014 and in a

larger altitude range. The authors found an insignificant trend of -0.64 ± 0.99 K decade−1 at

85 km altitude. This negative trend then enlarges with increasing height up to an maximum

of -2.8 ± 0.58 K decade−1 in the altitude range between 91 and 93 km and afterwards the

cooling trend decreases and turns into a warming trend above 103 km.

Previous studies of the OH(3,1) rotational temperatures at Wuppertal led to different results

depending on the analysed time interval. Bittner et al. (2002) (1980 – 1998) could not found

any evidence for a significant trend in the data. Offermann et al. (2004) (1981 – 2002) re-

ported a trend value which is likely positive with a value of about 0.5 K decade−1, but similar

to the study by Bittner et al. (2002) this trend was also not significant. Offermann et al.

(2010) analysed a different time interval from 1988 to 2008 and derived a negative trend of

-2.3 ± 0.6 K decade−1. Furthermore, they reported on a possible trend break close to 1997

with a less negative trend before this year and a stronger negative trend thereafter. Thus,

the OH(3,1) rotational temperatures did not show a stable linear trend during the complete

time series but variations depending on the analysed time interval.

Kalicinsky et al. (2016) extended the analysed time interval to 1988 – 2015, thus, 7 years

longer than in Offermann et al. (2010). They fitted performed a multiple linear regression

using the time (linear trend) and solar radio flux and they obtained a linear trend of -0.89 ±
0.55 K decade−1. Compared to the previous study by Offermann et al. (2010) the trend value
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Figure 3.3: Trend break in OH(3,1) rotational time series. The black circles show the
time series of residual temperature after removing the influence of the 11-year solar cycle
and subtracting the mean. The red lines show the fit of the trend break and the reddish area
marks the 1σ uncertainty of the complete fit. The break point is displayed by the vertical
black line and the corresponding uncertainties are shown as vertical dashed black lines. The
blue curve shows a sinusoidal fit to the residual temperatures. Additionally, the solar polar
magnetic field strength values are shown as a green curve with a second axis to the right.
Displayed are the average values for the solar North Pole and South Pole with the magnetic
field orientation of the North Pole ((N–S)/2). The data were provided by the Wilcox Solar
Observatory (for an instrument description see Scherrer et al. (1977)). The figure is taken
from Kalicinsky et al. (2016).

still is negative but more then halved. This can be explained by the fact that one linear trend

for the whole time series is not enough to explain all long-term variations. Furthermore, a

trend break at the end of the 2000s was indicated in the residual temperatures (original data

- fit curve). Therefore, they repeated the analysis and exchanged the linear trend term in

the fit with a trend break description with two linear parts with different slopes. The result

of this analysis is shown in Fig. 3.3. The OH(3,1) rotational temperatures (after subtracting

the solar influence and the mean) are shown as black circles and the red lines show the two

linear trends with the trend break marked by the vertical black line. The break point is lo-

cated in the year 2008 (2008.8 ± 1.7 years). Before the break point the linear trend is -2.4 ±
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0.7 K decade−1 and therefore the same as already derived in Offermann et al. (2010). After

the break in 2008 the trend turns positive and the result of the fit is 6.4 ± 3.3 K decade−1.

Taking into account that a linear trend at the beginning of the time series until the end of the

1990s seems to be much smaller than in the 2000s (compare also Offermann et al. (2010))

an oscillation as possible description of the long-term evolution of the temperatures is an

option, too. The blue curve in Fig. 3.3 shows a sinusoidal fit to the temperature residual to

account for this possible periodic behaviour. The derived parameters of the oscillation are

a period of 26.3 ± 3.2 years and an amplitude of 2.04 ± 0.43 K. This oscillation gives a

very good description of the residual temperatures. The idea of an oscillation as main part of

the long-term evolution beside the influence of the 11-year solar cycle is already supported

by the analysis, which was performed piecewise and is shown in Sect. 3.1.1 and in Fig. 3.2.

In this analysis the multiple linear regression using time (linear trend) and solar radio flux

(sensitivity to the 11-year solar cycle) was performed in consecutive 11-year time windows.

The derived linear trends for these 11-year time windows are shown in the lower panel of

Fig. 3.2 in black. The trend values can be nearly perfectly described by an oscillation as can

be seen by the red curve which shows a sinusoid fitted to these values. The obtained period

is about 25 years. Since the partially derived linear trends are a smoothed derivative of the

OH(3,1) rotational temperature time series itself (after removing the solar influence), the

observed oscillation shows that the temperatures themselves can be described by an oscilla-

tion as well (in combination with the 11-year cycle of solar activity) as shown with the blue

curve in Fig. 3.3. The idea of an oscillation as important part of the temperature time series

is further analysed in discussed in the following sections.

3.1.3. Long-periodic temperature oscillation

Kalicinsky et al. (2016) analysed different options to describe the long-term evolution of the

Wuppertal OH(3,1) rotational temperature time series. One component was always the in-

fluence of the 11-year cycle of solar activity. The other components varied from a linear trend

or trend break (see Sect. 3.1.2) to long-periodic oscillations. It turned out that a fit including

the solar influence and a long-periodic oscillation is possibly the best way to describe the

complete long-term behaviour. The result of this fit is shown in Fig. 3.4a. The OH(3,1) rota-

tional temperatures are shown as black circles and the fit curve is shown in red in the upper

panel. The lower panel shows the residual temperatures (original data - fit). Obviously, no

further long-term variation is visible. The resulting fit parameters were an amplitude of 1.95

± 0.44 K and a period of 24.8 ± 3.3 years. These values are in very good agreement with
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Figure 3.4: Best description of OH(3,1) rotational temperature time series and LSPs of
the time series and residuals. a) In the upper panel the OH(3,1) rotational temperatures
are shown as black circles with corresponding 1σ uncertainties. The red line shows the best
fitting curve including a long-periodic oscillation and the correlation to the 11-year solar
cycle. The reddish area marks the 1σ uncertainty of the fit curve. The lower panel shows the
residual temperatures after subtracting the fit from the original data. The grey area again
shows the 1σ uncertainty of the fit curve. b) LSPs for the original time series (black) and
different residual temperatures after subtracting different fit curves. Red: trend; green: trend
break; blue: Hale cycle; magenta: long-periodic oscillation (all together with correlation to
the 11-year solar cycle). The dashed black horizontal lines display the levels for false alarm
probabilities of 0.01, 0.1, and 0.5 (top to bottom). The figure a) is taken from Kalicinsky
et al. (2016) and figure b) is adapted from Kalicinsky et al. (2016).
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the values obtained before during the trend break analysis (see Sect. 3.1.2).

Due to the fact that Höppner and Bittner (2007) observed a similar quasi-bidecadal oscilla-

tion for the planetary wave activity that showed reasonable agreement with the Hale cycle

(reversal of the solar polar magnetic field), Kalicinsky et al. (2016) tested the possibility of

the Hale cycle as driving mechanism as well. The solar polar magnetic field strength is shown

in Fig. 3.3 as green curve with a second axis to the right. In the analysis the oscillation term

in the complete fit term was replaced by a regression term using the Hale cycle. But, it turned

out that this description had some deficiencies, especially at the beginning and the end of the

time series. Thus, the fit including the oscillation was still better and Kalicinsky et al. (2016)

excluded the Hale cycle acting as input parameter in this and the following study (Kalicinsky

et al., 2018).

The LSPs for the different residual temperatures confirm the fact that the fit including the

oscillation is enough to explain all long-term variations. Figure 3.4b shows the LSP for the

original data series as black curve. The two main peaks are at about 11 years and larger than

25 years. The LSPs for the different residual temperatures are shown in different colours.

Only for the fit including the long-periodic oscillation and the influence of the 11-year solar

cycle (magenta curve in Fig. 3.4b) there are no indications for variability with periods larger

than 10 years in the residual temperatures any more. All other descriptions show more or

less prominent signals in this period range.

The fitted long-periodic oscillation perfectly agrees with the results of the partially derived

trends (see Fig. 3.2). As already mentioned these trends show a smoothed derivative of the

temperature residual after subtracting the solar influence. When this temperature residual

can be described with an oscillation, the derivative is consequently an oscillation as well

shifted by π
2 . Figure 3.2 shows the derivative of the quasi-bidecadal oscillation as the blue

curve in the lower panel. Obviously, this curve perfectly agrees with the oscillation fitted

to the partially derived trends (red curve in Fig. 3.2). Because of the smoothing effect, the

maximum values are slightly smaller for the partially derived trends than for the real lo-

cal derivative. In total, both different approaches describing the long-term evolution of the

OH(3,1) rotational temperatures lead to the same results for the solar influence and the ob-

served quasi-bidecadal oscillation.

Kalicinsky et al. (2018) additionally analysed the difference for the summer and winter

months. As mentioned above, they defined the summer months for the OH(3,1) rotational

temperatures as MJJ and, consequently, the winter months as NDJ. A fit of a long-periodic

oscillation together with the influence of the 11-year solar cycle to the two different data
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series was applied. In contrast to the sensitivity to the solar cycle, which is the same in

both seasons, the oscillations differ in some aspects. Kalicinsky et al. (2018) showed that in

both seasons a quasi-bidecadal oscillation is observed. Although the periods agree well, the

amplitude is nearly twice as large as in summer compared to winter. Thus, in summer the

oscillation clearly dominates the complete long-term evolution of the temperatures, whereas

in winter months the sensitivity to the 11-year solar cycle plays the major role.

The observed quasi-bidecadal oscillation also explains the different linear trends observed in

previous studies for different time intervals. In Bittner et al. (2002) and Offermann et al.

(2004) no significant trend was observed, which is at least partly caused by the rather short

length of the used time series 1980 – 1998 and 1981 – 2002, respectively. On the other hand,

this would be in accordance with the quasi-bidecadal oscillation which has a minimum at the

beginning of the 1980s and a maximum at the beginning of the 1990s. Thus, a linear trend

in the above mentioned time intervals would be rather small and likely little positive as also

indicated by Offermann et al. (2004). Care has to be taken concerning the values by Bittner

et al. (2002) and Offermann et al. (2004) because of the data gaps in the mid of the 1980s

and since the studies do not fit the linear trend together with the influence of the 11-year

solar cycle (see Offermann et al., 2004) or do not mention the details of the procedure (see

Bittner et al., 2002). In Offermann et al. (2010), where the authors analysed the time in-

terval 1988 – 2008, both components were considered at the same time and a linear trend

of -2.3 ± 0.6 K decade−1 was derived. A fit of a line to the quasi-bidecadal oscillation in

the same time interval also led to the same slope of -2.2 ± 0.3 K decade−1 (Kalicinsky et al.,

2016). The same is true for the longest time interval analysed in Kalicinsky et al. (2016).

Here, also a fit of a line to the oscillation alone led to the same result as the complete fit

including a linear trend and the influence of the 11-year solar cycle to the complete data

series. The values were -0.97 ± 0.32 K decade−1 and -0.89 ± 0.55 K decade−1, respectively.

In total, the quasi-bidecadal oscillation is the second major part of the long-term evolution

of the OH(3,1) rotational temperatures observed from Wuppertal. Because of its existence

all different kind of linear trends can be observed depending on the analysed time interval.

3.1.4. Theory of vertical displacement

Kalicinsky et al. (2018) performed a more detailed analysis of the quasi-bidecadal oscilla-

tion and additionally analysed plasma scale height (PSH) observations in the time interval

1959 – 2016 located close to the OH(3,1) rotational temperature observations. These plasma

scale heights are a proxy for the temperatures at altitudes around 80 km in summer (e.g. Pe-
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Figure 3.5: Quasi-bidecadal oscillation in the summer mean OH(3,1) rotational tem-
peratures and the PSH time series. a) The summer mean (MJJ) OH(3,1) rotational tem-
peratures in the time interval 1988 – 2016 are shown with black circles. b) The summer
mean values of PSH in the time interval 1959 – 2016 are shown as red circles. All error
bars show two times the standard error of the mean values. The coloured curves display fits
of sinusoids to the time series in different time intervals: blue and magenta: 1988 – 2016;
green: 1959 – 2016. The coloured shaded areas mark two times the 1σ uncertainties of the
fits. The figure is taken from Kalicinsky et al. (2018).

ters et al., 2017; Kalicinsky et al., 2018). Due to this only summer values for the OH(3,1)

rotational temperatures and PSH were used. Because of the temperature minimum of the

OH(3,1) rotational temperatures in June the summer is defined as the months May, June,

and July (MJJ) (compare e.g. Fig. 2.2 and Fig. 2.4).

Figure 3.5 shows the time series of OH(3,1) rotational temperatures as the black curve in the

upper panel and the time series of PSH as red curve in the lower panel. The coloured curves

with the shaded areas show sinusoids fitted to these two time series. Obviously, both time

series show a clear quasi-bidecadal oscillation. The resulting values for the period derived in

the same time interval (1988 – 2016) are 26.2 ± 3.8 for the OH(3,1) rotational temperatures

and 24.1 ± 3.2 for PSH. Hence, there is a remarkable agreement of the oscillation periods,

but the phase is opposite to each other, i.e. the PSH values show a minimum at the time of

a maximum in the OH(3,1) rotational temperatures and vice versa. Kalicinsky et al. (2018)
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Figure 3.6: The vertical displacement of the temperature profile in SABER observations.
The mean summer SABER temperature profile (MJJ) in the region 47◦ - 53◦ N and 0◦ - 12◦

E in the time interval 2002 - 2006 is shown as black curve and in the time interval 2012 -
2016 as red curve. The grey horizontal bars show the centre regions of OH(3,1) rotational
temperatures and PSH, respectively. Additionally, the difference between the profile of the
second and the first interval is shown with a second axis on the top. The figure is taken from
Kalicinsky et al. (2018).

also analysed the influence of the 11-year cycle of solar activity and observed only a very

weak effect on the long-periodic oscillations, i.e. the oscillations obtained under consider-

ation of the solar cycle influence agree within the uncertainties with the oscillations shown

here without consideration of the solar cycle influence.

A possible explanation of the observed anticorrelation is a periodic vertical displacement of

the whole temperature profile. To understand this phenomenon it has to be kept in mind

that the two observations are located at two different altitudes. The centre altitude of the

OH(3,1) rotational temperatures is about 87 km and therefore above the temperature mini-

mum in the mesopause region in summer (compare Fig. 3.6). By contrast to this, the centre

altitude of the PSH observations is 80 km. This altitude range lies below the temperature

minimum (compare Fig. 3.6). As a consequence both observations took place in regions with

opposite vertical temperature gradients, positive for the OH(3,1) rotational temperatures

and negative for PSH. When the temperature profile vertically shifts from a first time interval
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Figure 3.7: Quasi-bidecadal oscillation observed in the MERRA-2 and NCEP/NCAR re-
analysis data sets. a), b) The summer mean values (MJJ) of the MERRA-2 temperatures
at 0.5 hPa (≈ 53 km) and at 1 hPa (≈ 48 km) in the time interval 1980 to 2016 are shown
as black circles. c) The summer mean values of NCEP/NCAR temperatures at 30 hPa (≈
24.5 km) in the time interval 1948 to 2016 are shown as red circles. All time series show
the average values in the region 47◦-53◦N and 0◦-12◦E. The temperatures in panel a) and
b) have been detrended by subtracting a straight line. The blue and green curves show the
main periodic oscillation fitted to the data series. The shaded areas display two times the 1σ
uncertainties of the sinusoidal fits. The figure is taken from Kalicinsky et al. (2018).

(black in Fig. 3.6) to a second time interval (red in Fig. 3.6), the temperature difference (sec-

ond profile - first profile) is opposite in the two regions. This is shown in Fig. 3.6 with two

mean profiles in the time intervals 2002 - 2006 (around the minimum of the oscillation at the

OH(3,1) altitude) and 2012 - 2016 that were derived from SABER observations. Obviously,
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the red curve is a downward shifted version of the black curve and the temperature minimum

is about 2 km lower for the red curve compared to the black one. Because of the opposite

gradients in the regions of the OH(3,1) rotational temperatures and the PSH observations,

the difference between the two profiles (green curve in Fig. 3.6) has an opposite sign in the

two regions and therefore shows the expected behaviour confirming the theory of a periodic

vertical displacement.

Furthermore, the reanalysis data sets MERRA-2 and NCEP/NCAR, which cover much longer

time periods compared to SABER, also revealed quasi-bidecadal oscillations in the meso-

sphere and stratosphere. Figure 3.7 shows some examples at different altitudes in the latitu-

dinal and longitudinal region of the OH(3,1) rotational temperature and PSH observations.

The NCEP/NCAR reanalysis temperatures at 30 hPa (see Fig. 3.7c), i.e. in the stratosphere,

shows a quasi-bidecadal oscillation (period 27.0 ± 1.4 years), which is very similar to that

observed for the OH(3,1) rotational temperatures with a maximum at the beginning of the

1990s and a minimum in beginning to mid-2000s. The MERRA-2 time series at 0.5 hPa (see

Fig. 3.7a)) shows an oscillation (period 21.9 ± 2.6 years) that is in phase with the oscillation

of PSH. In the stratopause region at about 1 hPa (see Fig. 3.7b) the situation is not completely

clear. Although a nearly quasi-bidecadal oscillation (period 28.8 ± 2.7 years) is observed the

phase is neither matching that of the oscillation of the OH(3,1) rotational temperatures nor

that of the oscillation of PSH. Note here that for the MERRA-2 data an additional linear

trend has to be taken into account. The observed anticorrelation between the mesosphere

and stratosphere temperature oscillations again stems from the opposite vertical tempera-

ture gradients in this two regions. Hence, a shift of the oscillations by about a half period

length occurs when the vertical gradient of the temperature profile changes sign. The com-

plete behaviour of the vertical structure of this mechanism is illustrated in Fig. 3.8. The time

intervals are chosen such that a warming in the lower thermosphere and mid-stratosphere

together with a cooling in the mesosphere occurs when a transition from the first (black) to

the second time interval (red) takes place. As in the upper stratosphere and stratopause re-

gion the situation is not completely clear and warming and cooling can occur here. Therefore

this region is denoted as transition region.
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Figure 3.8: Sketch of the vertical displacement of the temperature profile. The summer
mean temperature profiles (MJJ) in two different time intervals are shown in black (first in-
terval) and red (second interval). The temperature difference at a constant altitude between
the two time intervals is marked by the coloured areas in blue for cold and red for warm.
Additionally, the centre regions of PSH and OH(3,1) rotational temperatures are marked by
darker dyed horizontal bars. The figure is taken from Kalicinsky et al. (2018).

3.1.5. Vertical structure and further properties of the long-periodic

oscillation

The vertical structure of the quasi-bidecadal oscillation with adjacent regions that behave

opposite to each other was already known to us in the context of much smaller periods.

Offermann et al. (2015) analysed SABER observations and HAMMONIA model simulations

with respect to multi-annual oscillations in the range from 2 to 6 years. In this study they

showed that oscillations exist in the complete altitude range from the ground up to 110 km

that show a fairly constant period over all altitudes. In the analysed period range they found

three oscillations with the periods 2.4, 3.4, and 5.5 years. The amplitudes and the phases

of these oscillations varied with altitude. The amplitude showed alternating minima and

maxima and the phase showed steep changes by about 180◦ at the altitudes of the amplitude

minima. In between two minima the phase was constant. This means that the oscillations

of two adjacent altitude regimes behaved opposite to each other. Hence, the behaviour is
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a)

b)

Figure 3.9: Vertical structure of oscillations with different periods. a) The amplitudes,
the periods, and the phase of the oscillations near the mean period of about 3.4 years derived
from SABER observations and radiosonde measurements in the region of Wuppertal. The
results for the SABER data are shown in black and red, whereas the results for the radiosonde
data are show in cyan and pink. The phases show relative values. Period data that could not
be derived are shown without error bars and they were prescribed in the analysis using the
mean period to derive estimates for the amplitudes and phases. The figure is adapted from
Offermann et al. (2015). b) The amplitudes, the periods, and the phase of the oscillations
near the mean period of about 17.3 years derived from HAMMONIA simulations in the region
of Wuppertal. The phases show relative values. Missing period data could not be derived and
were prescribed in the analysis using the mean period to derive estimates for the amplitudes
and phases. The figure is taken from Offermann et al. (2021).
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the same as already shown here for the OH(3,1) rotational temperatures and the PSH ob-

servations. In a following study Offermann et al. (2021) additionally extended the analysis

to much longer periods using HAMMONIA and ECHAM model simulations. In this study the

same vertical structure was observed for several other oscillations with periods in the range

from 5 to more than 200 years. Two examples are shown in Fig. 3.9, one for a shorter period

of 3.4 years in Fig. 3.9a and one for a longer period of 17.3 years in Fig. 3.9b. Both examples

show results for the region of Wuppertal. Obviously, the two results agree very well with each

other, especially in the upper altitude regime above about 40 km. The altitude regions with

constant phase and the altitudes where the steep changes occur are nearly identical for both

different periods stemming from completely different data sources. In the lower altitude part

some differences occur between the model simulations and the observations.

The results derived from these two data sets also agree well with the findings presented in

the former subsection and summarised in Fig. 3.8. For the quasi-bidecadal oscillation the first

altitude region above about 85 km is in phase and behaves opposite to the second altitude re-

gion below about 85 km, which is almost identical to the results presented here. This second

region ends at an altitude of about 52 km in the case of the quasi-bidecadal oscillation (see

Fig. 3.8) and at an altitude of about 60 km in the two other cases (see Fig. 3.9). Below these

altitudes a third region with a constant phase establishes. In the case of the quasi-bidecadal

oscillation and the SABER observations it extends down to below 20 km. Note here that the

change of the phase at an altitude of about 30 km in the case of the SABER observations is

about 2π in Fig. 3.9a, i.e. there is no change in phase. In a shorter altitude range between

39 km and 30 km some oscillations with a phase that is shifted by about π can be observed,

but these observations fall into the altitude regime denoted as transition region before (com-

pare Fig. 3.8) and a correct determination might be difficult in this region. In the case of

the HAMMONIA simulation results shown in Fig. 3.9b the lower altitude part shows one ad-

ditional change of the phase by about π at an altitude of about 28 km that is not observed

for the observational data sets. However, there is a remarkable agreement when keeping in

mind the difference of the data sets, the period lengths that were analysed, and the fact, that

the OH(3,1) rotational temperatures and the PSH observations are summer mean values and

the other data yearly means.

The further analysis of the HAMMONIA and ECHAM model simulations showed that at dis-

tinct periods oscillations in a large altitude range could be derived. In contrast to this, at

periods in between no oscillations have been found. Figure 3.10 shows the vertically re-

solved LSPs for the ECHAM simulations (the figure is comparable to Fig. 7 in Offermann
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Figure 3.10: Vertically resolved LSPs for the ECHAM simulations. The LSPs for the
ECHAM simulations are calculated in the frequency range from 0.01 to 0.05 years−1 (pe-
riods: 20 – 100 years) and in the altitude range from ground (1000 mbar) to 0.01 mbar
for each altitude separately. The normalised power is depicted colour coded. The vertical
dashed lines mark the region around a period of 22, 41, and 49 years.

et al. (2021)). As only some distinct periods seem to be preferred and oscillations at other

periods are not detected, the normalised power shows a pattern of vertical stripes. At some

distinct periods in a large part of the altitude range (e.g. at periods of 22 years in the upper

atmosphere and 49 years in the lower atmosphere) or in nearly the complete altitude range

(e.g. at a period of about 41 years) higher values of the normalised power can be seen, i.e.

oscillations are detected. Additionally, they are horizontal gaps where the normalised pow-

ers are very low, i.e. here the amplitudes of the oscillations are very small. Thus, there is

a clear structure concerning the observed periods and a vertical pattern of the correspond-

ing amplitudes. The fact that some periods are preferred and others not can additionally be

shown by a vertically averaged LSP. This mean LSP is shown in Fig. 3.11 as blue curve. Be-

cause of the anticorrelated behaviour in different altitude regimes, the LSPs were calculated

separately for each altitude level and averaged afterwards instead of averaging the temper-
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Figure 3.11: Vertically averaged LSP for the ECHAM simulations. The mean LSP over all
simulation altitudes is shown as blue curve. The red line shows a mean LSP for independent
Gaussian noise at all altitudes and the red dashed line shows this mean plus 2σ. The figure
is taken from Offermann et al. (2021).

atures themselves, which would have a cancelling effect. At distinct periods a clear peak in

the averaged LSP is visible (periods are given with numbers in Fig. 3.11). In the case of in-

dependent Gaussian noise at the different altitudes one would expect that the signals cancel

each other. This is shown with the red line which shows the mean result from 10000 random

representations. One of these representations simulated one atmosphere with its 47 altitude

layers (same number as in the simulations). At each layer noise from a Gaussian distribution

was used as temperature data. The vertically averaged LSP was then calculated in the same

way as for the ECHAM simulations for each of the 10000 representations. The red line is

the mean of all resulting LSPs of these representations and the red dashed line shows the

upper 2σ level (for more details see Offermann et al., 2021). At some periods a significant

peak is observed in the averaged LSP (e.g. at about 41 and 49 years; compare Fig. 3.10),

which shows the existence of an oscillation with this period in a large altitude range. The

peak at about 22 years is the largest in the period range from 20 to 30 years but not sig-

nificant at the 2σ level. This is a consequence of the vertical distribution of this oscillation,
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Figure 3.12: Comparison between temperature correlation and vertical temperature
gradient. The correlation coefficients (reference level 42 km) are multiplied by 5 and the
temperature gradients are approximated by the differences in consecutive temperatures (K
per 3 km). The red arrows show the altitudes of the amplitude maxima. The figure is adapted
from Offermann et al. (2021).

which does not show a large amplitude in the troposphere and lower stratosphere (com-

pare Fig. 3.10). Since a large number of altitude levels lie in this region, the average over

all altitudes certainly weakens. Nonetheless, the quasi-bidecadal oscillation is clearly visible,

especially in the vertically resolved result from the stratosphere upwards (see Fig. 3.10). Tak-

ing into account the uncertainties and the fact that the time series of the observational data

are much shorter, which worsens the resolution, the quasi-bidecadal oscillation observed for

the OH(3,1) rotational temperatures and PSH agrees with the findings presented here and

in Offermann et al. (2021).

Offermann et al. (2021) also analysed the vertical displacement theory. They used correla-

tions of the temperature time series at single altitude with the reference time series at the

altitude level of 42 km. The resulting correlation coefficients are shown in Fig. 3.12 as black

squares. In this way a vertical profile showing the regions of correlation (positive correlation

coefficient) and anticorrelation (negative correlation coefficient) with respect to the reference

level was obtained. A comparison with the vertical temperature gradients, that are displayed
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as red full circles in Fig. 3.12, shows a large similarity, i.e. the changes from correlation to

anticorrelation occur in the region of the change of sign of the vertical temperature gradient.

The maximum amplitudes of the oscillations were also observed at the maxima of the verti-

cal temperature gradients (compare arrows in Fig. 3.12). This analysis additionally supports

the idea of a vertical displacement as mechanism causing the oscillations. Compared to the

former results derived from the measurements, the correlation coefficients show very simi-

lar altitude regions that behave in phase and in anti-phase, respectively. Only at the lower

altitudes in the troposphere and lower stratosphere still a slight difference is observed. The

same difference was already recognised during the comparisons of the vertical phase profiles

(see Fig. 3.9).

Offermann et al. (2021) also analysed the seasonal difference of the observed oscillations

using the HAMMONIA simulation results. Figure 3.13 shows FFT results for the January and

July temperature time series as examples for winter and summer. Obviously, the periods

at which oscillations were detected are very similar in both seasons, e.g. large amplitudes

can be seen at a period of about 20 years in both cases. The vertical structure of the ampli-

tudes is largely different. In winter the amplitudes at altitudes above about 80 km are very

small or virtually non-existent. In summer the situation is completely opposite. Here, only

above 80 km oscillations with larger amplitudes were observed. Furthermore, the maximum

amplitudes are larger in winter than in summer. A difference between summer and winter

was already observed during the analysis of the OH(3,1) rotational temperatures. Kalicin-

sky et al. (see 2018) showed that the amplitude of the quasi-bidecadal oscillation observed

for the OH(3,1) rotational temperatures is nearly twice as large in summer than in winter.

This is in very good agreement with the results for the HAMMONIA simulations. In the alti-

tude region around 87 km and at a frequency smaller than 0.05 year−1 (period larger than

20 years) also significantly larger amplitudes are observed in summer compared to winter.

In this case the temperature profile likely is the most important cause, as the lowest temper-

atures in the mesopause region occur in summer and, thus, the gradient change is most clear

and pronounced at this time.

The simulations used in the presented studies were carried out under special conditions. The

most important external influences such as the solar activity, the ocean, and the greenhouse

gases had constant boundary conditions in the case of the HAMMONIA simulations (see Of-

fermann et al., 2015) and the ECHAM simulations (see Offermann et al., 2021), i.e. no

long-term changes of green house gas concentration, sea surface temperatures, abd solar ra-

diation. This means that these external sources cannot act as a driver for long-term changes
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a)

b)

Figure 3.13: Comparisons between FFT results for summer and winter. a) Vertically re-
solved FFT results for winter (January) simulations results of HAMMONIA. b) Vertically re-
solved FFT results for summer (July) simulation results. The figures are taken from Offer-
mann et al. (2021).

and periodic variations as observed for the simulated atmospheric temperatures. Hence, one

might think about self-excited oscillations here. However, a possible excitation by land sur-

face processes is possible (Offermann et al., 2021). Also interactions between these possible

self-excited oscillations and a matching external forcing (same or nearly same period) are

imaginable which then may lead to a synchronisation of the internal and external variabili-
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ties. In this way oscillations in the atmosphere at some periods may enhance in amplitude

whereas oscillations at other periods do not (Kalicinsky et al., 2018). A complete analysis

of such interactions will be a future subject of research and rely on model simulations with

different boundary conditions for all different possible external forcing, which will be a huge

effort.

3.2. Short-term temperature variations

3.2.1. Planetary waves

One typical type of short-term temperature variations observed in the mesopause region is

a variation with a period larger than 1 day up to a few months. Such a variation appears

as (periodic) variation around the fit curve describing the seasonal variations (annual, semi-

annual, and ter-annual cycle) of the OH(3,1) rotational temperatures (see Fig. 3.14a). The

observed temperature variations in this period range are likely connected to planetary waves

that are typically excited in the lower atmosphere and propagate upwards (see e.g. Holton,

1984; Smith, 2003; Espy et al., 2005; Murphy et al., 2007; Vincent, 2015; Zhao et al., 2019,

and references therein). The moving LSP approach (described in Sect. 2.2.4) is an excellent

method to analyse the residuals of OH(3,1) rotational temperatures (data minus seasonal fit;

see Sect. 2.2.1) and detect such periodic variations.

An example is shown in Fig. 3.14. Figure 3.14a shows the OH(3,1) rotational temperatures

of the year 1989 together with the fit of the seasonal variations and the resulting residual

temperatures. Figure 3.14b shows the moving LSP results for these residual temperatures.

Several significant periodic fluctuations are detected for this year as marked with the white

contour lines. For example, an oscillation with a period of about 40 days and an amplitude

of 5 to 7 K was observed at the beginning of the year. Furthermore, there are significant

oscillations with a period of about 50 days around day 250, with a period of about 10 days

around day 300, and with a period of about 16 days around day 300. The amplitudes here

reach values of up to 5 K. The same year has already been analysed by Bittner et al. (2000)

using the maximum entropy method to assimilate data gaps and a wavelet transform to de-

tect the significant fluctuations. The significant periodic fluctuations presented here and in

Kalicinsky et al. (2020) are also clearly observed by Bittner et al. (2000) using a different

method. This agreement between the results obtained with fairly different methods give ad-

ditional confidence in two aspects. First, the presented results are real and no artefacts are
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Figure 3.14: GRIPS-II OH(3,1) rotational temperatures of 1989 and moving LSP result
of the temperature residual. a) The GRIPS-II OH(3,1) rotational temperatures are shown
as black curve and the fit of the seasonal variations is shown as red curve. In the lower panel
the resulting residual when subtracting the fit from the data is displayed. b) The amplitudes
o f the moving LSP result are shown colour coded and the white lines mark the significant
results. The time window used for the analysis is 60 d and the results are shown at the centre
days of these windows. The figure a) is taken from Kalicinsky et al. (2020) and figure b) is
adapted from Kalicinsky et al. (2020)

caused by one of the methods. Second, the new approach is well suited to derive informa-

tion on the periodicities contained in data series. In contrast to the procedure used by Bittner

et al. (2000), this new approach does no longer need data preprocessing, that may introduce

unwanted effects. The moving LSP approach can handle the data set as it is, including data

gaps. This is a large improvement with respect to the time consumption of the analysis and

leads to a reduction of possible error sources.
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Figure 3.15: Observation of temperature fluctuation with large amplitude in winter
1997/1998 . a) The temperature residual after subtracting the seasonal variations is shown
as black curve. The red curve shows a fit to the middle of the data series. Details see text. b)
Moving LSP result for the winter 1997/1998. The time window used for the analysis is 60 d
and the results are shown at the centre days of these windows. The count of the days start at
the beginning of 1997. The amplitude is shown colour coded and the white lines mark the
significant results.

The moving LSP approach can now be used to quickly analyse time series with respect to pe-

riodic fluctuations. A prominent example of such a periodic fluctuation is shown in Fig. 3.15.

The temperature residual for the winter 1997/1998 (July 1997 – June 1998) after subtracting

the seasonal variations is shown as black curve in Fig. 3.15a and the corresponding moving

LSP result for these temperatures is depicted in Fig. 3.15b. Obviously, a periodic fluctuation



46 3. Results

with a period near 26 days is observed in mid-winter. This periodic fluctuation shows a very

large amplitude of more than 10 K in the centre. During the complete event the amplitude

enlarges from the beginning to a maximum in the centre and then decreases again. This

behaviour is shown with a fit to the residual temperatures in Fig. 3.15a. The fit curve is

shown in red and consists of two parts. Firstly, a sinusoid with constant period describes

the periodic variation with time. Secondly, a sin2 term at a second constant period is used

to account for the modulation of the amplitude. The period of the main oscillation is about

26 days and the maximum amplitude is about 12 K. The fit curve nicely resembles the be-

haviour of the temperature residual in mid-winter 1997/1998. A very similar temperature

behaviour was observed by Zhao et al. (2019) for OH(3,1) temperature measurements over

Antarctica in austral winter 2014. The authors additionally used satellite observations from

the stratosphere up to the lower thermosphere to further investigate the observed temper-

ature fluctuations. The main characteristics and global structure of the observed event are

consistent with the 28-day Rossby wave. The observations of the OH(3,1) rotational temper-

atures at Wuppertal in the winter 1997/1998 may be a similar phenomenon and also related

to the 28-day Rossby wave. But further investigations and supporting data are necessary to

proof this hypothesis.

Besides the analysis of events restricted in time such as the shown wave events, it is also possi-

ble to analyse the temporal evolution of the planetary wave activity. The standard deviation

of the temperature residuals can be used as a proxy for the planetary wave activity. After

subtracting the seasonal variations from the temperature time series the remaining tempera-

ture variations can be seen as, at least partly, caused or largely influenced by planetary scale

waves (e.g. Bittner et al., 2000; Offermann et al., 2006; Höppner and Bittner, 2007). Höpp-

ner and Bittner (2007) already showed that the standard deviations follow a long-periodic

behaviour similar to the Hale cycle, thus, they exhibit a quasi-bidecadal oscillation. Kalicin-

sky et al. (2016) also repeated parts of this analysis in the course of their study. The main

results are shown in Fig. 3.16 (not presented in Kalicinsky et al. (2016)). Figure 3.16a shows

the change in the yearly standard deviations of the temperature residuals (standard devia-

tions minus mean value). The temperature residuals and, thus, the standard deviations are

determined for each year separately. Obviously, the standard deviations show a clear long-

term behaviour and some fluctuations with periods of a few years. Figure 3.16b shows the

LSP of the standard deviations to analyse the periodicities. In the long-periodic range larger

than 10 years only one clear peak at about 20 years is visible. In the range below 10 years

some more peaks can be seen, for example at about 2.5 years. This period range showing
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Figure 3.16: Temporal evolution of the planetary wave activity in the time interval 1988
– 2015. a) The change in the yearly standard deviation of the temperature residuals (data
minus seasonal fit) is shown as black curve. The red curve shows a sinusoid fitted to the
data series and the reddish area marks the 1σ uncertainty of the fit. b) LSP of the standard
deviation changes.

a quasi-biennial oscillation has already been discussed by Bittner et al. (2000) and Höppner

and Bittner (2007). Here, the focus is on the longest period of about 20 years. A fit to the

standard deviations lead to the results for the period of about 19 years (18.6 ± 2.9 years)

and an amplitude of about 0.5 K (0.47 ± 0.20 K). The fit is shown as red curve in Fig. 3.16a.

The determined period agrees within the combined uncertainties with the period determined

for the OH(3,1) rotational temperatures (see Sect. 3.1.3). Especially at the beginning of the
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time series the standard deviations are either very high in the year 1991 or low in the years

1988 and 1989 compared to the other years. The reason for this is unknown, but in the year

1991 the eruption of Mt Pinatubo could have had an influence. However, the derived pe-

riod slightly differs when the year of the Mt Pinatubo eruption is excluded from the analysis.

Without the first three years a period that is two years larger is determined and, thus, it is

even closer to the period of the temperature oscillation. Besides the agreement of the period,

the phase of the oscillations observed for the standard deviations and the OH(3,1) rotational

temperatures agree well. Both show a maximum in beginning to mid-1990s and a minimum

in mid to end of the 2000s.

The sensitivity to the way of calculating the standard deviations was also tested. Shown are

the standard deviations for the complete temperature residual in each year. Because of the

data gaps in the time series and to avoid a possible bias to times with a denser sampling, one

can also calculate standard deviations on a monthly basis. The yearly standard deviation is

then the mean of this monthly values. This has possibly an effect on single monthly stan-

dard deviations when the number of observations in a month is very low. To avoid a larger

impact on the yearly mean a weight considering the number of observations is considered

in the calculation of the mean (compare Offermann et al., 2006). The results of all three

different ways (complete year, weighted and non-weighted yearly mean of monthly means)

agree very well for the determined periods, amplitudes and phases of the oscillations. Thus,

an influence of the calculation of the standard deviations on the periodicity can be excluded.

3.2.2. Gravity waves

In addition to planetary waves also other type of waves with shorter periods can be anal-

ysed with the OH(3,1) rotational temperatures. For this purpose the single observations are

necessary instead of the nightly mean observations, that have been used to detect planetary

waves. These observations during a night include observations of different types of waves,

e.g gravity waves. Offermann et al. (2011) used the standard deviation of the temperatures

during a night as a measure for the gravity wave activity. A similar procedure was already

done in previous studies in the 1990s by Fetzer and Gille (1994) and Wu and Waters (1996).

The nightly standard deviations contain different contributions: some noise (instrument and

atmosphere), the contribution of gravity waves and dissipating gravity waves, and possibly

tides and very fast planetary waves (Offermann et al., 2011). In their study Offermann et al.

(2011) compared the standard deviations to FFT results. These FFT results were calculated

for separated 21 min windows during the night in the period range between 2.6 and 20.8
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min (the two end points of the spectra were not used). From the FFT results an equiva-

lent standard deviation was calculated to express the amplitudes of the short-period waves

(periods 3 - 10 min) in terms of one single parameter. A comparison between the two stan-

dard deviations showed that the short-period fluctuations show the same behaviour during

the course of a year and for the whole time interval used for the study (mid-1994 to end-

2009). In a correlation analysis of both standard deviations it turned out that the short-period

fluctuations contribute to a large extent (up to 40%) to the complete standard deviation of

a night. Thus, the simply calculated nightly standard deviation is a good proxy for short-

period waves. This is in accordance with other observations. Short-period waves have been

intensively studied using airglow imagers in the years before (e.g. Hecht, 2004; Hecht et al.,

2007; Medeiros et al., 2007; Nielsen et al., 2009, and references therein). Two different ma-

jor types of waves have been identified: bands and ripples. The band structures are larger

than ripples with periods of about 4 – 40 min compared to 3 – 10 min (Hecht, 2004). Also

the origin is different: 1) band structures show gravity waves travelling from the lower atmo-

sphere to the mesosphere; 2) ripples originate from interactions of wind shears with gravity

waves that lead to Kelvin-Helmholtz instabilities or from convective instabilities (for more

details see Offermann et al., 2011, and references therein). Thus, the ripples indicate dissi-

pating gravity waves. The FFT spectra (3–10 min) include contributions of both and, thus,

the nightly standard deviations show also both gravity waves and dissipating gravity waves.

Offermann et al. (2011) also analysed the seasonal variations of the wave activity. The

monthly means of the nightly standard deviations are shown as black curve in Fig. 3.17.

The main result was that the seasonal cycle of the nightly standard deviations show two

clear maxima, one in spring and one in autumn. Both maxima are located shortly before the

circulation turn around in the stratosphere and mesosphere. This is in good agreement with

model simulations for turbulent eddy coefficients KZ Z (red dots in Fig. 3.17) that indicate

wave dissipation, which leads to eddy diffusion of potential temperature and constituents

(more details are given in Offermann et al., 2011). The correspondence of the standard de-

viations and the eddy coefficients additionally suggest that the nightly standard deviations

are related to both gravity waves and dissipating gravity waves. Certainly, also longer-period

(gravity) waves contribute to the complete standard deviation. The third curve in Fig. 3.17

shows the turbopause height as derived by Offermann et al. (2011). High amplitudes of

gravity waves are expected when the turbopause is low and vice versa. Due to this fact the

axis for the turbopause is reversed in Fig. 3.17. Again a good correspondence between all

curves can be seen indicating a large wave activity in the months around the turn arounds
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Figure 3.17: Seasonal cycle of the (gravity) wave activity. The monthly means of the
nightly temperature standard deviations are shown as black curve at an altitude of approx-
imately 87 km The red curve shows the turbulent eddy coefficients KZ Z as derived by the
WACCM 3.5 model. Nineteen years of free model runs have been averaged, and resulting
monthly means are shown for 85 km altitude. The blue curve shows the turbopause height
(see Offermann et al., 2007). The figure is taken from Offermann et al. (2011).

that lead to enhanced production of turbulence.

In the context of the results presented in the former sections the long-term development of

the wave activity is the most important issue. Offermann et al. (2011) analysed this develop-

ment in the time interval from mid-1994 to end-2009. Figure 3.18 shows the yearly means

of the nightly temperature standard deviations as black curve. The results are shown at the

beginning of the analysed time intervals, i.e. 01.01.1995 – 31.12.1995 is shown at 1995.0.

Additionally, the results for the time intervals shifted by one half year are shown. For the

whole time interval an increase of the standard deviation and thus the gravity wave activity

can be observed. A linear fit results in a slope of 0.32 ± 0.13 K year−1. Thus, a significant to-

tal increase of the activity can be determined. Obviously, a single linear trend is not sufficient

to completely describe the long-term development. In the year 2004 a maximum is observed

with increasing values before and decreasing values after this maximum. In Fig. 3.18 two

single lines are fitted to the different time intervals 1994 – 2004 and 2004 – 2009. The
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Figure 3.18: Long-term development of short-period (gravity) wave activity. The yearly
means of the nightly temperature standard deviations are shown as black curve. The data
points are displayed at the beginning of the analysed time intervals, i.e. 01.01.1995 –
31.12.1995 is shown at 1995.0. The red curve shows the amplitudes of the annual cycle
determined with the seasonal fit. To obtain an increased resolution the time intervals have
additionally been shifted by one half year. The straight lines show linear fits to the data series
and the residuals to these lines are shaded red when positive and blue when negative. The
figure is taken from Offermann et al. (2011).

obvious trend break is surprisingly very similar to the trend break or oscillation observed

for the OH(3,1) rotational temperatures and the planetary wave activity but with opposite

phase. The temperature oscillation/trend break shows a minimum in the mid to end-2000s

(compare e.g. Fig. 3.3 and Fig. 3.5) and also the planetary wave activity shows a minimum

in mid-2000s (compare Fig. 3.16 a). This is a remarkable correspondence between these

different atmospheric parameters that is not fully understood until now. Likely there are in-

terconnections between the gravity waves influencing the circulation and related parameters

and the temperatures changes possibly influencing circulation and winds and therefore wave

filtering.

The red curve in Fig. 3.18 shows the amplitude of the annual cycle derived using the sea-
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sonal fit. The behaviour of this curve is somehow opposite to that of the wave activity. The

complete trend is negative with a slope of -0.042 K year−1. In Fig. 3.18 the areas between

the displayed fits and the original data were filled with red when above the line and with

blue when below. The blue and red areas for the standard deviations and the amplitudes are

also opposite to each other, i.e. a wave activity larger than the fit (red area) corresponds to

a amplitude lower than the fit (blue area). The correspondence of this two parameters can

likely be explained by changes of the mesospheric circulation that is driven by gravity waves.

A variation of the gravity wave activity leads to a change of the circulation. This circulation

change can also be observed in radar wind observations at Juliusruh (Keuer et al., 2007). The

good correspondence between the gravity wave activity and the zonal wind speed illustrates

the influence of the gravity waves on the circulation (see Offermann et al., 2011, for more

details). Consequently, the amplitude of the seasonal cycle changes too, as this parameter

and the seasonal cycle as a whole is largely influenced by the circulation in the mesosphere.
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The two main parts of the long-term behaviour of the OH(3,1) rotational temperatures are

the sensitivity to the 11-year cycle of solar activity and a quasi-bidecadal oscillation. The sen-

sitivity of the OH(3,1) rotational temperatures to the 11-year solar cycle is in Wuppertal still

the same as in other previous studies of the Wuppertal time series and shows a large stability

with time. Kalicinsky et al. (2016, 2018) derived a value of about 4 ± 1 K (100SFU)−1, which

is in good agreement with previous studies for the Wuppertal time series (e.g. Offermann

et al., 2010) and also other observations at other locations (e.g. Beig, 2011b). Recent studies

still show very similar results of sensitivities in the range between 3 and 5 K (100SFU)−1 (see

French et al., 2020, and references therein) and therefore confirm the results for the Wup-

pertal OH(3,1) rotational temperatures.

Besides the sensitivity to the 11-year cycle of solar activity, Kalicinsky et al. (2016, 2018)

observed a quasi-bidecadal oscillation as second major part of the long-term variability. In

contrast to this, in other studies analysing mesopause temperatures typically only one long-

term linear trend is determined (e.g. French et al., 2020, and references therein). Kalicinsky

et al. (2016) also derived a linear trend in their study and observed a large change of the

value compared to the previous study, because the longer time interval now includes also the

increasing part of the oscillation (-0.089 K decade−1 in 1988 – 2015 (Kalicinsky et al., 2016)

compared to -2.3 K decade−1 in 1988 – 2008 (Offermann et al., 2010)). Both values are in

good agreement with other previous studies (e.g. Beig, 2011a, and references therein) and

also recent studies that have been published in the last years (e.g. French et al., 2020, and

references therein). All studies report on values between no or not significant trend and a

trend of -3 K decade−1. Due to the oscillation a trend-break was observed in about 2008, i.e.

the trend before this date is negative and positive afterwards. Such a trend-break is not often

reported in the recent literature and, to my knowledge, the observation of a quasi-bidecadal

oscillation of temperatures in the mesopause region at the Wuppertal station was the first

publication showing this result. However, many of the other studies are either located in an-
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other hemisphere or they do not cover the complete year but only winter observations where

the oscillation is much weaker. Hence, the observation of such a long-periodic oscillation can

be very difficult or even not possible.

In a few recent publications a trend-break or change is reported (Perminov et al., 2018; Yuan

et al., 2019). Yuan et al. (2019) analysed LIDAR observations at Fort Collins and Logan (USA)

in the time interval 1990 – 2018. They observed a large negative trend when the complete

time interval is analysed, but the trend becomes statistically insignificant when only the time

after 2000 is considered. Thus, the linear trend is different in the last years compared to the

beginning of the time series. The authors argument that the eruption of Mt Pinatubo in June

1991 influenced the trend in the first part of the observation interval (the effect disappeared

after 2000), because the episodic warming in the beginning of the 1990s (see She et al.,

1998, 2015, for details) led to a larger negative trend. This large and long-lasting effect of

the Mt. Pinatubo is at least questionable as, to my knowledge, the LIDAR temperature time

series is the only time series that observes such a huge temperature effect in the mesopause

region (about 9 K at 86 km and about 13 K at 100 km) with a maximum in 1993 that is po-

tentially caused by the Mt Pinatubo eruption (She et al., 1998). Other studies of the volcanic

effect in the altitude region below 80 km by Keckhut et al. (1995) and at about 100 km by

Thulasiraman and Nee (2002) showed half as large temperature increases and only in the

years 1992 and 1993. In a very recent study by Wallis et al. (2022) the authors analysed

HALOE temperature observations with respect to the temperature behaviour after the Mt

Pinatubo eruption. This data suggest a more rapid reaction of the mesopause temperatures

and a smaller total effect that disappears faster than seen by She et al. (1998, 2015). Wallis

et al. (2022) also performed model simulations that show the strongest response about half

a year after the eruption and nearly no effect after 2 years.

Perminov et al. (2018) analysed OH rotational temperatures observed at Zvenigorod (Russia)

in the time interval 2000 – 2016. Compared to their previous study of the time series that con-

sidered the time interval 2000 – 2012 (Perminov et al., 2014) they observed a largely reduced

linear trend of only -0.7 K decade−1 instead of -2.2 K decade−1. Thus, including the data of

the last years led to a reduction of the negative trend. This is exactly the same phenomenon

as it was observed for the Wuppertal OH(3,1) rotational temperatures and it can only be

explained by a trend-break or a long-periodic oscillation. Perminov et al. (2018) also stated

that a consideration of long-periodic oscillations with periods of more than two decades is

probably more useful than a single linear trend. In a very recent study Perminov et al. (2021)

found a quasi-bidecadal oscillation in the OH(6,2) intensities observed from Zvenigorod that
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show a similar behaviour to the OH(3,1) rotational temperatures at Wuppertal. Hence, other

authors picked up the results by Kalicinsky et al. (2016, 2018) and confirmed the existence

of a quasi-bidecadal oscillation in atmospheric parameters in the mesopause region.

By means of additional data, namely the time series of PSH, Kalicinsky et al. (2018) showed

that the temperature behaviour above and below the temperature minimum in the sum-

mer mesopause region is opposite to each other, i.e. when the OH(3,1) rotational tempera-

tures increase the PSH decrease and vice versa. They proposed a periodic vertical displace-

ment as mechanism for this anticorrelated temperature behaviour in regions with opposite

vertical temperature gradient. Such a vertical displacement can be explained with shrink-

ing/contraction or expansion of the atmosphere. As Yuan et al. (2019) stated, a contraction

of the stratosphere and mesosphere guides the large negative gradient in the mesosphere to

lower altitudes which causes a cooling at constant geometric altitude. However, the authors

do not report a significant downward movement of the low mesopause (LM) (130 ± 160

mdecade−1) with respect to the long-term behaviour, i.e. the summer mesopause at about

87 km stays almost around a constant altitude in the last three decades or it moves down at

slow pace. Lübken et al. (2013) simulated a slightly larger decrease of the pressure heights

at 82 km and 92 km of about 600 – 800 m from 1980 to 2009. The downward movement

of the summer mesopause seen in the SABER temperature observations of about 2 km in

one decade (2002/06 – 2012/16; see Fig. 3.6 and Sec. 3.1.4) is much larger than these

observed and simulated long-term downward movements. Thus, the long-term downward

movement is probably not enough to explain this observed decrease of about 2 km. Likely,

there is an additional overlaying process. A cooling of the stratosphere and mesosphere is

typically assigned to increasing CO2 concentrations in the atmosphere and, additionally, to

contributions of other species such as O3 (e.g. Laštovička and Bremer, 2004; Berger and

Lübken, 2011; Laštovička et al., 2012; Qian et al., 2013; Lübken et al., 2013, and references

therein). Peters et al. (2017) showed by means of the radio reflection height observations,

which are used to derive the PSH, that the complete mesosphere cools over the last decades.

A slight cooling of the upper mesosphere can also be seen in the PSH time series where a

little decrease over the whole time period is indicated, but the fluctuations caused by the

quasi-bidecadal oscillation prevail (compare Fig. 3.5). However, the OH(3,1) rotational tem-

perature observations do not show an additional linear trend. As the CO2 increase does not

show any periodic behaviour, this can be excluded as source for the quasi-bidecadal oscilla-

tion. The same is true for the O3 impact on the temperatures. Additionally, the fact that the

quasi-bidecadal oscillation can be derived from surface observations (e.g. Wei et al., 2015,
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2019; Offermann et al., 2021) is not compatible with a CO2 increase, because this increase

would have an opposite effect in the troposphere than in the stratosphere and mesosphere.

Hence, it cannot cause a periodic contraction and expansion of the whole atmosphere which

would explain the observed structure of the oscillation. Concluding, the process causing the

quasi-bidecadal oscillation has to be an overlaying process which source is not completely

known. A self-excited oscillation is possible since the oscillation is also observed in simula-

tions with constant boundary conditions.

Besides the quasi-bidecadal oscillation of the temperatures, also the planetary wave activity

show this oscillation which is in phase with the temperature oscillation. Furthermore, the

gravity wave activity shows a trend-break in about 2004 with increasing activity before and

decreasing activity after this date. This is opposite to the behaviour of the temperatures and

the planetary wave activity, which both show a minimum in the mid-2000s. A possible con-

nection between the temperature oscillation and the oscillation and trend-break observed

in the wave activities is still not known. However, all parameters are connected with each

other, since the planetary and gravity waves drive the residual circulations in the strato-

sphere and mesosphere, respectively (e.g. Andrews et al., 1987; Vincent, 2015). Thus, the

wind pattern and the circulation is influenced when the waves change and a change in the

upward and downward movement influences adiabatic heating and cooling. Furthermore,

the wind direction and speed is crucial for the filtering of waves and thus for the propagation

or non-propagation to the upper atmosphere. Lastly, also temperature changes and therefore

changes of horizontal temperature gradients can influence the winds in the atmosphere. But

with temperature observations alone this connection cannot be completely resolved, but will

be subject of future projects.
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Abstract. We present the analysis of annual average OH∗

temperatures in the mesopause region derived from measure-
ments of the Ground-based Infrared P-branch Spectrometer
(GRIPS) at Wuppertal (51◦ N, 7◦ E) in the time interval 1988
to 2015. The new study uses a temperature time series which
is 7 years longer than that used for the latest analysis regard-
ing the long-term dynamics. This additional observation time
leads to a change in characterisation of the observed long-
term dynamics.

We perform a multiple linear regression using the solar ra-
dio flux F10.7 cm (11-year cycle of solar activity) and time
to describe the temperature evolution. The analysis leads to
a linear trend of (−0.089± 0.055) Kyear−1 and a sensitiv-
ity to the solar activity of (4.2± 0.9) K (100SFU)−1 (r2 of
fit 0.6). However, one linear trend in combination with the
11-year solar cycle is not sufficient to explain all observed
long-term dynamics. In fact, we find a clear trend break in
the temperature time series in the middle of 2008. Before
this break point there is an explicit negative linear trend
of (−0.24± 0.07) Kyear−1, and after 2008 the linear trend
turns positive with a value of (0.64± 0.33) K year−1. This ap-
parent trend break can also be described using a long periodic
oscillation. One possibility is to use the 22-year solar cycle
that describes the reversal of the solar magnetic field (Hale
cycle). A multiple linear regression using the solar radio flux
and the solar polar magnetic field as parameters leads to the
regression coefficients Csolar = (5.0± 0.7) K (100 SFU)−1

and Chale = (1.8 ± 0.5)K (100 µT)−1 (r2
= 0.71). The sec-

ond way of describing the OH∗ temperature time series
is to use the solar radio flux and an oscillation. A least-
square fit leads to a sensitivity to the solar activity of

(4.1± 0.8) K (100SFU)−1, a period P = (24.8± 3.3) years,
and an amplitude Csin= (1.95± 0.44) K of the oscillation
(r2
= 0.78). The most important finding here is that using

this description an additional linear trend is no longer needed.
Moreover, with the knowledge of this 25-year oscillation the
linear trends derived in this and in a former study of the Wup-
pertal data series can be reproduced by just fitting a line to the
corresponding part (time interval) of the oscillation. This ac-
tually means that, depending on the analysed time interval,
completely different linear trends with respect to magnitude
and sign can be observed. This fact is of essential impor-
tance for any comparison between different observations and
model simulations.

1 Introduction

The mesopause of the Earth is one of the most variable re-
gions in the atmosphere. There are numerous different in-
fluences such as the solar radiation and different types of
waves (e.g. tides, planetary waves, gravity waves) that affect
the temperature in this region. Thus, the temperature under-
goes large variations on very different timescales from min-
utes to years. The largest variation observed in temperature
is the variation in 1 year. This seasonal variation is charac-
terised by an annual, a semi-annual, and a ter-annual com-
ponent (see e.g. Bittner et al., 2000) and shows maximum to
minimum temperature differences of up to 60 K throughout
the year (see Fig. 1). The second largest temperature vari-
ations are caused by different types of waves. The induced
temperature fluctuations occur on timescales from days up
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to months in the case of planetary waves (e.g. Bittner et al.,
2000; Offermann et al., 2009; Perminov et al., 2014) and
on the timescale of several minutes in the case of gravity
waves (e.g. Offermann et al., 2011; Perminov et al., 2014).
Beside these rather short-term fluctuations the temperature in
the mesopause region also exhibits long-term variations on a
timescale of several years. Although the amplitudes of these
long-term variations are much smaller, the long-term change
of the mesopause temperatures is, nevertheless, clearly exis-
tent and important. Several previous studies showed the ex-
istence of an 11-year modulation of the temperature in co-
incidence with the 11-year cycle of solar activity which is
visible in the number of sunspots and the solar radio flux
F10.7 cm (for a review of solar influence on mesopause tem-
perature see Beig, 2011a). The reported sensitivities in the
middle to high latitudes of the Northern Hemisphere lie
between 1 to 6 K (100SFU)−1. Another type of long-term
change is linear trends in the analysed time interval. In the
mesopause region of the Northern Hemisphere such trends
range from about zero up to a cooling of 3 K decade−1 (for
a review of mesopause temperature trends see Beig, 2011b).
Trend breaks also seem to be possible where the linear trend
switches its sign (positive or negative trend) or the magnitude
of the trend significantly changes (for an example of the lat-
ter case see Offermann et al., 2010). In cases of such changes
in trend (e.g. caused due to changes in trend drivers) a piece-
wise linear trend approach can be used, in which different
linear trends are determined for different time intervals (e.g.
Lastovicka et al., 2012).

Beside these variations of the mesopause temperature,
Höppner and Bittner (2007) found a quasi 22-year modula-
tion of the planetary wave activity which they derived from
mesopause temperature measurements. This observed mod-
ulation coincides with the reversal of the solar polar mag-
netic field, the so-called Hale cycle. The solar polar mag-
netic field reverses every approximately 11 years at about
solar maximum, thus the maximum positive and negative
values of magnetic field strength occur between two con-
secutive solar maxima (e.g. Svalgaard et al., 2005). Several
studies exist showing a quasi 22-year modulation of different
meteorological parameters such as temperature, rainfall, and
temperature variability that are in phase with the Hale cycle
or the double sunspot cycle (e.g. Willet, 1974; King et al.,
1974; King, 1975; Qu et al., 2012), but no physical mech-
anism is found for these coincidences. The double sunspot
cycle is another type of Hale cycle with a period of about
22 years which is phase-shifted compared to the Hale cycle
of the solar polar magnetic field. The maxima and minima
of the double sunspot cycle occur at maxima of the sunspot
number (e.g. King, 1975; Qu et al., 2012). However, a num-
ber of possible influences, also showing a 22-year modula-
tion, are named: galactic cosmic rays (GCR), solar irradia-
tion, and solar wind (e.g. White et al., 1997; Zieger and Mur-
sula, 1998; Scafetta and West, 2005; Miyahara et al., 2008;
Thomas et al., 2013; Mursula and Zieger, 2001).

Because of this large number of influences and possible
interactions the analysis of the temperatures is not easy to in-
terpret, but due to the different timescales of the variations
the different types of influences and phenomena can some-
times be distinguished. In this paper we focus on the long-
term variations of the mesopause temperature on timescales
larger than 10 years. We use OH∗ temperatures, which have
been derived from ground-based measurements of infrared
emissions at a station in Wuppertal (Germany), for our anal-
yses.

The paper is structured as follows. In Sect. 2 we describe
the instrument and measurement technique and show the
OH∗ temperature observations, Sect. 3 introduces the Lomb–
Scargle periodogram and its properties, and in Sect. 4 we
analyse the OH∗ temperatures regarding solar correlations,
long-term trends, and long periodic oscillations. A discussion
of the obtained results is given in Sect. 5, and we summarise
and conclude in Sect. 6.

2 Observations

2.1 Instrument and measurements

Excited hydroxyl (OH∗) molecules in the upper meso-
sphere/mesopause region emit radiation in the visible and
near infrared. The emission layer is located at about 87 km
height with a layer thickness of approximately 9 km (full
width at half maximum) (e.g. Baker and Stair Jr., 1998; Ober-
heide et al., 2006). The GRIPS-II (Ground-based Infrared P-
branch Spectrometer) instrument is a Czerny–Turner spec-
trometer with a Ge detector cooled by liquid nitrogen. It mea-
sures the emissions of the P1(2), P1(3), and P1(4) lines of the
OH∗(3,1) band in the near infrared (1.524–1.543 µm) (for ex-
tensive instrument description see Bittner et al., 2000, 2002).
The measurements are taken from Wuppertal (51◦ N, 7◦ E)
every night with a time resolution of about 2 min. Thus, a
continuous data series throughout the year is obtained with
data gaps caused by cloudy conditions only. This results in
approximately 220 nights of measurements per year (Ober-
heide et al., 2006; Offermann et al., 2010). The relative in-
tensities of the three lines are used to derive rotational tem-
peratures in the region of the OH∗ emission layer (see Bittner
et al., 2000, and references therein).

At the beginning of 2011 a newly built instrument was op-
erated next to the GRIPS-II instrument. Simultaneous mea-
surements conducted over a few months showed no signifi-
cant differences between the two instruments. Unfortunately
a detector failure stopped the GRIPS-II measurements in
mid-2011, but the new instrument was able to continue the
time series of nightly OH∗ temperatures. Unfortunately, the
new instrument had several technical problems in the fol-
lowing period which led to larger data gaps in the years
2012 and 2013. Finally, a reconstruction was performed to
set up the GRIPS-N instrument, a Czerny–Turner spectrom-
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Figure 1. OH∗ temperature time series derived from GRIPS-II and GRIPS-N measurements at Wuppertal. The upper panel shows the nightly
average temperatures and the lower panel shows the annual average temperatures T0. Each T0 is plotted in the middle of the corresponding
year and the dates given at the x axis show the beginning of the years. The annual average temperatures partly or completely derived from
the new instrument between 2011 and 2015 are shown in red in the lower panel. The error bars show the estimated 1σ uncertainties σT0 of
the temperatures T0 (based on the standard deviation of the residuals). The vertical dashed line marks the date of Mt Pinatubo eruption.

eter, equipped with a thermoelectrically cooled InGaAs de-
tector. The optical and spectral properties of GRIPS-N and
GRIPS-II are very similar, thus the measurements of both in-
struments are nearly identical. The new GRIPS-N instrument
was operated without further problems since the beginning of
2014. Hence, for the years 2014 and 2015 a complete set of
measurements is available with only the typical data gaps due
to cloudiness.

2.2 Data processing

The nightly average OH∗ temperatures derived from the
GRIPS-II and GRIPS-N measurements in Wuppertal are
shown in the upper panel of Fig. 1 for the time interval 1988
to 2015. As mentioned above the data series show larger gaps
of several months due to technical problems in the years 2012
and 2013 and, additionally, a data gap of 3 months at the be-
ginning of 1990. These years have to be excluded from the
analysis, since a reasonable determination of an annual aver-
age temperature in the presence of such large data gaps is not
possible.

By far the largest variation in this temperature series is
the variation over the course of a year. In order to evalu-
ate the data with respect to long-term dynamics with peri-
ods well above 1 year the seasonal variation has to be elim-
inated first. Since the temperature series exhibits data gaps
mostly due to cloudy conditions, a simple arithmetic mean
for each year is not advisable. We follow the method used be-
fore in several analyses (e.g. Bittner et al., 2002; Offermann
et al., 2004, 2006, 2010; Perminov et al., 2014) and perform
a harmonic analysis based on least-square fits for each year

separately. As described in Bittner et al. (2000) the seasonal
variation is characterised by an annual, a semi-annual, and a
ter-annual cycle. Thus, the temperature variation over 1 year
is described by

T = T0+

3∑

i=1
Ai · sin

(
2 ·π · i
365.25

(t +φi)

)
, (1)

where T0 is the annual average temperature, t is the time in
days of the year, and Ai , φi are the amplitudes and phases of
the sinusoids. By fitting this equation to the temperature data
we can obtain the best possible estimate of the annual aver-
age temperature T0 for each year. A year in this case denotes
a calendar year. The resulting annual average temperatures
are shown in the lower panel of Fig. 1 with data gaps in the
years 1990, 2012, and 2013 (illustrated by the dashed lines).
The seasonal variation of the year 2009 is shown in Fig. 2 as
a typical example. As described above a detector failure in
mid-2011 stopped the GRIPS-II measurements. The follow-
ing measurements were performed with a new instrument.
The first year of full data coverage with GRIPS-N was 2014.
Due to this the corresponding T0 for 2011 and 2014–2015 are
marked in red in Fig. 1.

2.3 Comparison with other observations

Since there is a data gap of two years (2012–2013) in the
GRIPS-II and GRIPS-N measurements in Wuppertal and the
last data points are derived from measurements by a new in-
strument, one has to ensure that the T0 from 2011 to 2015
fits the whole picture of long-term temperature evolution.
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Figure 2. GRIPS-II nightly average temperatures of 2009 plotted at
the day of year (DOY). The measurement data are shown in black
and the harmonic fit using Eq. (1) is shown as the red curve.
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Figure 3. OH∗ annual average temperatures for the two stations
Wuppertal and Hohenpeissenberg in the time interval 2004–2015.
The temperatures for Wuppertal (WUP) are shown in black and the
temperatures for Hohenpeissenberg (HPB) in red. The dashed lines
show the linear fits to the corresponding time series. The linear fit
for the Hohenpeissenberg time series only considers measurements
at times Wuppertal measurements are also available.

We compare the Wuppertal observations with observations
of OH∗ temperatures taken from Hohenpeissenberg (48◦ N,
11◦ E) to check this. The instrument GRIPS-I in Hohenpeis-
senberg measures in the same spectral range and uses the
same data processing technique to determine OH∗ tempera-
tures. GRIPS-I is an Ebert–Fastie spectrometer with a liquid-
nitrogen-cooled Ge detector (see e.g. Bittner et al., 2002).
The measurements at Hohenpeissenberg started end of 2003.

Figure 3 shows the comparison for the two measurement
stations. A significant correlation between the two time se-
ries can be found with a correlation coefficient r = 0.72. The
comparably low value of r is caused by the differences be-
tween 2007 to 2009, where the temperatures at Wuppertal
partly decrease (increase) and the Hohenpeissenberg tem-

peratures increase (decrease) at the same time. These dif-
ferences are most likely caused by local effects. Further-
more, the largest absolute difference in 2010 is caused by
an exceptional warm summer observed at Hohenpeissenberg.
This warm summer is also observed at the nearby station in
Oberpfaffenhofen (see Schmidt et al., 2013, their Fig. 12.)
but not at Wuppertal.

The linear increase for each time series is shown in
Fig. 3 as dashed lines in black and red. In order to get
the most appropriate comparison the linear fit to the Ho-
henpeissenberg time series only considers data points at
times where measurements at Wuppertal are also available.
The linear increase during the last 12 years at Wuppertal is
(0.46± 0.17) Kyear−1 and the increase at Hohenpeissenberg
is (0.42± 0.16) K year−1. Both values agree very well, but
the two lines are shifted towards each other indicating an off-
set between the two stations. This offset is about 0.9 K with
Hohenpeissenberg being warmer. In a former study Offer-
mann et al. (2010) obtained a mean offset between the two
stations of 0.8 K for the time interval 2004–2008. Thus, this
comparison agrees well the former study. Offermann et al.
(2010) suggested that the latitudinal difference between the
stations is responsible for this small difference. The tempera-
ture differences between the minima in 2006 and the maxima
in 2014 also agree very well for both stations. The values are
(7.3± 0.7) K at Wuppertal and (6.4± 0.7) K at Hohenpeis-
senberg. Since we analysed the relative evolution of the tem-
perature series at Wuppertal, the last data points were found
to fit the whole picture of the long-term development of
OH∗ temperatures. Thus, the temperature increase observed
at Wuppertal in recent years is reliable and confirmed by the
temperature increase observed at Hohenpeissenberg.

The latest analysis of the OH∗ temperatures at Wuppertal
regarding long-term dynamics was performed for the time in-
terval 1988–2008 (Offermann et al., 2010). The current study
now considers a time series which is 7 years longer than
that used before. The clear temperature increase over the last
years has encouraged us to perform a new analysis regarding
the long-term dynamics.

3 Lomb–Scargle periodogram and false alarm
probability

Analysing periodicities in the time series of T0 using the
common fast Fourier transform (FFT) or wavelet analysis
is not possible, since the time series exhibits data gaps and
these methods rely on equidistant data. A frequently used
method in such a situation is the Lomb–Scargle periodogram
(LSP), which can handle time series with uneven spacing.
The periodogram was developed by Lomb (1976) and Scar-
gle (1982) and is equivalent to the fitting of sinusoids (Horne
et al., 1986). It can be calculated for every frequency f ,
which is another advantage compared to the discrete FFT,
which is evaluated at discrete frequencies only. We use the
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algorithm by Townsend (2010) for the fast calculation of the
periodogram.

An important quantity for the interpretation of a LSP is
the so called false alarm probability (FAP). The FAP gives
the probability that a peak of height z in the periodogram
is caused just by chance, e.g. by noise. As already pointed
out by Scargle (1982), the cumulative distribution function
(CDF) can be used to determine the FAP. If we take dif-
ferent samples of noise, calculate the LSP for each sample
and then determine the height z of the maximum peak, the
CDF of all these heights z gives the probability that there
is a height Z smaller or equal to z. Consequently, the value
1−CDF gives the probability that there is a height Z larger
than z by chance. Thus, 1−CDF gives the FAP. Another im-
portant point in this context is the normalisation of the pe-
riodogram, since the normalisation affects the type of distri-
bution of the periodogram, thus the description of the FAP
(for a more detailed discussion see e.g. Horne et al., 1986;
Schwarzenberg-Czerny, 1998; Cumming et al., 1999; Zech-
meister and Kürster, 2009). We use the normalisation by the
total variance of the data, which leads to a beta distribution
in the case of Gaussian noise (Schwarzenberg-Czerny, 1998).
Since a mean has to be subtracted from the data before calcu-
lating the LSP, the total variance is determined using N − 1
degrees of freedom with N being the number of data points.
This leads to a maximum value for a peak in the periodogram
of (N−1)/2 in the case of a single sinusoid. The FAP can be
described by

FAP= 1−

[
1−

(
2z

N − 1

)(N−3)/2
]Ni

, (2)

where N is the number of data points and Ni is the number
of independent frequencies (Schwarzenberg-Czerny, 1998;
Cumming et al., 1999; Zechmeister and Kürster, 2009). The
number of independent frequencies Ni has to be determined
using simulations, since it is not possible to easily describe
this quantity analytically (Cumming et al., 1999). It depends
on several factors, e.g. the number of data points N and the
spacing of the data points. Horne et al. (1986) showed the
partly large effect of the spacing (randomly or clumps of
points) on Ni . Therefore, we perform simulations to deter-
mineNi for the special situation of our observations. We take
random values from a Gaussian distribution and the spacing
of our observations as input. Then we calculate the LSP for
ten thousand such noise samples in the same way as for the
real data and determine the height z of the maximum peak
for each LSP. Every LSP is evaluated in the frequency range
from Nyquist-frequency f = 1/2 year−1 to f = 1/T year−1,
where T in our case is 35 years, since we want to search for
periodicities in range of the time window of the data series
of 28 years. Periodicities in this range are surely accompa-
nied with larger uncertainties, but the LSP gives a reasonable
overview over the periodicities, even the large ones, included
in the time series. The LSP is calculated at 4Tdur1f = 53
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Figure 4. Distribution for peak heights z determined using random
values from a Gaussian distribution as input for the calculation of
LSP (for details see Sect. 3). The upper panel shows the empiri-
cal CDF, thus, the probability that there is a height Z smaller or
equal to z. The FAP (probability that a height Z larger z occurs
just by chance) is shown in the lower panel. The simulation results
are shown in black and a fit to the theoretical curve from Eq. (2) is
shown in red. Note the logarithmic scale of the y axis of the lower
panel. This calculations are done for a data sampling same as that of
the time series from 1988 to 2015 including data gaps. The fit leads
to a number of independent frequencies Ni = 32.4.

evenly spaced frequencies in the mentioned frequency range,
where Tdur is the duration of observations. Cumming et al.
(1999) pointed out that this is an adequate sampling to ob-
serve all possible peaks. The upper panel of Fig. 4 shows the
resulting empirical CDF of z for our sampling. The number
of data points in this case is N = 25 and the data series in-
cludes the data gaps in 1990 and 2012–2013. The lower panel
of Fig. 4 displays the FAP (1 − CDF) as a black curve. The
fit of the theoretical curve using Eq. (2) to this data points is
shown in red. The fit leads to a number of independent fre-
quencies Ni = 32.4. With knowledge of Ni we can calculate
the FAP for every peak height z and determine confidence
levels for the LSP.
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Figure 5. Monthly average values of the solar radio flux F10.7 cm.
The red dots mark the annual average values corresponding to the
times of the GRIPS data points. The data were provided by Natural
Resources Canada, Space Weather Canada.

4 Analysis of long-term dynamics: linear trend, solar
correlations, long periodic, and multi-annual
oscillations

4.1 Linear trend and 11-year solar cycle

We analyse the long-term trend and the correlation with the
11-year cycle in solar activity by means of a multiple linear
regression. For this and the following analyses the time coor-
dinate is shifted such as the first data point (1988.5) is set to
zero. The annual average temperatures are described by

T0(t,SF)= Ctrend · t +Csolar ·SF+ b, (3)

where Ctrend and Csolar are the two regression coeffi-
cients, t is the time in years, b is a constant offset,
and SF is the solar radio flux F10.7 cm in solar flux
units (SFU). The solar radio flux is shown in Fig. 5 for
the time interval from 1988 to 2015. The monthly av-
erage values of the solar radio flux F10.7 cm were pro-
vided by Natural Resources Canada (Space Weather Canada)
and were obtained from http://www.spaceweather.gc.ca/
solarflux/sx-5-mavg-en.php. There are three solar max-
ima in this time interval at about 1991, 2001, and 2014.
This corresponds well to the annual average tempera-
tures T0, which also show local maxima at these points.
The calculated regression coefficients determined by fit-
ting Eq. (3) using the method of ordinary least squares
are Ctrend = (−0.089 ± 0.055)K year−1 and Csolar = (4.2 ±
0.9)K (100SFU)−1. The p values (for the null hypothesis
test) are 0.12 for Ctrend and below 0.01 for Csolar. The 1σ un-
certainties for the parameters given here (and in the follow-
ing cases) are based on the standard deviation of the residuals
to account for variations not captured by the fit. The whole
fit has a r2

= 0.6. Figure 6 shows the results for this anal-
ysis. The upper panel of the figure shows the temperature

time series in black and the fit according to Eq. (3) in red.
Additionally, the residual Tres is shown in the lower panel.
Obviously, a fit taking into account a linear trend and the
correlation with the 11-year solar cycle is a relatively poor fit
to the temperature time series. When comparing the fit with
the temperature time series, one has to additionally keep in
mind that the general shape of the fit cannot change, since it
depends on the time and solar flux values, which are fixed.
The temperature residual still shows a temperature decrease
until about 2005 and a temperature increase afterwards. In
particular, the large increase at the end of the time series is
not captured by the fit. Although there is an increase in solar
activity in the same time interval, it is by far not enough to
completely explain the observed temperature increase until
2015.

The obvious differences between fit and data series can
also be seen in the LSPs in Fig. 7. The LSP is used here
to analyse at which periods the determined fit reduces the
variance of the original data series. The periodogram for the
annual average temperatures T0 is shown in black and the
periodogram for the residual Tres after subtracting the fit is
shown in red. The LSP for the residual is normalised us-
ing the variance of the residual. All variances calculated for
residuals in this study are adjusted to account for the reduc-
tion of degrees of freedom, which is caused by the subtrac-
tion of a fit, using the number of fit parameters. The peak at
about 11 years in the LSP for T0, which indicates the cor-
relation with the 11-year solar cycle, disappeared after sub-
tracting the fit. In contrast, the large broad peak at the end of
the periodogram is not completely removed and the proba-
bility that the peak is caused accidentally is only 25 %. Since
the fit subtracted from the data may contain functions non-
orthogonal to the LSP components, which are sinusoids, the
remaining peak cannot be interpreted as an oscillation with
a period of 20 years that remains or is even a component of
the original data series. The peak is likely influenced by the
fit subtracted from the data series, e.g. since the subtraction
of a linear trend filters out low-frequency components. How-
ever, the clear signal in the long periodic range that remains
in the periodogram shows that the fit determined by using
Eq. (3) is not sufficient to remove all long-term variations.
There are two possibilities to describe the long-term varia-
tion of the temperature series in a better way. Firstly, one can
introduce a trend break so that there is a linear decrease in the
first part and a linear increase in the second part of the series.
Secondly, one can use a long periodic oscillation, which can
introduce a trend break with a smoother transition. We will
investigate these two possibilities in the next subsections.
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Figure 6. The upper panel of the figure shows the time series of annual average OH∗ temperatures in black and the fit corresponding to
Eq. (3) with the regression coefficients Ctrend= (0.089± 0.055) Kyear−1 and Csolar= (4.2± 0.9) K (100 SFU)−1 in red. The black error
bars show the uncertainties of the temperatures σT0 and the reddish area defined by the dashed red lines shows the 1σ uncertainty σfit of the
fit. In the lower panel the residual Tres of the two is shown. The black error bars show the uncertainties of the temperatures σT0 and the gray
area around the zero line shows the uncertainty of the fit.
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Figure 7. The Lomb–Scargle periodogram for the time series of an-
nual OH∗ temperatures (see Fig. 1 lower panel) is shown in black
and the LPS for the residual after subtracting the fit according to
Eq. (3) (see Fig. 6 lower panel) is shown in red. The LSP is evalu-
ated at 53 evenly spaced frequencies in the range f = 1/2 year−1 to
f = 1/35 year−1. The dashed black horizontal lines display the lev-
els for false alarm probabilities of 0.01, 0.1, and 0.5 (top to bottom).
The false alarm probabilities are calculated according to Eq. (2) us-
ing Ni = 32.4 and the number of data points N = 25.

4.2 Trend break

The trend break and the correlation with the 11-year solar
cycle are analysed by describing the annual average temper-
atures as

T0(t,SF)= Csolar ·SF+ trend2phase(t), (4)

where trend2phase(t) is a trend term using two lines to intro-
duce the trend break. The trend term is written as

trend2phase(t)=

{
Ctrend1 · t + b1 : t ≤ BP
Ctrend2 · t + b2 : t > BP , (5)

where BP is the break point (in years). Since the two different
lines need to be equal at the break point, this leads to the
condition

Ctrend1 ·BP+ b1 = Ctrend2 ·BP+ b2
⇔ b2 = b1+ (Ctrend1−Ctrend2) ·BP. (6)

Thus, Eq. (5) can be rewritten as

trend2phase(t) (7)

=

{
Ctrend1 · t + b1 : t ≤ BP
Ctrend2 · t + (b1+ (Ctrend1−Ctrend2) ·BP) : t > BP .

The description of the concept and the condition can be seen
in Ryan and Porth (2007). Equation (4) now describes the
annual average temperatures by using the correlation with the
solar flux and a trend term with two different phases, where
both phases have a linear temperature behaviour. These two
phases are coupled by the variable break point BP.

We determine the best estimates for the parameters Csolar,
Ctrend1, Ctrend2, b1, and BP by means of a least-square
fit. The fit leads to a sensitivity to the solar flux of
Csolar = (3.3 ± 0.9)K (100 SFU)−1. After subtracting this
solar dependence and the mean, the resulting residual,
and the best fit of the trend term are shown in Fig. 8
as black and red lines respectively. Additionally, the po-
sition of the break point and the corresponding uncer-
tainties are marked as a vertical black line and verti-
cal dashed black lines respectively. We observe a trend
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Figure 8. Residual for the temperature time series after removing the 11-year solar cycle (Csolar= (3.3± 0.9) K (100SFU)−1) and subtract-
ing the mean. The black error bars show the uncertainties σT0 . The red lines show the fit according to Eq. (7) and the blue curve the fit
according to Eq. (8). The reddish area defined by the red dashed lines shows the 1σ uncertainty σfit of the complete fit according to Eq. (7).
The break point BP is marked by the vertical black line and the corresponding uncertainties are shown as vertical dashed black lines. Addi-
tionally, the annual average values of the solar polar magnetic field strength are displayed as a green curve with a second axis to the right.
Shown are the average values for the solar North Pole and South Pole with the magnetic field orientation of the North Pole ((N–S)/2). The
data were provided by the Wilcox Solar Observatory (for an instrument description see Scherrer et al., 1977).

break in the middle of 2008 (BP= (2008.8± 1.7) year).
Before the trend break in 2008 there is a negative tem-
perature trend Ctrend1= (−0.24± 0.07) Kyear−1 and af-
ter the break point the trend is positive with a slope
Ctrend2= (0.64± 0.33) K year−1. The r2 of the whole fit is
0.74. The LSP for the residual after subtracting the trend
break fit is shown in Fig. 9 in red. The former large peak at
the right end of the periodogram for the original data series
(black curve) is nearly completely removed after subtracting
the trend break fit. Thus, the fit using two linear trends and
a trend break explains a very large portion of the long-term
variation of the OH∗ temperature series.

4.3 Long-term oscillation

We analyse the possibility of an oscillation instead of a trend
break. In order to get an idea about the oscillation we fit a
sinusoid of the form

Tres(t)= A · sin
(

2 ·π
P

(t +φ)

)
+ b (8)

to the temperature residual after subtracting the solar depen-
dence and the mean (see Fig. 8 black curve). A denotes the
amplitude, P the period, and φ the phase. Additionally, we
fit an offset b, since the mean of the temperature residual
is not necessarily identical to the zero crossing of the os-
cillation. The resulting oscillation is shown in Fig. 8 as a
blue curve. The important estimated parameters of the fit
are an amplitude A= (2.06± 0.43) K and a period of about
26 years (P = (26.3± 3.2) years). It is clear that this oscilla-
tion and the fit using the two linear phases and a trend break
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Figure 9. The Lomb–Scargle periodogram for the time series of
annual OH∗ temperatures (see Fig. 1 lower panel) is shown in black
and the LPS for the residual after subtracting the fit according to
Eq. (4) is shown in red. For details see description of Fig. 7.

(red lines in Fig. 8) are nearly identical for the time inter-
val after 2008. Before 2008 the blue curve oscillates about
the red line. Additionally, the oscillation introduces a much
smoother transition from decreasing to increasing tempera-
tures. The decrease in variance is larger for the oscillation
than for the fit using two linear phases. The variances of the
two resulting differences, Tres minus linear trends (red lines)
and oscillation (blue curve) are 2.64 and 2.44 K2. Offermann
et al. (2010) already suggested a trend break in the tempera-
ture series at about 1997. The oscillation would account for
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such a second trend break in the temperature series in the
mid-1990s, about 1993.

Very prominent is the fact that the oscillation has a period
of about 26 years with a minimum at about 2006 and a maxi-
mum at about 1993. This type of oscillation with very similar
parameters can be found on the sun. The original solar cycle
(Hale cycle) is a cycle with a period of about 22 years and de-
scribes the reversal of the magnetic field of the sun. The solar
polar magnetic field of the sun is shown in Fig. 8 as a green
curve with a second axis to the right. The solar polar field
strength data were provided by the Wilcox Solar Observatory
and were obtained from http://wso.stanford.edu/Polar.html.
We used the low pass filtered values. Evidently, the oscilla-
tion fitted to Tres and the Hale cycle of the magnetic field
are very similar in the time interval shown. The correlation
coefficient for a linear regression between the magnetic field
and the temperature residual (black curve in Fig. 8) is r =
0.55. The corresponding slope is (1.74± 0.56) K (100µT)−1

(p value< 0.01). This is a remarkable accordance between
the observed oscillation in atmospheric temperature and so-
lar polar magnetic field.

The long periodic oscillation describes the largest part of
the temperature variability after detrending the temperature
series with respect to the 11-year solar cycle. Thus, we anal-
yse the temperature series T0 by means of a multiple linear
regression again to fit all dependencies simultaneously. We
include the solar polar magnetic field in the equation, which
replaces the linear trend. Hence, Eq. (3) transforms to

T0(SF,Bsolar)= Csolar ·SF+Chale ·Bsolar+ b, (9)

where Bsolar denotes the solar polar magnetic field and Chale
the corresponding regression coefficient. The analysis leads
to the results for the regression coefficients Csolar= (5.0±
0.7) K (100SFU)−1 and Chale= (1.8± 0.5) K (100µT)−1.
The fit to the temperature time series has a r2

= 0.71. This
value is larger than the value for the fit including the 11-
year solar cycle and one linear trend, which has a r2

= 0.6
(see Sect. 4.1), but it is slightly lower than the r2

= 0.74 of
the trend break fit (see Sect. 4.2). An additional linear trend
added to Eq. (9) does not significantly change the results. The
obtained linear trend is insignificant in this case; therefore,
it is excluded. The resulting fit and the residual are shown
in Fig. 10. The fit curve (red colour) shows good agreement
with the long-term variation of the temperature (black dots),
but there are still some differences, especially at the begin-
ning and the end of the time series. Additionally, the temper-
ature residual (lower panel of Fig. 10) seems to show a long
periodic oscillation. The LSP for the residual (red curve in
Fig. 11) shows that the former large peak at the long periodic
end of the periodogram (black curve) is largely reduced af-
ter subtracting the fit, which shows that the description using
the 11-year solar cycle and the Hale cycle explains most of
the variance in the long periodic range. It is possible that an
oscillation with similar parameters to the Hale cycle, which

are slightly changed (in amplitude, phase, and/or period), can
describe the annual average temperatures even better.

We analyse this possibility and add an oscillation to the
temperature description, which replaces the solar polar mag-
netic field. Since the oscillation and the 11-year solar cycle
are non-orthogonal functions, here we fit all dependencies
simultaneously. The equation transforms to

T0(SF, t)= Csolar ·SF+Csin · sin
(

2 ·π
P

(t +φ)

)
+ b, (10)

where Csin is the amplitude, P is the period, φ is the phase of
the oscillation, and t is the time in years. The results of the
least-square fit areCsolar= (4.1± 0.8) K (100SFU)−1 for the
sensitivity to the solar activity, Csin= (1.95± 0.44) K for the
amplitude, and P = (24.8± 3.3) years for the period of the
oscillation. The obtained oscillation is hereafter denoted “the
25-year oscillation”. The fit has a r2

= 0.78. Compared to
the trend break fit (see Sect. 4.2) the increase in r2 is not sig-
nificant, thus both descriptions are likely and lead to equiv-
alent results. The fit and the residual are shown in Fig. 12.
The temperature residual (lower panel of Fig. 12) no longer
shows obvious long-term variations; neither a linear trend nor
an oscillation. Only some variations with periods of the order
of several years remain. The LSP for the temperature resid-
ual, which is shown in Fig. 13, confirms this. All long-term
variations with periods larger than about 10 years are now re-
moved from the temperature series. There are only peaks in
the range up to a period of about 8 years. Thus, the descrip-
tion of the annual average temperature including the 11-year
solar cycle and an oscillation with a period of 25 years is suf-
ficient to explain all long-term variations. No further linear
trend can be found in the data series.

4.4 Stability of solar sensitivity

In the former sections a constant sensitivity to the solar ac-
tivity for the complete observations was assumed. In order to
study whether this assumption is correct and the oscillation
derived in Sect. 4.3 is still obtained if the solar sensitivity is
allowed to vary, we analyse the time series of annual tem-
peratures again. For the analysis we use time intervals of 11
years (approximately the length of one solar cycle). We start
with the interval 1988–1998 and always shift the time in-
terval by 1 year, ending with the interval 2005–2015. Time
intervals that do not cover a 11-year window because of miss-
ing data at the end or beginning of the interval are excluded
from the analysis. All possible time intervals are analysed
separately. The temperatures in each interval are described
by Eq. (3) and the coefficients Ctrend and Csolar are deter-
mined. By doing this, we assume a linear trend in each time
interval, but the trend and the sensitivity to the solar activity
are allowed to vary from one interval to the next.

The results of the analysis are shown in Fig. 14. The sen-
sitivity to the solar activity is shown in the upper panel of
the figure in black, and the grey shaded area marks the range
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Figure 10. The upper panel of the figure shows the time series of annual average OH∗ temperatures in black and the fit corresponding to
Eq. (9) with the regression coefficients Chale= (1.8± 0.5) K (100µT)−1 and Csolar= (5.0± 0.7) K (100 SFU)−1 in red. In the lower panel
the residual Tres of the two is shown. For description of displayed uncertainties see Fig. 6.
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Figure 11. The Lomb–Scargle periodogram for the time series of
annual OH∗ temperatures (see Fig. 1 lower panel) is shown in black
and the LPS for the residual after subtracting the fit according to
Eq. (9) (see Fig. 10 lower panel) is shown in red. For details see
description of Fig. 7.

for the sensitivity derived in Sect. 4.3 for the fit using the
solar cycle and an oscillation ((4.1± 0.8) K (100 SFU)−1).
The sensitivities derived for the 11-year time intervals show
some variations but considering the uncertainties no signifi-
cant changes can be observed. The mean of the derived sensi-
tivities is (3.9± 0.3) K (100SFU)−1, which agrees very well
with the value derived before.

The lower panel of Fig. 14 shows the derived linear trends
in black. We fit a sinusoid to these trend values (red line
in figure) that results in the values A= (0.36± 0.06) K for
the amplitude and P = (23.2± 2.5) years for the period. This
oscillation found in the trend values should be equal to the

derivative of the 25-year oscillation derived in Sect. 4.3 with
a reduced amplitude, since 11-year time intervals are used,
so no local derivative is obtained. This agreement is indeed
the case. The observed period of the trend oscillation agrees
within the uncertainties with the 25-year oscillation derived
in the former section and the phase is also correct. The 25-
year oscillation of the temperature is shown in the lower
panel of Fig. 14 in blue and the corresponding derivative in
green (with a second axis to the right). It appears that the
green and red curve are nearly identical. In total the analysis
method using 11-year time intervals leads to the same results
as the fit including the sensitivity to the solar cycle and an
oscillation to the whole data series. So this analysis confirms
the results obtained in Sect. 4.3.

5 Discussion

5.1 11-year solar cycle

There are numerous publications about the correlation of
the 11-year cycle of solar activity and temperatures in the
mesopause region. A review is given by Beig (2011a, see
Fig. 2 and corresponding section). The sensitivity to the so-
lar activity in the northern middle to high latitudes reported
in this review is about 1–6 K (100 SFU)−1. In a more re-
cent study on mesopause temperatures measured at Zvenig-
orod (56◦ N, 37◦ E; 2000–2012) by Perminov et al. (2014) a
sensitivity of (3.5± 0.8) K (100 SFU)−1 is found. This value
perfectly agrees with the result of a former analysis of the
GRIPS measurements at Wuppertal (1988–2008), where a
sensitivity of (3.5± 0.2) K (100 SFU)−1 was also found (Of-
fermann et al., 2010). In our study we obtained results in
the range 3–5 K (100 SFU)−1. Depending on the analysis
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Figure 12. The upper panel of the figure shows the time series of annual average OH∗ temperatures in black and the fit corresponding to
Eq. (10) with the coefficients Csolar= (4.1± 0.8) K (100SFU)−1, Csin= (1.95± 0.44) K, and P = (24.8± 2.1) years in red. In the lower
panel the residual Tres of the two is shown. For description of displayed uncertainties see Fig. 6
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Figure 13. The Lomb–Scargle periodogram for the time series of
annual OH∗ temperatures (see Fig. 1 lower panel) is shown in black
and the LPS for the residual after subtracting the fit according to
Eq. (10) (see Fig. 12 lower panel) is shown in red. For details see
description of Fig. 7.

method the results differ slightly from each other, but they
nearly all agree within the uncertainties (only the value de-
rived by using the Hale cycle seems to be a little too large).
Since the parameters for the fits (solar radio flux, solar po-
lar magnetic field, oscillation, and time) are not completely
independent of each other, the derived coefficients are only
approximations of the true values. A much longer time se-
ries, including more solar maxima, would be necessary to
finally derive the true coefficients. Thus, small differences
in the derived values are expected, especially in the case of
the multiple linear regression including the solar radio flux
and the linear trend, since this regression leads to a result

that cannot completely explain all long-term trends and os-
cillations in the time series. Nearly all derived values for the
sensitivity of the OH∗ temperatures to the 11-year solar cycle
are slightly larger than the one derived in the former analy-
sis of the GRIPS measurements at Wuppertal. However, the
time intervals are different for the analyses, which can lead
to different results for the derived sensitivities. This aspect
was already discussed by Offermann et al. (2010).

Besides the fact that the derived values are in the expected
range for the northern middle to high latitudes, one new as-
pect with respect to the correlation between 11-year solar cy-
cle and mesopause temperatures has become apparent. In the
present study the correlation was determined for three so-
lar maxima including the comparably weak latest solar cycle
24. Our study shows that the significant correlation between
OH∗ temperatures and the 11-year solar cycle is still evident
in this case.

5.2 Linear trend and trend break

Temperature trends in the mesopause region are reported in
a number of papers, and a review about numerous results
is given by Beig (2011b, see Fig. 2 and corresponding sec-
tion). The temperature trends reported there range between
no trend up to a cooling of about 3 K decade−1. Recent stud-
ies by different authors lead to the following results. Com-
bined Na lidar observations at Fort Collins (41◦ N, 105◦W)
and Logan (42◦ N, 112◦W) in the time interval 1990–2014
lead to an insignificant trend of (−0.64± 0.99) Kdecade−1

at 85 km and the negative trend increases with increas-
ing height up to an maximum of (−2.8± 0.58) Kdecade−1

at 91 and 93 km (She et al., 2015). The analysis by Per-
minov et al. (2014) for the measurements at Zvenigorod
(56◦ N, 37◦ E) showed a trend of (−2.2± 0.9) Kdecade−1
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Figure 14. The upper panel shows the sensitivity to the solar activity derived for different 11-year time intervals. All values are displayed
at the middle of the corresponding time interval. The error bars show the 1σ uncertainties. The grey shaded area marks the range of the
sensitivity derived in Sect. 4.3 for the fit using the solar cycle and one oscillation (Csolar= (4.1± 0.8) K (100SFU)−1). The lower panel of
the figure shows the corresponding linear trends for each time interval in black. A sinusoid fitted to these values is shown in red. The result
for the 25-year temperature oscillation (see Sect. 4.3) is shown as a blue curve and the corresponding derivative of the oscillation is shown
as a green curve with a second axis to the right.

for the time interval 2000–2012. Hall et al. (2012) derived
a trend of (−4± 2) K decade−1 from meteor radar obser-
vations over Svalbard (78◦ N, 16◦ E) at 90 km for the time
interval 2001–2012. In a former study of the Wuppertal
OH∗ temperature series (1988–2008) a negative trend of
(−2.3± 0.6) Kdecade−1 was found (Offermann et al., 2010).
The multiple linear regression using the solar radio flux and
time as parameters in this paper results in a cooling trend of
(−0.89± 0.55) Kdecade−1 for the Wuppertal OH∗ temper-
atures from 1988 to 2015 (see Sect. 4.1), which is in good
agreement with the observations by She et al. (2015). The
value is smaller than the trend derived in the former study
of the Wuppertal data. Since there has been an increase in
temperature from about 2006, and the former study by Offer-
mann et al. (2010) ended in 2008, this temperature increase
leads to a smaller negative trend in our study. However, as
shown above, one linear trend is not sufficient to account
for all long-term variation in the time series. Due to this
we introduced a trend break and found a negative trend be-
fore 2008 and a positive trend afterwards. The obtained val-
ues are (−2.4± 0.7) K decade−1 and (6.4± 3.3) K decade−1

(see Sect. 4.2). The time interval used in the former study of
the Wuppertal OH∗ temperature series by Offermann et al.
(2010) is nearly identical to the time interval of the first
phase, showing the negative temperature trend. The linear
temperature trends derived by Offermann et al. (2010) and in
this study perfectly agree for this time interval. Due to the ad-
ditional 7 years of observations this study now clearly shows
that the former negative linear trend turned into a positive
trend in the last years. This finding is contrary to the other
recent studies (She et al., 2015; Perminov et al., 2014; Hall

et al., 2012; Mokhov and Semenov, 2014), where no trend
break in the mid-2000s is reported.

5.3 Long-term oscillation

The observed trend break can also be described using a long
periodic oscillation. In Sect. 4.3 we show two different pos-
sibilities for such a long periodic oscillation.

Firstly, the solar polar magnetic field (Hale cycle) is used
as one parameter in a multiple linear regression with the
second parameter being the solar radio flux. The correla-
tion coefficients are Csolar= (5.0± 0.7) K (100SFU)−1 and
Chale= (1.8± 0.5) K (100µT)−1 (r2

= 0.71). Especially at
the beginning and the end of the time series the fit curve does
not perfectly match the observations (see Fig. 10). Addition-
ally, the LSP for the temperature residual after subtracting
this fit curve still shows a peak in the long periodic range
(red curve in Fig. 11), although this is not significant. Thus,
the Hale cycle together with the 11-year solar cycle might not
explain all observed long-term dynamics. Because of these
facts, we believe that the solar polar magnetic field acting as
an input parameter is not very suitable.

Secondly, an independent oscillation is used to de-
scribe the OH∗ temperature time series. A least-square
fit using the solar radio flux and an oscillation with free
amplitude, period, and phase leads to the coefficients
Csolar= (4.1± 0.8) K (100SFU)−1, Csin= (1.95± 0.44) K
for the amplitude, and P = (24.8± 3.3) years for the period.
(r2
= 0.78). After subtracting the derived fit curve the LSP

for the residual does not show any remaining long periodic
signals (see Fig. 13). The obtained 25-year oscillation,
shown in Fig. 15 as a black curve with full circles, is phase-
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Figure 15. 25-year oscillation of OH∗ temperatures resulting
from the least-square fit using Eq. (10). The coefficients are
Csin= (1.95± 0.44) K, and P = (24.8± 2.1) years. The solid black
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terval 1988–2015 and the dashed black line shows the continuation
of this oscillation back to 1975. The red line with squares displays
a linear fit to the oscillation for the time interval 1988–2015, the
green line with triangles the fit for the interval 1988–2008, and the
blue line with plus signs a fit to the interval 1975–2015.

shifted compared to the Hale cycle and the extrema occur
slightly before the extrema of the solar polar magnetic field
(compare green curve in Fig. 8 and black curve in Fig. 15,
e.g. maximum at about 1993 compared to 1994/1995). This
time shift supports the opinion that the Hale cycle is not very
likely as an acting input parameter. The nature of the 25-year
oscillation is not clear yet, but a self-sustained oscillation in
the atmosphere would be a real possibility. Such oscillations
were recently discovered by Offermann et al. (2015). An
oscillation with a period of about 20 to 25 years is found
in various atmospheric parameters such as temperature (Qu
et al., 2012; Wei et al., 2015), geopotential height (Coughlin
and Tung, 2004a, b), and planetary wave activity (Jarvis,
2006; Höppner and Bittner, 2007). It is also seen in two
atmospheric models (HAMMONIA, WACCM). A detailed
discussion is, however, beyond the scope of this paper.

The most important point here is that no additional lin-
ear trend can be maintained. All long-term dynamics of the
Wuppertal OH∗ temperature time series can be described as
a combination of the 11-year solar cycle and a 25-year os-
cillation. With the knowledge of this 25-year oscillation the
linear trends derived in this study (see Sect. 4.1) and a former
study of the Wuppertal OH∗ temperature time series can be
reproduced. Figure 15 demonstrates that very different trends
can be obtained if specific time intervals of the (sinusoidal)
data are used. By fitting a line to the corresponding part (time
interval) of the data we obtain the linear trend. The linear
trend for the time interval analysed in this study (1988–2015)
is (−0.097± 0.032) K year−1, which is the same as the lin-
ear trend Ctrend= (−0.089± 0.055) Kyear−1 derived by us-
ing a multiple linear regression with time and solar radio flux

as parameters (see Sect. 4.1). This linear trend is shown in
Fig. 15 as a red line with squares. Offermann et al. (2010)
derived a linear trend for the time interval 1988–2008 of
(−0.23± 0.06) Kyear−1. A linear fit to the data for this time
interval leads to a slope of (−0.22± 0.03) Kyear−1 (green
line with triangles in Fig. 15). Thus, the 25-year oscillation
“explains” the derived linear trends of this and the former
study as well as the obvious trend break observed in the data
series. This means that all different kinds of linear trends are
possible depending on the time interval which is analysed. If
we continue the oscillation back to 1975 (black dashed line in
Fig. 15) and fit a line to these data for the whole time interval
(1975–2015; blue line with plus signs) in Fig. 15, this leads
to a slope of (0.017± 0.018) Kyear−1. This continuation is
certainly an assumption and cannot be verified by the obser-
vations, but it is likely and clearly shows the possible effects.
The presence of such a long periodic oscillation that, in com-
bination with the 11-year solar cycle, explains all long-term
dynamics without an additional linear trend is very impor-
tant with respect to any kind of comparison between differ-
ent observations or model simulations. Each comparison of
linear trends is only valid if the same time interval is anal-
ysed. Furthermore, the current study suggests that there is no
universal linear trend which is valid for all time intervals at
this altitude.

5.4 Stability of solar sensitivity

The analysis by using different 11-year time intervals leads
to two main results. Firstly, the sensitivity to the solar activ-
ity is fairly stable throughout the whole time period 1988–
2015. There are some variations in sensitivity but consider-
ing the uncertainties there are no significant changes. The
mean of the derived values is (3.9± 0.3) K (100SFU)−1.
This value is in nearly perfect agreement with the result of
(4.1± 0.8) K (100SFU)−1 for the fit including the 11-year
solar cycle and one oscillation using the whole data series at
once. So the assumption that the sensitivity to the solar activ-
ity is constant during the whole time period is valid for the
Wuppertal OH∗ observations.

Secondly, the derived partial trend values show the same
oscillation as the derivative of the 25-year temperature os-
cillation. Thus, the analysis using the 11-year time intervals
confirms the result that, besides the 11-year solar cycle, an
oscillation of about 25 years is the second important compo-
nent of the OH∗ temperatures observed at Wuppertal.

6 Summary and conclusions

We present the analysis of the OH∗ temperatures derived
from the GRIPS measurements at Wuppertal. We use annual
average temperatures in the time interval 1988 to 2015 for
our study. The study focuses on the long-term dynamics and
leads to the following results.
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1. The OH∗ temperatures show a significant correlation
with the solar radio flux. We find a sensitivity to the
11-year solar cycle of 3–5 K (100 SFU)−1.

2. One linear trend during the whole time interval (to-
gether with the sensitivity to the 11-year solar cy-
cle) cannot sufficiently explain all long-term dynam-
ics found in the OH∗ temperatures. We introduce
a trend break to better account for these long-term
dynamics. The best representation of the tempera-
ture series is found if the trend break occurs in
mid-2008 (BP= (2008.8± 1.7) years). Before the break
point the linear trend is negative and after the break
point the trend turns positive with the slopes of
(−0.24± 0.07) Kyear−1 and (0.64± 0.33) Kyear−1.

3. The reversal of the temperature trend can also be
described by a long periodic oscillation. We present
two possibilities for this oscillation. Firstly, the solar
polar magnetic field of the sun (Hale cycle) is used
in a multiple linear regression together with the solar
radio flux as second parameter. The derived regression
coefficients are Csolar= (5.0± 0.7) K (100 SFU)−1

and Chale= (1.8± 0.5) K (100 µT)−1 (r2
= 0.71).

Secondly, an independent oscillation is used instead
of the Hale cycle. A least-square fit leads to the
coefficients Csolar= (4.1± 0.8) K (100SFU)−1,
Csin= (1.95± 0.44) K for the amplitude, and
P = (24.8± 3.3) years for the period. The most
important point here is that no additional linear trend is
needed.

4. Caution has to be applied when estimating linear trends
from data sets containing long-term variations. Trend
results are quite sensitive to the length of the data in-
terval used. In such a case a piecewise linear trend ap-
proach has to be used or the long-term variation has to
be described in another appropriate way, e.g. by using
an oscillation.

7 Data availability

The GRIPS data used in this study can be obtained by request
to the corresponding author or to P. Knieling (knieling@uni-
wuppertal.de). The monthly average values of the solar radio
flux F10.7 cm were provided by Natural Resources Canada
(Space Weather Canada) and were obtained from http:
//www.spaceweather.gc.ca/solarflux/sx-5-mavg-en.php. The
solar polar field strength data were provided by the Wilcox
Solar Observatory and were obtained from http://wso.
stanford.edu/Polar.html.
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A B S T R A C T

We analyzed plasma scale height observations (about 80 km altitude) over the Eifel region (50°N, 6°E) observed
from Kühlungsborn (54°N, 12°E) in the time interval 1959–2016 and OH* temperatures (center altitude 87 km)
observed fromWuppertal (51°N, 7°E) in the time interval 1988–2016. In summer months both time series show a
dominant oscillation with a period of about two decades (20–26 years) with amplitudes of about 180 m and 3 K,
respectively. These two oscillations are anticorrelated, because their observation altitudes are located above and
below the temperature minimum in the mesopause region in summer, i.e. in a region of a positive and negative
temperature gradient, respectively. We assume that a periodic vertical displacement of the mean temperature
profile (upward and downward shifts following each other) in long-term variability leads to such an antic-
orrelated temperature evolution at the different observation altitudes. This mechanism is confirmed by SABER
observation on board the TIMED satellite.

1. Introduction

The temperature in the mesopause region is characterized by many
different variations on different time scales. On short time scales of
minutes to months temperatures are influenced by different wave types
such as gravity waves, tides, and planetary waves (e.g., Smith, 1997;
Bittner et al., 2000; Offermann et al., 2009, 2011; Perminov et al.,
2014; Kopp et al., 2015). Furthermore, the temperature variation
during one year is characterized by an annual cycle and higher har-
monics (e.g., Bittner et al., 2000). Additionally, the temperatures show
multi-annual and even decadal variations such as temperature fluc-
tuations coinciding with the 11-year solar cycle and temperature trends
(e.g., Beig, 2011a, b, and references therein).

Very long time series of temperatures or temperature proxies in the
mesosphere that cover several decades are not very numerous. Among
the existing ones the time series of plasma scale heights (PSH) observed
from Kühlungsborn (e.g., Peters and Entzian, 2015; Peters et al., 2017)
and the time series of OH* temperatures observed from Wuppertal (e.g.,
Offermann et al., 2010; Kalicinsky et al., 2016) belong to the longest
ones as they cover the time intervals 1959–now and 1988 – now, re-
spectively. In the latest studies on OH* temperatures and plasma scale
heights (PSH) a variation with a period in the range of two decades was
found for both data sets. Kalicinsky et al. (2016) showed that the annual
average OH* temperatures (1988–2015) can be described using a fit

including the correlation with the 11-year solar cycle (4.1 K/(100 SFU))
and an oscillation with a period of about 25 years. In the case of the
PSH observations (1959–2008) Peters et al. (2017) found a significant
peak in the spectrum in the period range larger than 16 years. Fur-
thermore, a quasi-periodic variation of the neutral air pressure at 80 km
with a period of about 20 years has already been described by von
Cossart and Taubenheim (1986) using the same measurements of re-
flection heights for a shorter time period (1959–1983).

In literature, various other studies can be found that report on the
existence of such a long periodic oscillation at other altitudes in the
atmosphere. For example, Qu et al. (2012) showed a 22 year oscillation
observed in stratospheric temperatures in NCEP/NCAR reanalysis data
(Kalnay et al., 1996) at 10 hPa (≈32 km) in the region 30°–50°N in the
time interval 1950 to 2000. Coughlin and Tung (2004) extracted an
intrinsic mode function with a period of about 25 years in the strato-
sphere from NCEP/NCAR reanalysis data of geopotential height at
30 hPa (≈24.5 km) in the region 20°–90°N in the time interval
1958–2002 using empirical mode decomposition. Wei et al. (2015) also
observed a variation with a period of about two decades of the global
mean surface temperatures in the time interval 1850–2014. Beside
these variations of atmospheric temperatures a quasi-bidecadal oscil-
lation also exists at the sun, i.e. the reversal of the solar polar magnetic
field (Hale cycle) has a period of about two decades (e.g., Svalgaard
et al., 2005; Thomas et al., 2014). Furthermore, the oceans also exhibit
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such a quasi-bidecadal oscillation. One component of the Pacific dec-
adal oscillation (PDO) has a period of about two decades (e.g., Biondi
et al., 2001; Mantua and Hare, 2002; Gedalof et al., 2002).

The present study focuses on the two very long time series of PSH
and OH* temperatures in the mesospause region and the periodicity
and correlation between the observed long-periodic oscillations are
analyzed. Additionally, influences of the 11-year solar cycle of the sun
are investigated and possible causes for the quasi-bidecadal oscillation
are briefly discussed. The paper is structured as follows. In Sect. 2 we
describe the observations of OH* rotational temperatures and plasma
scale heights. The results of the analysis of these data sets together with
results for stratospheric and mesospheric temperatures obtained from
reanalysed data sets are presented in Sect. 3. A discussion of possible
influences by the sun, plausible external and internal causes for the
quasi-bidecadal oscillation, and a description of a mechanism that leads
to the anticorrelated temperature evolution is made in Sect. 4. Finally, a
summary is given in Sect. 5.

2. Data sets and methods

In this section we introduce the observations of PSH and OH*
temperatures and explain the measurements. Additionally, we shortly
describe the complementary data sets used in this study and the sta-
tistical methods used to analyse periodicities.

2.1. Nightly observations of OH* temperatures

The OH* temperatures are derived from ground-based observations
of infrared emission lines using a GRIPS (GRound-based Infrared P-
branch Spectrometer) instrument. GRIPS measures 3 emission lines
(P1(2), P1(3) and P1(4)) of the OH(3,1) band in the spectral range from
1.524 to 1.543 μm. The relative intensities are used to derive rotational
temperatures in the region of the OH emission layer (Bittner et al.,
2000, and references therein). This layer is located in the mesopause
region at an altitude of about 87 km and has a full width at half max-
imum (FWHM) of about 9 km (Baker and Stair, 1998; Oberheide et al.,
2006). This altitude is not a fixed value as the OH layer altitude varies
on different time scales (e.g., García-Comas et al., 2017, and references
therein). Nonetheless, the altitude of approximately 87 km is a good
value of the mean state of the layer as confirmed by different studies.
von Savigny (2015) derived the emission altitude for the OH(3,1) band
using SCIAMACHY measurements in the time interval 2003–2011. The
altitude typically varies between 86 and 88 km (−10°–30°N, where
SCIAMACHY performs measurements throughout the whole year) and
no obvious trend is reported. The study by Mulligan and Lowe (2008)
showed some larger variations for the layer peak altitude in the years
2004/2005 over Maynooth (53.2°N, 6.4°W, Ireland) obtained from
SABER measurements. The altitude varies between approximately 84 to
88 km (maximum in summer) and the FWHM between about 6 and
9 km (lower in summer). In a recent study by Noll et al. (2016) the
authors derived the center altitudes for the OH* layer for different
upper vibrational levels v′ using SABER measurements over Chile. The
center altitude goes from 86.2 km (v′ = 2) to 89 km (v′ = 9), thus, it is
approximately 86.6 km for the OH(3,1) band. The reported FWHM is
8.6 km. Measurements are carried out every clear night from Wuppertal
(51°N, 7°E, Germany). The time series of OH* temperatures starts in
mid-1987 and a GRIPS instrument is still in operation to continue the
observations. Until mid-2011 the measurements have been carried out
by the GRIPS-II instrument (see Bittner et al., 2000, 2002, for an in-
strument description) and have been continued using the follow-up
instrument GRIPS-N (Kalicinsky et al., 2016).

The OH* rotational temperatures have been compared with kinetic
temperatures derived from 15 μm CO2 limb emissions measured by the
SABER instrument in former studies by Oberheide et al. (2006) (time
interval 2003–2005) and by Offermann et al. (2010) (April 2002–Au-
gust 2008). The SABER temperature retrieval data versions that have

been used for these comparisons were V 1.04/1.06 in the former and V
1.07 in the latter case. For both comparisons higher temperatures were
obtained for the ground-based observations (warm bias) and the dif-
ferences (ground-based minus satellite) were 7.4 K and 3.4 K, respec-
tively, but these differences lie within the combined systematic error
bars of the instruments. A comparison between the GRIPS OH* tem-
peratures and corresponding OH* temperatures derived from SCIAM-
ACHY showed a warm bias of 2.7 K (von Savigny et al., 2004). Despite
the warm bias the OH* temperatures show the evolution of kinetic
temperatures in the mesopause region.

The annual mean temperatures, which show the long-term beha-
vior, are displayed as black full circles in Fig. 1a. Because of the data
gaps in the time series, which are mostly caused due to cloudy condi-
tions, the annual mean values are determined using a least squares fit
including an annual, a semi-annual and a ter-annual cycle (Bittner
et al., 2000, 2002; Offermann et al., 2010; Kalicinsky et al., 2016).
Since there are too large data gaps in the years 1991, 2012 and 2013, an
annual mean value cannot be determined for these years with sufficient
confidence.

2.2. Daily observations of plasma scale height

The plasma scale height (PSH) was derived using indirect phase
height measurements between the transmitter Allouis (47°N, 2°E,
France, 164 kHz (after February 1986: 162 kHz)) and the receiving
station Kühlungsborn (54°N, 12°E, Germany) starting in February 1959.
The distance is 1023 km. The reflection point of the signal is located
over the Eifel-mountain (50°N, 6°E, Germany). Indirect phase height
measurements interpret the received field strength extrema as the in-
terference of ground and sky wave. The phase difference between them
allows the calculation of reflection height changes by a layer of constant
electron density. If several measuring paths are used, an indirect ab-
solute reflection height is assigned to every field strength extremum.
The daily variation of the phase height varies between 87.0 km and
75.2 km, it sinks in the forenoon till midday and increases in the
afternoon where the main information is in the mean at 82 km (winter/
equinoxes) and 80 km (summer). If the time is converted to χln(Ch( ))
(Ch=Chapman-function, χ=solar zenith distance at the reflection
point), the height over χln(Ch( )) becomes approximately a straight
line. From these daily straight lines we obtain two important para-
meters: the SPH (standard phase height), it is the height at constant

χln(Ch( )) =1.6, i.e., χ=78.4°. The SPH-series are anticorrelated to
the solar cycle because larger photo-ionization leads to larger electron

Fig. 1. a): Annual mean OH* temperatures from 1988 to 2016. b): Annual mean
plasma scale heights (PSH) from 1959 to 2016. The times given show the be-
ginning of each year and the mean values are displayed in the middle of each
year. The error bars show two times the standard error of the fit parameter (for
OH*) and two times the standard error of the mean (for PSH). The thin lines
connect the mean values. The horizontal black dashed lines show the mean
values of each series.
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densities, which reduces the SPH. Furthermore, the statistical analysis
of the SPH-series shows a significant overall trend of the order of
hundred meters per decade induced by a shrinking stratosphere due to
global warming but with strong intra-decadal variability in winter.
Peters and Entzian (2015) presented a review of the standard phase
height method and discussed results in more details.

The other important parameter is the plasma scale height (PSH),
determined by the inclination angle of the straight line mentioned
above, i.e., it represents the height difference for χln(Ch( )) change by
one. In this case, after following the height of constant electron density,
the scale height of the ionized gas NO, namely the plasma scale height,
has to be taken into account (Taubenheim, 1974). The PSH is a function
of the temperature of the ionized gas, and under the assumption of
thermal equilibrium, it is also a function of the neutral gas temperature.
In order to examine this, PSH was compared with CIRA 1965 tem-
peratures (CIRA65, 1965) by Entzian (1967) and Lauter (1974), with
rocket temperature measurements by von Cossart and Entzian (1976),
and with Lidar temperatures at 82 km altitude by Peters et al. (2017). In
all these comparisons, PSH and local temperature correlate significantly
for the summer half year. The influence of the winter anomaly (see Sect.
3.1) disturbs this correlation.

The time series of PSH, used here, is part of the release R4 of
standard phase height measurements derived under the application of a
new diagnostic method and for an extended period, which was per-
formed at the Leibniz-Institute of Atmospheric Physics (Kühlungsborn).
The determination of the straight line mentioned above uses seasonal
weights and a least squares fit approximation (Peters et al., 2018). The
new series cover the period from February 1959 up to January 2017,
i.e., 58 years.

The long term behavior of PSH is illustrated in Fig. 1b by annual
mean values (arithmetic mean) shown as red full circles. The annual
mean values of PSH and OH* temperatures seem to show an antic-
orrelated behavior, which will be addressed in Sect. 3.1.

2.3. Supplementary data sets and methods

In this study we additionally used different reanalysis data sets of
temperatures as well as satellite temperature observations. The satellite
temperature observations were made by the SABER instrument aboard
the TIMED satellite (e.g., Mlynczak, 1997; Russell III et al., 1999; Yee
et al., 2003). The observations of the SABER instrument started 2002.
We used the monthly mean values of all available SABER temperatures
(day and night; Version 2.0) in the latitude-longitude box 47°–53°N and
0°–12°E. The first reanalysis data set used in this study is NCEP/NCAR
Reanalysis 1 (Kalnay et al., 1996). The data set provides temperatures
at different pressure levels up to 10 hPa (≈32 km) starting in 1948. The
second reanalysis data set is MERRA2 (Gelaro et al., 2017). This data set
contains temperatures at pressure levels up to the mesosphere starting
in 1980. We used monthly mean values of temperatures in the same
grid box as for SABER for both data sets.

The periodicities are analyzed using the Lomb-Scargle-Periodogram
(LSP), a statistical method that can handle data gaps and is equivalent
to the fitting of sinusoids to the data (Lomb, 1976; Scargle, 1982; Horne
and Baliunas, 1986; Townsend, 2010). The unnormalized power gives
the reduction in the sum of squares when a sinusoid fit is substracted
(with a factor of 1/2). Thus, the power maximizes at that frequency that
leads to a minimum in the sum of squares of the residuals for a sinusoid
fit to the data with the same frequency (Scargle, 1982). Thus, a nor-
malization with the variance leads to a power that is a measure of the
explained variance and that shows a value of (N-1)/2 in the case of a
single sinusoid, where N is the number of data points. The significance
of the results is evaluated using the false alarm probability (FAP), which
gives the probability that a peak above a certain height level can occur
by chance, e.g., due to noise. The levels of FAP are determined using
simulations of 10,000 noise samples drawn from a Gaussian distribu-
tion. For each of these noise samples a LSP is calculated and the height

of the maximum peak inside the complete analyzed frequency range is
determined. Then the empirical cumulative distribution function (CDF)
of these heights is calculated. The CDF gives the probability that a
maximum peak below or equal to a certain height value occurs in the
case of noise. The FAP is 1 - CDF and this gives the probability that a
peak somewhere in the complete frequency range can exceed a certain
value (see Schwarzenberg-Czerny, 1998; Cumming et al., 1999;
Zechmeister and Kürster, 2009; Kalicinsky et al., 2016, for more details
on FAP).

3. Results

In the following subsections the results of the analyses of the dif-
ferent data sets are presented. We focus here on the comparison of the
mean seasonal cycles and the quasi-bidecadal oscillation observed for
PSH and OH* temperatures. Moreover, we present the results for other
mesospheric and stratospheric temperatures in summer, and analyse
the possible response to the solar cycle.

3.1. Comparison of the mean seasonal cycle

The mean seasonal cycles of PSH and OH* temperatures are shown
in Fig. 2a. These seasonal cycles are determined from time series of
monthly mean values for both data sets. Additionally, a detrending
procedure (subtraction of the linear regression line) was applied to both
time series before calculating the seasonal cycles.

The OH* temperatures (black curve) exhibit a clear seasonal cycle
with a pronounced minimum in summer months and a maximum in
winter. The seasonal cycle can be described as a combination of annual,
semi-annual, and ter-annual cycle, that is able to simulate the narrower
minimum in summer and the broader maximum in winter (Bittner
et al., 2000).

The seasonal cycle of PSH follows the curve of OH* temperatures
from about March to October with lower values in summer. In contrast
to the OH* temperatures the PSH significantly drop to a second
minimum in winter months. This decrease of PSH is caused by dyna-
mical processes leading to an increase of electron density (caused by
enhanced downward transport of NO and, thus, additional ionization)
known as winter anomaly (e.g., Lauter, 1974; Peters et al., 2017, and
references therein). Since the PSH in winter are largely influenced by
additional dynamical processes and not by temperature, only the
summer values are used as done before by Peters et al. (2017).

As the annual mean values of OH* temperatures and PSH show a
quasi-bidecadal variation, we compared the mean seasonal cycle of the
years 2002–2006 with that of 2012–2016 for both data series. The
mean solar radio flux F10.7 cm in these two time intervals is nearly the
same. The corresponding figures are shown in Fig. 2b and c. Obviously,
the largest differences between these two time intervals occur in the
summer months, especially May to July, in the case of OH* tempera-
tures. Thus, the differences observed for the annual mean OH* tem-
peratures are mainly driven by the large differences in summer. The
comparison for PSH shows a similar picture with large differences in
summer. These differences are opposite to those of OH* temperatures,
which explains the anticorrelation between the annual mean values of
both time series (see Fig. 1).

We compared the PSH and OH* temperature observations with ki-
netic temperatures of SABER to show that these two quantities serve as
good proxies for the relative evolution of the kinetic temperatures at
different altitudes. As the center altitude of OH* temperatures is ap-
proximately 87 km in summer (see Sect. 2.1), we show this altitude for
comparison. The two mean seasonal cycles for the two time intervals
are shown in Fig. 2d as black and red curves. Note here that the missing
months of the OH* temperatures in 2012 and 2013 are also excluded
for SABER temperatures. The two curves and the difference between
them correspond well to the observations of OH* temperatures, except
for the known offset and a slightly larger deviation in August, which
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may be caused due to the fact that the altitude of 87 km is not fixed (see
Sect. 2.1). However, the SABER temperatures at 87 km also show the
clear negative temperature differences in summer (MJJ). At the sur-
rounding altitudes (85.5–89.5 km) the SABER temperatures still show
negative differences in all of the summer month May, June, and July
(for some of the months the range is even larger) and the OH* tem-
peratures are a good proxy for the relative evolution of the kinetic
temperatures in this region around 87 km in summer. Consequently,
different kinds of averaging the SABER temperatures will lead to OH
equivalent temperatures that show these negative differences in
summer as the OH* temperatures do. For example, shifts of the center
altitude of ±1.5 km and/or variations of the layer width between 6 km
and 9 km (see Sect. 2.1) all lead to OH equivalent temperatures that
show negative differences in summer months (MJJ) when averaging the
SABER temperatures using a Gaussian shaped weighting function as
done e.g., by Oberheide et al. (2006).

In the case of PSH the effective altitudes in summer are located
around 80 km ranging down to 78 km. The mean seasonal cycles of
SABER temperatures at 78 km are shown in Fig. 2d as blue and magenta
curves. There is also a reasonable correspondence between the observed
differences for temperature and PSH. At the lower altitude of 78 km the
difference in summer is opposite to that at 87 km, which is the same
behavior as for PSH and OH* temperatures.

Remaining differences, as for example the smaller absolute differ-
ences in the case of SABER compared to OH* temperatures, are most
likely caused by the averaging procedure of the SABER temperatures
(inside the box and during the measurements and retrieval) and they
may also be influenced by the averaging of day and nighttime ob-
servations for SABER. But the comparisons show that the two time
series of PSH and OH* temperatures reflect the relative evolution of

kinetic temperatures in the mesopause region at the different altitudes
in summer very well.

3.2. Analysis of the quasi-bidecadal oscillation of OH* temperatures and
PSH in summer

Because of the winter anomaly that influences the PSH, we con-
centrate on summer values only. As the clear temperature minimum of
the OH* temperatures is in June (see Fig. 2a) and the largest differences
between 2002/06 and 2012/16 are in the month May to July, we
concentrate on these three months as summer. Nevertheless, we study
the robustness of the results by analyzing other combinations of months
in Sect. 4.1.

The summer mean values for both data series are shown in Fig. 3.
The summer mean values are the average values of the daily/nightly
observations in the summer months (MJJ). In the case of PSH 81 days
(about 90% coverage) and in the case of the OH* temperatures 56
nights (about 60% coverage) are used on average to calculate one
summer mean value. Since there is a data gap in the time series of OH*
temperatures in summer 2012, this year has to be excluded from the
analysis.

The LSPs for the two complete time series of summer mean values
are shown in Fig. 4 as black and red curve, respectively. For both time
series a significant peak in the LSP exists between about 20 and 27
years. Note, that the LSP for the OH* summer mean values has a de-
creased resolution because of the shorter time interval, which leads to
much broader peaks. In the frequency space the peak width is ap-
proximately 1/T, where T is the time interval length of the observations
(e.g., Cumming et al., 1999; Zechmeister and Kürster, 2009). This
means that the resolution decreases with decreasing interval length. As

Fig. 2. a): Mean seasonal cycle of OH* temperatures for 29 years (1988–2016) in black, of PSH for 58 years (1959–2016) in red and of PSH for 29 years (1988–2016)
in green. The seasonal cycles are derived from monthly mean values where the data series have been detrended before calculating the seasonal cycles. The standard
deviation of the monthly mean values (dashed lines) is on average 4.0 K and 0.32 km, respectively. The errors bars show two times the standard error of the mean in
all figures. b): Comparison of the mean seasonal cycles of OH* temperatures for the years 2002–2006 (black) and 2012–2016 (red). c): Comparison of the mean
seasonal cycles of PSH for the years 2002–2006 (black) and 2012–2016 (red). The winter months are overlayed with a gray area. d): Comparison of the mean seasonal
cycles of SABER temperatures in the region 47°–53° and 0°–12°E at 87 km (black and red) and at 78 km (blue and magenta) for the years 2002–2006 and 2012–2016.
Additionally, the differences of the seasonal cycles in the different time intervals are shown in the lower panels of b) to d). The difference equals period (2002–2006)
minus period (2012–2016). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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the peak width is constant in the frequency range there is an additional
effect in the period range. The peak width and so somehow the un-
certainty is larger for larger periods. Beside these significant peaks there
are other minor peaks at similar periods in the LSPs, such as at about
10–15 years. The peaks in this range may indicate a response to the 11-
year solar cycle. In the case of the annual average OH* temperatures
Kalicinsky et al. (2016) already showed the correlation between the
solar radio flux F10.7 cm and the temperatures for the time interval
1988–2015. The possible solar influence on the summer mean values is
analyzed in Sect. 3.4, and here we focus on the dominant oscillation
only. Additionally, we calculated the LSP for the time series of PSH in
the time interval 1988–2016 (blue curve in Fig. 4). This LSP is nearly
identical to the one for OH* temperatures and by contrast to the LSP for
the 58-year time series the largest peak is shifted towards a slightly
larger period (FAP of peak >5% and <10%). As the FAP levels refer to
the complete analyzed frequency range, it is a worst case comparison. A

restriction of the frequency range, e.g., to the period range 10–35 years,
will reduce the FAP as it is less likely that a peak somewhere in a fre-
quency range exceeds a certain value, when the frequency range is
smaller. Thus, although the analyzed frequency range is very large, the
fact that the peaks for the short PSH time series and the OH* tem-
peratures have a FAP around 5% and that both show a peak at the same
period is in our opinion a convincing result. The shift of the peak when
the PSH time series is shortened is likely a consequence of a non stable
period throughout the complete time interval. The result for the com-
plete time interval of PSH (1959–2016) shows a mean state for this
interval. When the period is not stable throughout the complete time
interval, for different shorter time intervals slightly different periods
are obtained.

The main oscillation is fitted to the data series using the equation

= ⋅ ⎛
⎝

⋅ − + ⎞
⎠

+t t π t ϕT( ) or PSH( ) A sin 2
P

(( 1988.5) ) b,
(1)

where A is the amplitude, P the period and ϕ the phase of the sinusoid
and b an offset. The important results of the fits are A=3.1 ± 0.8 K and
P= 26.2 ± 3.8 years for OH* and A = −0.18 ± 0.04 km and P=19.8
± 0.8 years for the 58-year time series of PSH (see also Table 1). The
given uncertainties are the 1σ uncertainties of the fit parameters based
on the standard deviations of the residuals. The resulting fit curves are
displayed in Fig. 3a as blue curve and in Fig. 3b as green curve. When
using the same time interval from 1988 to 2016 as used for the OH*
temperatures also for PSH, the results are A = −0.18 ± 0.05 km and
P=24.1 ± 3.2 years (see also Table 1). The corresponding fit is dis-
played as magenta curve in Fig. 3b. Taking into account the un-
certainties the periods derived for the time interval 1988–2016 are the
same for PSH and OH* temperatures as already observed in the corre-
sponding LSPs (see Fig. 4). Obviously, the two curves are anticorrelated
with corresponding relative maxima and minima. This can also be seen
by the good correspondence of the periods and phases and the fact that
the amplitude is positive in the case of OH* and negative for PSH (see
Table 1). This anticorrelated behavior of the two oscillations is further
analyzed and discussed in Sect. 4.3. The difference for the periods when
using the different time intervals for the PSH summer mean values most
likely indicates that the periodicity is not stable throughout the com-
plete time interval.

3.3. Quasi-bidecadal oscillation in the mesosphere and stratosphere

Since Coughlin and Tung (2004) already showed a mode function
with a period of about 25 years extracted from NCEP/NCAR reanalysis
data geopotential height (30 hPa; 20°–90°N; 1958–2002), we extend the
analysis to the stratosphere by also analyzing NCEP/NCAR data. The
summer mean values of the temperatures at 30 hPa (≈24.5 km) in the
region 47°–53°N and 0°–12°E from 1948 to 2016 are shown in Fig. 5c.
The LSP for the summer mean values shows a significant peak at about
27 years and a second smaller peak at about 11-years (not shown) and,
thus, the same behavior as the LSPs for OH* temperatures and PSH. The
fit using Eq. (1) to the data series is shown as a green curve.

The main results for the fit parameters are A=0.63 ± 0.14 K,

Fig. 3. a): Summer mean values (MJJ) of OH* temperatures in the time interval
1988–2016. b): Summer mean values of PSH in the time interval 1959–2016.
The summer mean values are displayed in the middle of each year. The error
bars show two times the standard error of the mean. The main sinusoidal os-
cillation fitted to the data sets is shown as blue curve for OH* temperatures,
green curve for 58 years of PSH and magenta curve for 29 years of PSH. The
shaded areas display two times the 1σ uncertainties of the fit. (For interpreta-
tion of the references to color in this figure legend, the reader is referred to the
Web version of this article.)

Fig. 4. Lomb-Scargle-Periodograms (LSP) for the summer mean values of OH*
temperatures (black), for 58 years of PSH (red) and for 29 years of PSH (blue).
The periodogram is calculated at evenly spaced frequencies in the range 1/2
years to 1/35 years and normalized with the variance of the data series. The
dashed horizontal lines show the levels of false alarm probabilities (FAP) of 5%
in all cases. (For interpretation of the references to color in this figure legend,
the reader is referred to the Web version of this article.)

Table 1
Results for the fits using Eq. (1) and Eq. (2) to the time series of summer mean
values (MJJ) of OH* temperatures, PSH, MERRA2 temperatures, and NCEP/
NCAR temperatures.

data set A [K] or [km] P [years] ϕ [years]

OH* temperatures 1988–2016 3.1± 0.8 26.2± 3.8 2.7± 2.8
PSH 1988–2016 −0.18± 0.05 24.1± 3.2 1.8± 2.3
PSH 1959–2016 −0.18± 0.04 19.8± 0.8 −1.4± 0.7
MERRA2 0.5 hPa 1980–2016 −0.75± 0.24 21.9± 2.6 3.1± 2.0
MERRA2 1 hPa 1980–2016 −1.6± 0.3 28.8± 2.7 −0.4± 1.4
NCEP/NCAR 30 hPa 1948–2016 0.63± 0.14 27.0± 1.4 4.3± 1.0
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P=27.0 ± 1.4 years and ϕ=4.3 ± 1.0 years. In comparison to the
former results the fitted oscillation shows nearly the same behavior as
the oscillation of OH* temperatures and it is anticorrelated to the os-
cillation of PSH at the end of the time series. Taking into account the
uncertainties the period and phase are the same as the ones for OH*
temperatures and the shorter interval of PSH (see Table 1). When
moving to the beginning of the PSH time series the anticorrelation to
the NCEP/NCAR temperature oscillation weakens. A similar oscillation
with a period of about 25 years can be fitted to the data at the sur-
rounding pressure levels, for example, at 20 and 10 hPa (≈27.5 and
32 km) as well as at 50 and 70 hPa (≈21 and 18.5 km). These oscilla-
tions are partly accompanied by a linear increase/decrease of the
temperature. When going down from 30 hPa (≈24.5 km) the amplitude
of the oscillation decreases and the significance of the signal in the LSP
decreases as well.

Since the highest level of NCEP/NCAR reanalysis data available is
10 hPa (≈32 km), we additionally analyzed MERRA2 reanalysis data
from 1980 to 2016 to continue to higher altitudes. Unfortunately, the
time interval is much shorter than that of NCEP/NCAR data.
Nonetheless, an approximately 25 year oscillation can be found in the
MERRA2 data in the mesosphere, too. Fig. 5a shows the pressure level
of 0.5 hPa (≈53 km) as an example. As in the mesosphere a large tem-
perature decrease during the time interval is observed, this has to be
accounted for in the fitting. Thus, Eq. (1) expands to

= ⋅ ⎛
⎝

⋅ − + ⎞
⎠

+ + ⋅ −t π t ϕ C tT( ) A sin 2
P

(( 1988.5) ) b ( 1988.5),linear (2)

where Clinear gives the linear increase/decrease with time. The results
are A=−0.75 ± 0.24 K, P=21.9 ± 2.6 years, ϕ=3.1 ± 2.0 years, and
Clinear =−1.1 ± 0.2 K/decade. The oscillation is shown in Fig. 5a as a
blue curve. The temperatures have been detrended using the linear
term before displaying to focus on the oscillation only. The oscillation
fitted to the temperatures at 0.5 hPa (≈53 km) shows a more or less
anticorrelated behavior compared to the oscillation at 30 hPa
(≈24.5 km) and to that of the OH* temperatures and it is in phase with

that of PSH (see also Table 1). When going further up to the pressure
levels 0.4, 0.3, and 0.1 hPa (≈55, 57, and 64.5 km) still an about 25-
year oscillation can be observed together with a negative trend. But
there is a slight shift of the phase such that the maxima and minima
occur earlier. Since the linear decrease of the temperatures is large (up
to about - 2.5 K/decade), this may influence the determination of the
period and phase, if the decrease is not determined or described cor-
rectly, e.g., if it is not strictly linear. Nonetheless, these results strongly
suggest that an oscillation similar to that observed for PSH can be ob-
served in the whole mesosphere.

In the stratopause region the situation is not completely clear.
Fig. 5b shows the temperature at 1 hPa (≈48 km) as example. The re-
sults of a fit to the data using Eq. (2) are A=−1.6 ± 0.3 K, P=28.8 ±
2.7 years, ϕ=−0.4 ± 1.4 years, and Clinear =0.7 ± 0.2 K/decade. The
fit curve is shown in blue and the temperatures have also been de-
trended before displaying. Even though the period of the obtained os-
cillation is matching that of the other data sets (PSH, OH* tempera-
tures, and NCEP/NCAR), there is a phase shift and the oscillation is
neither completely in phase with that of PSH nor with that of OH*
temperatures. When going further down the situation is even more
complex. At 2 hPa (≈43.5 km) an about 28 year oscillation can be fitted
to the data using Eq. (2) that is in close agreement with the oscillation
at 30 hPa (≈24.5 km), whereas at 3 hPa (≈40.5 km) only an oscillation
with a much smaller period of about 18 years can be obtained. Even
further down at 4 and 5 hPa (≈38.5 and 37 km) oscillations in the
period range 20–24 years can be seen, that are already more or less in
phase with the oscillations in the mesosphere. Thus, it seems that this
region is somehow a transition region with different oscillations.

3.4. Weak influence of solar cycle

As the LSPs for the time series of PSH and OH* summer mean values
exhibit a peak in the range 10–15 years, the possible correlation of the
summer mean values with the 11-year cycle of solar activity is ana-
lyzed. Thus, Eq. (1) is expanded to

= ⋅ + ⋅ ⎛
⎝

⋅ − + ⎞
⎠

+t t C π t ϕT( ) or PSH( ) SF A sin 2
P

(( 1988.5) ) b,solar (3)

where Csolar is the correlation coefficient and SF the average solar radio
flux F10.7 cm in summer months (MJJ) in solar flux units (SFU).

The results of the fits are A= 2.9 ± 0.7 K, P= 22.5 ± 3.2 years,
ϕ=0.3 ± 2.0 years, and Csolar =3.5 ± 1.5 K/(100 SFU) for OH* and
A = −0.18 ± 0.05 km, P= 21.0 ± 2.7 years, ϕ=−0.3 ± 1.7 years,
and Csolar =−0.16 ± 0.10 km/(100 SFU) for the 29-year time series of
PSH. The two oscillations are nearly perfectly anticorrelated in the time
interval, in which both observations exist. The results for the 58-year
time series of PSH are A=−0.18 ± 0.04 km, P= 19.7 ± 0.8 years,
ϕ=−1.2 ± 0.7 years, and Csolar =0.098 ± 0.065 km/(100 SFU). Thus,
although the solar radio flux is only quasi periodic and longer variations
(e.g., not every maximum is of equal height) are included as well, the
obtained oscillations when including this dependency are very similar
to the ones before (compare Sect. 3.2 and Table 1 and uncertainties).

The significant (at 2σ level) value of 3.5 K/(100 SFU) for OH*
temperatures is in very good agreement with the former studies of the
Wuppertal time series of annual average OH* temperatures by
Offermann et al. (2010) (3.5 K/(100 SFU)) and Kalicinsky et al. (2016)
(4.1 K/(100 SFU)), and other studies of temperatures in the mesopause
region (e.g., Beig, 2011a, b; Perminov et al., 2014). The negative cor-
relation of PSH and solar radio flux is not significant at the 2σ level, but,
however, this anticorrelation agrees well with the observed antic-
orrelation of the standard phase heights (SPH) derived from the same
measurements and Lyman-alpha observations (Peters et al., 2017).
Furthermore, the authors analyzed the correlation between the thick-
ness temperature (mean temperature between stratopause and 81.8 km)
and determined a coefficient of 2.3 K/(100 SFU), a value that is also
close to the values observed for OH* temperatures.

Fig. 5. a), b): Summer mean values (MJJ) of MERRA2 temperatures at 0.5 hPa
(≈53 km) and at 1 hPa (≈48 km) from 1980 to 2016. c): Summer mean values of
NCEP/NCAR temperatures at 30 hPa (≈24.5 km) from 1948 to 2016. All time
series show the average values in the region 47°–53°N and 0°–12°E. The tem-
peratures in panel a) and b) have been detrended (more details see text). The
main sinusoidal oscillations fitted to the data sets are shown as blue and green
curves, respectively. The shaded areas display two times the 1σ uncertainties of
the fit. (For interpretation of the references to color in this figure legend, the
reader is referred to the Web version of this article.)
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In total the summer mean values of PSH and OH* temperatures are
dominated by the quasi-bidecadal oscillation and the response to the
11-year solar cycle plays a minor role. This can already be seen by the
different peak heights in the LSPs (see Fig. 4).

4. Discussion

In the next subsections we discuss the robustness of the quasi-bi-
decadal oscillation by analyzing different combinations of months to
calculate mean values of PSH and OH* temperatures and we briefly
discuss the situation in winter. Furthermore, we propose a mechanism
that can lead to the anticorrelated long-term behavior of the two time
series and, finally, we discuss possible causes for the quasi-bidecadal
oscillation.

4.1. Robustness of oscillation

In order to test the robustness of the oscillations observed for the
summer mean values (MJJ) we analyzed other combinations of months
to calculate mean values of PSH and OH* temperatures. The combi-
nations range from a complete half year (April to September) to com-
binations of two months such as May/June (MJ). We determined the
main oscillation for each of these new time series by fitting Eq. (1) to
the data. In the case of the PSH observations we calculated the fits for
the two different time intervals 1959–2016 and 1988–2016 (same as
OH* temperatures). Note here that no measurements of OH* tempera-
tures after the end of July in the year 2013 exist. Thus, this year has to
be excluded in the case of combinations that include the months August
or September.

All results are summarized in Table 2. The use of other combinations
of months does not lead to significant differences of the resulting am-
plitudes, phases or periods for each of the three different time intervals
and/or observations. Thus, the conclusion is that the observed long-
periodic oscillations is a robust result.

The comparison between the results for PSH and OH* in the time
interval 1988–2016 shows that, taking into account the uncertainties,
the periods and phases are not different for each different combination
of months. As this is the case and the amplitudes for PSH and OH* have
opposite sign, this clearly suggests the anticorrelated behavior of the
oscillations at least in the last about 30 years.

4.2. Quasi-bidecadal oscillation in winter

We additionally analyzed the winter mean values (NDJ) of OH*
temperatures to study wether there is a difference for the quasi-bide-
cadal oscillation and the solar correlation in different seasons. The LSP
shows a peak at about 11 years and at about 25 years (not shown). But
in contrast to the summer mean values (see Fig. 4) the peak at 11 years
is larger than that at about 25 years. The fit results using Eq. (3) are
A=1.6 ± 0.5 K, P= 26.2 ± 4.1 years, ϕ=1.3 ± 2.7 years and
Csolar =3.5 ± 0.8 K/(100 SFU). Thus, the correlation coefficient is the
same for both seasons of the year, which shows that the sensitivity to

the 11-year solar cycle is independent of the season. Furthermore, the
periods of the oscillations in summer and winter agree within the given
1σ uncertainties (when using Eq. (3)). The amplitude of the long peri-
odic oscillation in summer is almost twice as large as in winter. Because
of this larger amplitude of the oscillation in summer, the oscillation
explains the larger part of the variance compared to the 11-year cycle.
In winter the situation is opposite. This opposite situation explains the
difference in the peak heights in the LSPs.

4.3. Anticorrelation of oscillation

The mean summer temperature profiles derived from SABER ob-
servations in the region 47°–53°N and 0°–12°E for the two time intervals
2002–2006 and 2012–2016 are shown in Fig. 6 as black and red curve,
respectively. Both profiles show the same vertical structure with a ne-
gative vertical temperature gradient up to about 83–85 km, a tem-
perature minimum in that region and increasing temperatures when
going further up. But the red profile is more or less a downward shifted
version of the black one. As in the center region of the OH* tempera-
tures (marked by the upper horizontal gray bar) the red curve is below
the black one, the OH equivalent temperatures in the second interval
are larger than those in the first one, as it is observed from the station in
Wuppertal (compare Figs. 2b and 3a). Below about 82 km the red curve
is also located below the black one. Thus, in the center region of the
PSH observations (marked by the lower horizontal gray bar) the tem-
perature in the second interval is smaller than in the first interval (see

Table 2
Results for the fits using Eq. (1) to the different time series of mean values of OH* temperatures and PSH for different combinations of months.

PSH 1959–2016 PSH 1988–2016 OH 1988–2016

A [km] P [years] ϕ [years] A [km] P [years] ϕ [years] A [K] P [years] ϕ [years]

MJJ −0.18± 0.04 19.8± 0.8 −1.4± 0.7 −0.18± 0.05 24.1± 3.2 1.8± 2.3 3.1± 0.8 26.2± 3.8 2.7± 2.8
MJJA −0.15± 0.04 20.0± 1.0 −1.1± 0.8 −0.16± 0.04 25.7± 4.2 3.1± 3.1 3.1± 1.0 29.2± 7.0 4.5± 5.1
AMJJAS −0.13± 0.04 20.4± 1.0 −1.3± 0.9 −0.12± 0.04 26.3± 4.8 2.4± 3.5 2.3± 0.9 28.7± 7.2 3.7± 5.1
AMJ −0.18± 0.04 19.6± 0.9 −1.5± 0.7 −0.14± 0.04 23.7± 3.6 1.9± 2.6 2.3± 0.8 28.4± 7.4 4.3± 5.5
JJA −0.16±. 0.04 20.3± 1.0 −0.9±0.8 −0.15± 0.05 26.3± 5.0 3.3± 3.7 2.8± 1.1 29.6± 8.8 4.8± 6.4
MJ −0.19± 0.05 19.7± 0.9 −1.4± 0.8 −0.20± 0.05 23.9± 3.1 1.8± 2.3 3.2± 0.8 27.2± 4.3 3.6± 3.1
JJ −0.19± 0.05 20.1± 0.8 −1.3± 0.7 −0.18± 0.06 24.1± 3.4 1.3± 2.5 2.8± 0.9 24.7± 4.3 1.8± 3.0
JA −0.12± 0.05 20.7± 1.4 −0.3± 1.1 no convergence 2.9± 1.2 31.5± 11.8 5.9± 8.6

Fig. 6. Mean summer temperature profile (MJJ) derived from SABER ob-
servations in the region 47°–53°N and 0°–12°E in the time interval 2002–2006
(black) and in the time interval 2012–2016 (red). The gray horizontal bars
show the center regions of OH* temperatures and PSH, respectively.
Additionally, the difference between the profile of the second and the first in-
terval is shown with a second axis on the top. (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the Web version of
this article.)
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also difference of both profiles: green curve in Fig. 6), which is also
observed for PSH (compare Figs. 2c and 3b).

Thus, the SABER observations confirm the observation of the an-
ticorrelated long-term temperature behavior at the different observa-
tion altitudes of PSH and OH* temperatures. When shifting the region,
in which the SABER observations are averaged, by half the box size in
all four directions (North, South, East, and West) the results are very
similar and the opposite behavior at the two observation altitudes is
present in all four cases (not shown). As already mentioned above, the
mean solar radio flux F10.7 cm in the two time intervals is nearly
identical. Thus, an additional influence of the 11-year cycle besides the
quasi-bidecadal oscillation, which is the main interest, can be excluded.

Because of the different observation altitudes of OH* temperatures
and PSH, which are located in regions with opposite vertical tempera-
ture gradients (above and below temperature minimum), a vertical shift
of the whole temperature profile in any of the both directions (upward
and downward) always leads to an opposite behavior of the tempera-
tures at the different altitudes. Thus, a periodic vertical displacement of
the profile with upward and downward shifts following each other then
cause temperature oscillations which show an anticorrelated long-term
behavior at the different altitudes. The MERRA2 reanalysis data
strongly suggests that the long-term behavior of the temperature at the
observation altitude of PSH persists downwards through the whole
mesosphere. In the mid-stratosphere a similar long-term behavior of the
temperature as that of OH* temperatures can be seen in NCEP/NCAR
reanalysis data (see Sect. 3.3). Since the vertical temperature gradient
in the mesosphere and mid-stratosphere are opposite, these two regions
fit into the picture of the periodic vertical displacement of the profile as
the mechanism. The situation in the region around the stratopause is
not completely clear. Thus, we denoted this region as transition region.

Pisŏft et al. (2009) found disagreements between the occurrences of
an approximate 8 year periodicity in temperature fields for NCEP/
NCAR and ERA-40 reanalysis data and they concluded that this may be
caused by the influence of the assimilation algorithms. Thus, we carried
out some comparisons of different reanalysis data sets to obtain more
confidence in the shown results. We additionally took ERA-Interim re-
analysis data (e.g., Dee et al., 2011) for this purpose. At 30 hPa (the
altitude shown in Fig. 5c) the correlation coefficient for the different
comparisons of the three data sets is always larger 0.91, which shows a
very good agreement of all three data sets at this altitude. Furthermore,
at this altitude or surrounding altitudes the quasi-bidecadal oscillations
has been extracted from the NCEP/NCAR data series by other scientists
using different methods as EMD (Coughlin and Tung, 2004) and power
spectrum plus fitting procedure (Qu et al., 2012). Therefore, we think
that the results in this altitude range are very reliable as they are
confirmed by different data sets and methods. At the altitude of 1 hPa
the difference between ERA-Interim and MERRA2 is larger and the
correlation coefficient decreases to 0.74. Nonetheless, a period of about
35 years can be determined from the ERA-Interim data, which shows
some agreement with the 29-year oscillation observed for MERRA2. But
as mentioned above the situation in this region is not clear anyway and
we therefore denoted it as transition region. Unfortunately, above 1 hPa
only the MERRA2 data are available and no such comparisons are
possible.

4.4. Possible causes of the oscillation

As a definitive judgement of the cause for the quasi-bidecadal os-
cillation cannot be made with the analyzed data sets and this issue is
beyond the scope of this paper, we only briefly discuss possible options
here. Different types are plausible, external such as the sun and the
ocean as well as internal by the atmosphere itself, or combinations of
two or all of them.

The sun's polar magnetic field shows an approximately two decadal
variation, the Hale cycle, with maxima during sunspot minimum and
field reversal near sunspot maximum (e.g., Svalgaard et al., 2005;

Thomas et al., 2014). Thus, there are zero crossings of the magnetic
field, for example, at about 1990, 2000, and 2013 (compare partly
Svalgaard et al., 2005, Fig. 1.). When one compares these zero crossings
with the behavior of the oscillations obtained for PSH and OH* tem-
peratures in the time interval 1988–2016 (see Fig. 3 and Sect. 3.2), it
can be seen that the oscillations of PSH and temperature precede the
reversal of the magnetic field by at least one or even more years. Most
evident are the differences at the beginning and the end of the men-
tioned time interval. Since a response cannot precede the forcing or the
cause, we tend to exclude the reversal of the solar polar magnetic field
as a likely cause as we did before (Kalicinsky et al., 2016). Lower fre-
quency components of the solar input may also play a role, but these
should at least partly be accounted for in the correlation analysis using
the solar radio flux F10.7 cm (see Sect. 3.4) unless the response of the
atmospheric temperatures to these lower frequency components would
be much larger.

The Pacific decadal oscillation (PDO) also exhibits a bidecadal
component besides components with even lower frequencies (e.g.,
Biondi et al., 2001; Mantua and Hare, 2002; Gedalof et al., 2002). Thus,
there is a possible connection to this variability in the ocean from below
and a coupling between the ocean variability and atmospheric tem-
peratures.

In the context of surface air temperatures internally-generated
variability in the atmosphere (or the coupled ocean-atmosphere system)
plays an important role on the multi-decadal time scale. This variability
in the low frequency range can arise from various processes inside the
system (e.g., Deser et al., 2012; Wallace et al., 2016, and references
therein). Offermann et al. (2015) obtained self-exited oscillations with
periods of several years (2 - 6 years) in the whole atmosphere (up to
110 km) over Central Europe from model simulations with fixed
boundary conditions, that exhibit a similar vertical structure of corre-
lation/anticorrelation. This vertical structure was also observed for
much longer periods (> 20 years) by analyzing further model simula-
tions indicating a vertical displacement of the profile (personal com-
munication D. Offermann).

Even a combination of internal and external variabilities might be
possible, which may lead to synchronisation of slightly different periods
and phases of the variabilities. Thus, it is imaginable that the atmo-
sphere itself can oscillate at various periods and together with a
matching external forcing (e.g., same period) these internal oscillations
are largely enhanced whereas oscillations at other periods are damped.
An analysis of such interactions and the determination of the cause of
the oscillation will rely on model simulations that enable the mod-
ification of the boundary conditions to perform different sensitivity
studies.

5. Summary and conclusions

We found quasi-bidecadal oscillations at two different altitudes
(about 87 km and 80 km) in the mesopause region in summer. Above
the temperature minimum at about 87 km the OH* temperatures show
a clear quasi-bidecadal oscillation with an amplitude of about 3 K.
Below the temperature minimum at about 80 km the analysis of PSH
also revealed such a long-periodic oscillation with an amplitude of
about 180 m. The PSH oscillation is almost exactly 180° out-of-phase
with that of the OH* temperatures, which means that the long-term
temperature behavior is opposite at the two different altitudes. As the
two observation altitudes are located in regions with opposite vertical
temperature gradients, a periodic vertical displacement of the mean
temperature profile with consecutive upward and downward shifts can
explain this anticorrelated behavior. Temperature observations by the
SABER instrument in the same region in summer confirm this me-
chanism.

MERRA2 reanalysis data show that a similar oscillation to that of
PSH can be found in a large part of the mesosphere. In the mid-stra-
tosphere (NCEP/NCAR reanalysis data) the phase of the oscillation is
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such that it is now in phase again with the long-term oscillation ob-
served for OH* temperatures and opposite to that of PSH. This is in
accordance with the periodic vertical displacement of the temperature
profile, since the sign of the vertical temperature gradient is the same in
both regions. A larger region around the temperature maximum in the
stratopause region seems to be a transition region from one state to the
other.

The whole situation is illustrated in Fig. 7 which shows the situation
of a downward shift as example. Two temperature profiles for two time
intervals are shown in the figure. The first one is displayed in black and
second one in red. In the three regions (mid-stratosphere, mesosphere,
and lower thermosphere) there is always a downward shift of the
profile from the first to the second one. The temperature behaviors in
these regions are marked by colored areas in blue (cold) and red
(warm). In such a situation the mid-stratosphere and the lower ther-
mosphere show the same behavior, as the sign of the vertical tem-
perature gradients is the same. Since the gradient in the mesosphere is
opposite to this, the temperature behavior as a response to the vertical
shift is also opposite. The region around the temperature maximum in
the stratopause region is marked as transition region, since responses in
both directions can occur and the situation is not unambiguous (com-
pare Sect. 3.3). An upward shift of the profile will lead to the opposite
behavior in all regions. Thus, warm regions will turn cold and vice
versa. Consequently, a periodic vertical displacement of the whole
temperature profile with upward and downward shifts following each
other will lead to the observed oscillations and the anticorrelated long
term behavior at the different altitudes.

The cause for the quasi-bidecadal oscillation cannot be determined
with the analyzed data sets. Such an analysis will require different
model sensitivity studies with different boundary conditions for ocean,
sun, greenhouse gases, etc. to possibly identify the underlying me-
chanism and, thus, the cause. This analysis will be future work.
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Abstract. We present an approach to analyse time series with
unequal spacing. The approach enables the identification of
significant periodic fluctuations and the derivation of time-
resolved periods and amplitudes of these fluctuations. It is
based on the classical Lomb–Scargle periodogram (LSP), a
method that can handle unequally spaced time series. Here,
we additionally use the idea of a moving window. The signif-
icance of the results is analysed with the typically used false
alarm probability (FAP). We derived the dependencies of the
FAP levels on different parameters that either can be changed
manually (length of the analysed time interval, frequency
range) or that change naturally (number of data gaps). By
means of these dependencies, we found a fast and easy way
to calculate FAP levels for different configurations of these
parameters without the need for a large number of simula-
tions. The general performance of the approach is tested with
different artificially generated time series and the results are
very promising. Finally, we present results for nightly mean
OH∗ temperatures that have been observed from Wuppertal
(51◦ N, 7◦ E; Germany).

1 Introduction

Many time series in atmospheric sciences are characterised
by an unequal spacing of the data points, e.g. due to data
gaps. OH or other airglow observations often have such data
gaps in the measured time series (e.g. Espy et al., 1997;
Das and Sinha, 2008; Reid et al., 2014). The OH∗ temper-

atures which have been observed from Wuppertal (51◦ N,
7◦ E) since the 1980s also exhibit an unequal spacing. The
time series of nightly mean OH∗ temperatures repeatedly has
data gaps mainly because of bad weather conditions during
some nights that prevent useful measurements (see e.g. Bit-
tner et al., 2000). Within a single night such data gaps can
also occur when clouds move through the line of sight. The
measurements before and after such a cloud contamination
are useful. Typical methods such as the fast Fourier transfor-
mation (FFT) rely on a discrete sampling with equal spac-
ing. Thus, a time series like that of OH∗ temperatures has
to be manipulated, e.g. with interpolation techniques before
the analysis (e.g. Espy et al., 1997; Bittner et al., 2000; Reid
et al., 2014). The Lomb–Scargle periodogram (LSP; Lomb,
1976; Scargle, 1982) is a method that can handle this draw-
back, as it can be used for time series with unequal spacing.
This method has been used in different studies analysing air-
glow observations (e.g. Espy et al., 1997; Takahashi et al.,
2002; Gao et al., 2010; Reid et al., 2014; Egito et al., 2018;
Franzen et al., 2018; Nyassor et al., 2018).

A second important point with respect to the analysis of
periodicities is the variation of these periodicities with time,
i.e. the period is not stable during the complete analysed time
interval or the amplitude varies. In such cases many meth-
ods as the FFT and the LSP will lead to results of a mean
state only. The wavelet transform is a method that is very
useful as it delivers time-resolved information on the peri-
odicities of the analysed time series and it is used in sev-
eral studies analysing the temporal evolution of periodic sig-
nals in airglow observations (e.g. Das and Sinha, 2008; Taka-
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hashi et al., 2013; Reid et al., 2014; Nyassor et al., 2018). In
the case of the Wuppertal OH∗ temperatures, Bittner et al.
(2000) used the wavelet transform to analyse the variabil-
ity of the nightly mean OH∗ temperatures after assimilation
of the data gaps in the time series by use of the maximum
entropy method (MEM). Similar to that, other studies also
report that the time series have to be interpolated before the
use of the wavelet transform (e.g. Das and Sinha, 2008; Reid
et al., 2014) or the sampling is at least almost evenly dis-
tributed (Nyassor et al., 2018). The goal of the presented
study is to avoid such an assimilation of the data gaps and still
derive time-resolved information on the periodicities. Thus,
we combined the LSP and the idea of a moving window to
identify and characterise periodicities in unequally spaced
time series even when the periodicities vary with time. Other
airglow studies also use some kind of windowed LSP but for
independent time windows following each other such as dif-
ferent parts of a night (Reid et al., 2014) or months of a year
(Egito et al., 2018). Some studies analysing radar observa-
tions of winds report a periodogram analysis with a mov-
ing window (Yoshida et al., 1999, but without significance
evaluation) or a LSP analysis for at least partly overlapping
windows (Luo et al., 2000). However, our study combines
the LSP with a moving window (moved with the minimum
possible time step); additionally, we derive a fast and easy
method to calculate the false alarm probabilities (FAPs) for
different situations (length of time series, frequency range,
data gaps) to identify significant results. The determination
of the FAP levels is typically done with Monte Carlo simu-
lations, which is very time-consuming (e.g. Cumming et al.,
1999; Zechmeister and Kürster, 2009). Thus, our new em-
pirically derived relationship to calculate the levels improves
the application of the method.

The main intention of the paper is to describe the approach
from a user perspective and to illustrate the capabilities of
the approach with examples of artificial data sets as well as
observations. The paper is structured as follows. In Sect. 2
the classical LSP and the new approach are explained. The
evaluation of the significance of obtained results is made in
Sect. 3. Finally, the method is applied to artificial data and
observations of OH∗ temperatures in Sect. 4. A short sum-
mary is given in Sect. 5.

2 Methodology

2.1 Classical Lomb–Scargle periodogram

The Lomb–Scargle periodogram (LSP) was developed by
Lomb (1976) and Scargle (1982). The periodogram is de-

fined as

PX(ω)=
1
2

[∑
jXj cosω(tj − τ)

]2

∑
j cos2ω(tj − τ)

+

[∑
jXj sinω(tj − τ)

]2

∑
j sin2ω(tj − τ)

 , (1)

where Xj represents the measurements at the times tj , ω is
the angular frequency (ω = 2πf ), and the time offset τ is
defined as

tan(2ωτ)=

(∑
j sin2ωtj

)
(∑

j cos2ωtj
) . (2)

An advantage compared to other methods such as the FFT
is that the LSP can handle unequally spaced time series. A
prerequisite is that the time series has zero mean before the
calculation of the periodogram powers. With the given defi-
nition, the LSP has two useful properties: (1) it is invariant to
a shift of the origin of time, and (2) it is equivalent to the least
squares fitting of sinusoids (e.g. Horne and Baliunas, 1986).
Scargle (1982) showed that the definition of the periodogram
is the same (except for a factor of 1/2) as the reduction in
sum of squares (sum of squares of data minus sum of squares
of residual) when using least squares fitting of sinusoids (see
Scargle, 1982, Appendix C). Thus, the maximum power in
the periodogram occurs at that frequency that leads to a min-
imum of the sum of squares of the residuals when a sinusoid
with this frequency is fitted to the time series.

2.2 Moving LSP

The approach used in the following analyses is based on the
classical LSP, but the whole time series is analysed sequen-
tially. The procedure is as follows.

A window size (time interval), which is typically much
smaller than the length of the whole time series, is defined.
Then the procedure starts at the beginning of the time series:

1. calculate LSP for the data points within the window
(time interval),

2. move the window by one time step (minimum possible
sampling step),

3. move to step one until the end of the times series is
reached.

By executing this procedure, one single LSP is calculated
for each possible part of the time series with the length of the
window (time interval). By contrast to the LSP for the whole
time series at once, this procedure delivers time-resolved in-
formation on the periodicities and amplitudes.

Atmos. Meas. Tech., 13, 467–477, 2020 www.atmos-meas-tech.net/13/467/2020/



C. Kalicinsky et al.: Moving Lomb–Scargle periodogram 469

2.3 Normalisation of the LSP

There are different ways to normalise the periodogram: sam-
ple variance (or sum of squares), known variance of data,
and variance of the residuals (see e.g. Cumming et al., 1999;
Zechmeister and Kürster, 2009). Here we use the normalisa-
tion by the sample variance and sum of squares, respectively.
These two only differ by a constant factor that relies on the
number of data points N . The periodogram power can vary
between 0 and (N − 1)/2 when using the normalisation by
the sample variance and between 0 and 1 when using the
normalisation by sum of squares (when the factor 1/2 is also
considered; compare Sect. 2.1) (e.g. Cumming et al., 1999;
Zechmeister and Kürster, 2009). As the height of a peak in
the case of the normalisation by the variance depends on the
number of data points N , the peak heights for the same si-
nusoid differ for different numbers of data points. Since the
data gaps in the time series of nightly mean OH∗ tempera-
tures are randomly distributed, the number of data points in
different possible windows of same size can vary. In order to
make the peak heights in these different windows compara-
ble, we prefer the normalisation by the sum of squares. This
type of normalisation has another useful property. Because
of the equivalence to the reduction in sum of squares when
fitting a sinusoid, the normalisation by the sum of squares
leads to a normalised power that gives the contribution of the
sinusoid to the total sum of squares, and therefore to the total
variance. In this way it is a measure of the explained variance.
Here non-correlation between different sinusoids and/or a si-
nusoid and the residual is assumed. This is, at least approxi-
mately (increasing with number of data points), the case for
sinusoids with different periods and, thus, the variances of
the individual parts (sinusoids) of the time series add up.

Alternatively, one can determine the amplitude of the si-
nusoid at each frequency. This is also based on the equiva-
lence of the periodogram power and the reduction in sum of
squares. Furthermore, the variance of a sinusoid is given by
A2/2, where A is the amplitude (e.g. Horne and Baliunas,
1986; Smith, 1997). With these two relationships, the ampli-
tude can be calculated as

A(ω)=

√
4PX(ω)
N − 1

. (3)

In total the LSP delivers information on the periodicities
together with a measure of the explained variance when a si-
nusoid is fitted to the data and the corresponding amplitude
of the sinusoid. An example periodogram is shown in Fig. 1.
The time series that is analysed is a combination of two sinu-
soids with different periods and amplitudes. The first one has
a period of 10 d and an amplitude of 1 K, whereas the second
sinusoid has a period of 35 d and an amplitude of 0.5 K. The
total length of the time series is 60 d and the time series has
equal spacing. Thus, the variance of the second sinusoid is
only one-quarter of the variance of the first one. This can be
seen in the normalised power (black curve in Fig. 1) where

Figure 1. Example LSP for a time series composed of two sinu-
soids. The first one has a period of 10 d and an amplitude of 1 K
and the second has a period of 35 d and an amplitude of 0.5 K. The
normalised power is shown as a black curve and the amplitude as a
red curve with a second axis to the right.

at 10 d a value of about 0.8 is reached and at 35 d a value of
about 0.2 is reached. Because of the different amplitudes, the
sinusoids contribute 80 % and 20 % to the total variance of
the time series. And also the amplitudes themselves are well
determined by using Eq. (3) (see red curve in Fig. 1).

3 Significance evaluation

3.1 False alarm probability

An important quantity with respect to the LSP is the so-called
false alarm probability (FAP). It gives the probability that a
peak with a height above a certain level can occur just by
chance, e.g. due to noise. The distribution of the periodogram
powers and thus the description of the false alarm probabil-
ity depends on the type of normalisation (see e.g. Cumming
et al., 1999; Zechmeister and Kürster, 2009). In the case of
the normalisation by the sample variance, the periodogram
powers follow a beta distribution (Schwarzenberg-Czerny,
1998). As the variance and the sum of squares differ by a con-
stant factor only, the type of distribution is the same. Here-
after, we only describe the situation for the normalisation by
sum of squares. At a single frequency the probability that a
peak height z exceeds a value of z0 is given by

Prob(z > z0)= (1− z0)
N−3

2 , (4)

where N is the number of data points (Zechmeister and
Kürster, 2009). Since periods in a frequency range are anal-
ysed, one is interested in the probability that one peak some-
where in the periodogram covering a frequency range1f ex-
ceeds a certain value by chance, which is given by the FAP.
The probability that all peaks in this frequency range are be-
low or equal to a certain value is given by (1−Prob(z >
z0))

Ni , where Ni is the number of independent frequencies
(number of frequencies where potentially peaks can occur).
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Then the FAP is

FAP= 1−
(
1−Prob(z > z0)

)Ni , (5)

where Ni gives the number of independent frequencies (see
e.g. Horne and Baliunas, 1986; Cumming et al., 1999; Zech-
meister and Kürster, 2009, for some discussion on FAP).
There is no analytical way to describe the number of inde-
pendent frequencies, but a good way to determine Ni is the
use of Monte Carlo simulations (see e.g. Cumming et al.,
1999).

The procedure to determine Ni using simulations is as
follows. As already pointed out by Scargle (1982) the cu-
mulative distribution function (CDF) can be used to deter-
mine the FAP. We use a large number of samples of ran-
dom values taken from a Gaussian distribution. Then we
calculate the LSP for each sample and determine the height
of the maximum peak within the analysed frequency range.
From these maximum peak heights, we calculate the em-
pirical CDF which gives the probability that the maximum
peak and thus all other peaks in a periodogram have a height
equal to or below a certain value. The CDF is then given
by (1−Prob(z > z0))

Ni , and consequently the FAP is then
1−CDF. In the last step we determine Ni by fitting Eq. (5).

An example for the results of this procedure is shown in
Fig. 2. The example shows the FAP derived from 10 000 sam-
ples of Gaussian noise, where each sample has 60 data points
and a sampling of 1 d−1; thus, the complete time interval
length is 60 d. The frequency range used for the analysis is
1f = 1/2–1/60 d−1. The frequency sampling during these
simulations (and all other simulations) is fixed with respect
to the length of the time interval, thus the duration of obser-
vations T and the frequency range. We evaluated the LSP at
Nfreq equally spaced frequencies in the frequency range 1f ,
where Nfreq = 4T1f , which was shown to be an adequate
sampling to observe all possible peaks by Cumming et al.
(1999). The blue circles show the results for Prob(z > z0) at a
single frequency. The theoretical curve of Eq. (4) is shown in
magenta. The determined probability and the theoretical one
match very well. The results for the FAP (1-CDF) are shown
as black circles. The red curve is determined by fitting Eq. (5)
to these data points. The number of independent frequencies
Ni in this case is about 72. From this curve, different FAP
levels can be determined. In the following we typically use a
FAP level of 5 %, which means that in only 5 % of the noise
samples the maximum peak in the complete frequency range
exceeded the corresponding peak height value. In Fig. 2 the
dashed horizontal line marks a FAP of 5 % and the intersec-
tion with the red curve gives the height of about 0.225 that
corresponds to this level.

3.2 Dependency of Ni and FAP

The number of independent frequencies Ni and the false
alarm probability depend on different factors: the length of
the analysed time interval T , the data gaps within the time in-

Figure 2. False alarm probability (FAP) and Prob(z > z0) at a
single frequency derived from 10 000 noise samples with 60 data
points each. The data sampling was 1 d−1 and the analysed fre-
quency range 1f = 1/2–1/60 d−1. The derived Prob(z > z0) is
shown with blue circles and the theoretical curve (Eq. 4) is depicted
in magenta. The determined FAP is shown by the black circles and
the fit to these data points using Eq. (5) is displayed as red curve.
The dashed horizontal line marks a FAP of 5 %.

terval, and the analysed frequency range 1f . Since different
situations with respect to data gaps can occur during the anal-
ysis of the OH∗ temperatures and, additionally, the length of
the window (time interval) and the frequency range can be
chosen, one would have to perform simulations for all situ-
ations. As these simulations are much more time-consuming
than the calculation of the LSP itself, we want to avoid these
numerous simulations. Thus, we examined the different de-
pendencies to find a faster and easier way to determine Ni
and thus the FAP levels. The sampling of the time series used
for these analyses was chosen to be 1 d−1, which is the same
as for the nightly mean OH∗ temperatures without data gaps.
For the different analyses, we varied only one parameter and
kept the other two fixed. In all cases 10 000 noise samples
were used to determine one Ni value.

Firstly, we analysed the dependency of Ni on the length
of the time interval T . Here the frequency range was kept
constant and the time series had no data gaps. As this is the
case and the sampling is 1 d−1, the length of the time interval
is equal to the number of data points N , i.e. a time interval
of 60 d has 60 data points. The frequency range was fixed to
1f = 1/2–1/60 d−1 for the first analysis. Since the width of
a peak is inversely proportional to the length of the analysed
time interval (see e.g. Cumming et al., 1999; Zechmeister
and Kürster, 2009), the number of independent frequencies
Ni for a fixed frequency range should linearly increase with
increasing time interval length. Figure 3 shows the results for
Ni for different time interval lengths T between 30 and 90 d
(typical values used for the analysis of nightly mean OH∗

temperatures) as blue full circles. Obviously, the dependency
is linear. A linear fit including an additional intercept leads to
an intercept of about zero. Thus, we calculated a fit line that
has to intersect the point (0,0) and only determined the slope
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of this line, which is 1.208 (±0.004) d−1. The fit is shown as
a blue line in Fig. 3a. Since the number of data points N
increases with increasing length of the time interval T , the
probability that the power at a single frequency exceeds a
certain value by chance decreases (compare Eq. 4). As this
effect is larger than the opposite effect of the increase in Ni,
the FAP levels also decrease. Figure 3b shows the levels of a
FAP of 5 % for the different time interval lengths as blue full
circles.

In a second analysis we varied the frequency range and
repeated the analysis that was done before. The frequency
ranges lay between 1/2–1/5 and 1/2–1/90 d−1. A smaller
frequency range should include a smaller number of inde-
pendent frequencies. As the decrease in Ni for a reduction
of 1f depends on the width of the peaks, and therefore on
the length of the time interval T , the decrease in Ni for the
same reduction of 1f has to be larger for larger T . This can
be seen in Fig. 3a, where example results for the frequency
ranges 1/2–1/5 and 1/2–1/10 d−1 are shown in black and
red, respectively. For the smallest frequency range, the lowest
values can be seen and the largest decrease in Ni is observed
for the longest time interval T . Because of this dependency of
the decrease in Ni on the time interval length, the fit lines are
not shifted by a constant value, but the slopes of the fit lines
change. Thus, the slopes depend on frequency range1f . Fig-
ure 3c shows the dependency of the slopes on the frequency
range 1f . Obviously, for the analysed frequency ranges this
dependency can be described by a straight line. A fit to the
data leads to the results for the slope of 2.92 (±0.02) d d−1

and for the intercept of −0.203 (±0.008) d−1. The fit line is
shown as black line. With the knowledge of these parameters
the number of independent frequenciesNi can be determined
for each combination within the analysed parameter range by

Ni =
(

2.92dd−1
·1f − 0.203 d−1

)
· T . (6)

In the last analysis we evaluated the dependency of Ni on the
number of data gaps in a fixed time interval. The frequency
ranges for this analysis were 1f = 1/2–1/5, 1/2–1/10, and
1/2–1/60 d−1. We took a time interval of 60 d and introduced
1 to 29 randomly distributed data gaps. We only removed
data points inside the complete time interval, i.e. both end
points were always there and the time interval length was
always 60 d. Since the spectral width of the peaks depends
on the length of the time interval, which is fixed, and not on
the number of data points, the number of independent fre-
quencies Ni is supposed to be almost the same for different
numbers of data gaps. Figure 4a shows Ni as a function of
the number of data gaps for different frequency ranges. In
all cases only a slight decrease in Ni with increasing num-
ber of gaps can be seen. The decrease is slightly larger for
those frequency ranges that lead to larger Ni values. But the
relative decrease is very similar for all shown situations. The
decrease in all cases is only of the order of a few percent
for 50 % data gaps. This decrease is caused by an on aver-

Figure 3. (a, b) Dependency of Ni and the FAP level of 5 % on the
length of the time interval T and the frequency range. The analysed
frequency ranges are 1/2–1/5, 1/2–1/10, and 1/2–1/60 d−1, and
the time series of the simulations have no data gaps. (c) Dependency
of the slopes (lines from panel a) and additionally for the frequency
ranges (1/2–1/30 and 1/2–1/90 d−1) on the frequency range 1f .
The error bars show 2 times the standard error of the slopes.

age very small decrease in the resolution caused by a small
increase in the peak width. Although the number of inde-
pendent frequencies is nearly constant, this does not mean
that the FAP levels stay the same. Since the number of data
points N decreases with increasing number of data gaps, the
probability that the power at a single frequency exceeds a
certain value increases (compare Eq. 4). Thus, the FAP for
a certain peak height also increases. This increase is shown
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Figure 4. Dependency of Ni and the FAP level of 5 % on the num-
ber of data gaps in a fixed time interval of length T . The analysed
frequency ranges are 1/2–1/5, 1/2–1/10, and 1/2–1/60 d−1, and
the time interval length is 60 d.

in Fig. 4b. The effect of the decrease in Ni on the FAP lev-
els of 5 % is typically of the order of a few per mil (‰).
Thus, a non-consideration of this decrease in Ni would lead
to a very small change in the FAP levels. Furthermore, the
change when considering the decrease would be negative,
i.e. the FAP for the same height z would get smaller. Con-
sequently, the FAP levels of 5 % also have smaller values.
Thus, a non-consideration would not change the judgement
if a signal is significant or not in a false way. When a sig-
nal exceeds a higher value it will certainly exceed a smaller
value, too. Nonetheless, in the FAP levels shown later on, the
effect of the data gaps on the Ni values is considered.

4 Data evaluation

4.1 Artificial data

In order to study the performance of the approach we anal-
ysed different time series of artificial data. In this section
we present selected examples of these time series. The to-
tal length of the time series was always 1 year (365 d) and
the sampling was 1 d−1, which is the same as for the nightly
mean OH∗ temperatures without data gaps.

The analysis of a single sinusoid is a very trivial problem
and the approach delivers the expected results (not shown).
As the approach shall be used in the case of non-stable pe-
riodicities, we focus here on such problems. The first exam-
ple shows a time series of a periodic signal with a period
that increases with time from approximately 8 to 16 d and
an amplitude of 1 K. The time series is shown in Fig. 5a
as a black curve. (The components signal (blue) and noise
(green) are shown additionally in separate panels.) The re-
sults of the analysis are shown in Fig. 5b and c for the nor-
malised power and the amplitude, respectively. The y axes of
these two figures give the frequency and period, respectively,
and the x axes show the centre days of the sequentially anal-
ysed time intervals. The normalised power and the amplitude
are shown colour coded and the white contour lines mark the
FAP level of 5 % (Ni was determined using Eq. 6). The re-
sults clearly show the change in the period with time and the
normalised power is close to one. The small deviation from
a value of one can be explained by the change in the period,
which occurs on a smaller timescale than the interval size
of 60 d. Thus, a sinusoid with a fixed period is not able to
explain the complete variance in each of the analysed time
intervals. The results for the amplitude show values close to
1 K, and thus also the expectation. The analysis was repeated
for the same periodic signal with additional noise added to
the time series and also data gaps that have been incorpo-
rated. The standard deviation of the noise was 0.5 times the
standard deviation of the signal and thus the variance of the
noise is one-quarter of that of the signal. Additionally, about
30 % of the data points have been randomly removed. The
signal with gaps (blue curve), the noise (green curve), and the
complete time series (sum of both; black curve) are shown
in Fig. 5d. The corresponding results are shown in Fig. 5e
and f. The displayed FAP level of 5 % was determined for
each LSP individually with respect to the varying length of
the time interval (when end points are missing) and the num-
ber of data points inside these time intervals. Additionally,
the small decrease in Ni due to the data gaps was considered
(see Sect. 3.2). The change in the period is still captured very
well. In the case of noise and data gaps, the normalised power
reduces to a value of about 0.8 as a part of the variance can
be explained by the contribution of the noise (ratio 4 to 1 for
signal to noise). The amplitude shows some fluctuations, but
these fluctuations go around a value of 1 K. Additionally, the
noisy behaviour at smaller periods is much better visible for
the amplitudes compared to the powers, because the square
root of the powers enters the calculation of the amplitudes
(compare Eq. 3) and therefore differences with respect to the
maximum amplitude get smaller. In total, the results clearly
capture the main features of the time series with respect to
period, amplitude, and explained variance.

We additionally present two further examples. The time
series and the results of the analyses are shown in Fig. 6.
The first time series is composed of a periodic signal with a
period of 25 d, and an amplitude that varies between 0 and
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Figure 5. (a) Time series of a periodic signal with increasing period. The upper panel shows the signal, the middle panel the noise, and
the lower panel the sum of both. (b, c) Results for the normalised power and amplitude. The results are displayed at the centre day of the
corresponding time window. The length of the time window was 60 d. The white contours mark the significant results. (d–f) Same as for
(a–c) with additional noise added to the time series and data gaps.

1 K (Fig. 6a blue curve in upper panel), and additional noise
(Fig. 6a green curve in middle panel). The standard devia-
tion of the noise was again 0.5 times the standard deviation
of the signal and about 30 % of the data points have been re-
moved. The complete time series is shown as a black curve
in the lower panel of Fig. 6a. The results for the normalised
power and the amplitude are shown in Fig. 6b and c, respec-
tively. The normalised power shows an increasing value to
the centre of the complete time interval. This behaviour is
caused by the contribution of the noise to the total time se-
ries, which is much larger when the amplitude is small and
decreases with increasing amplitude of the signal. The result
for the amplitude nicely reflects the increase in the amplitude
to the centre and the following decrease to the end of the time
series. As the variation of the amplitude occurs on a smaller
timescale than the chosen time interval for the analysis some
kind of averaging occurs. Thus, the theoretical maximum of

1.0 K is not reached and the maximum value that is observed
is about 0.9 K. In total, the main features of the signal are
captured very well by the analysis and the correct period and
the variation of the amplitude with time are detected. The
last example shows the sum of the two former ones. Thus,
the complete time series (Fig. 6d black curve in lower panel)
is composed of a sinusoid with an amplitude of 1 K and an
increasing period (Fig. 6d blue curve in upper panel), a peri-
odic signal with a period of 25 d and an amplitude that varies
between 0 and 1 K (Fig. 6d red curve in second panel), and
noise (Fig. 6d green curve in third panel). The standard devi-
ation of the noise and the number of data gaps are the same as
before. The results for the normalised power and amplitude
are presented in Fig. 6e and f, respectively. The first signal
can significantly be detected during the whole time and the
increase in the period from about 8 to 16 d is captured very
well. As the amplitude of the second signal increases to the

www.atmos-meas-tech.net/13/467/2020/ Atmos. Meas. Tech., 13, 467–477, 2020



474 C. Kalicinsky et al.: Moving Lomb–Scargle periodogram

Figure 6. (a) Time series of a periodic signal with varying amplitude and additional noise and data gaps. The upper panel shows the signal, the
middle panel the noise and the lower panel the sum of both. (b, c) Results for the normalised power and amplitude. The results are displayed
at the centre day of the corresponding time window. The length of the time window was 60 d. The white contours mark the significant results.
(d) Time series of a periodic signal with increasing amplitude plus a periodic signal with varying amplitude and additional noise and data
gaps. The upper two panels show the two signals, the third panel the noise, and the lower panel the sum of all. (e, f) Same as for (b, c).

centre of the complete time interval, this signal can only be
significantly detected in the middle of the complete time in-
terval. The normalised power reflects the different contribu-
tions of the two signals to the complete time series very well.
In the middle of the complete time series, each single signal
contributes to almost the same amount, as the amplitude is
about 1 K in both cases. The remaining part of the total vari-
ance can be explained by the noise (variance of noise is 0.25
times variance of sum of signals). At the beginning and the
end, only the first signal and additionally the noise contribute
to the complete time series. The results for the amplitude also
show the main features of the two signals. For the first sig-
nal, the amplitude stays at around 1 K during the whole time
and the amplitude modulation of the second signal is also
captured. Compared to the former example, the result for the

amplitude is noisier because of the larger absolute noise in
the last example.

In summary, the applied method is able to detect periodic
signals that vary with time, i.e. the amplitude or the period
changes with time. In cases where changes occur on much
smaller timescales than the used time window, the results
show some kind of averaging. Then the maximum values of
the amplitude or the explained variance cannot be obtained
and a mean value in the analysed time window is derived.
The method is also very useful when noise is added to the
time series and additionally data gaps are introduced. Al-
though about 30 % of the data points have been removed,
the results are very good and still reflect the behaviour of the
signals. Thus, the presented method is well suited to anal-
yse time-varying periodicities even in the case of unequally
spaced time series.
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4.2 Measurement data

The OH∗ temperatures are derived from measurements by
a GRIPS (GRound-based Infrared P-branch Spectrometer)
instrument operated in Wuppertal (51◦ N, 7◦ E; Germany).
This GRIPS instrument measures three emission lines of the
OH∗(3,1) band, the P1(2), P1(3), and P1(4) lines. The rela-
tive intensities of these lines are used to derive rotational tem-
peratures (Bittner et al., 2000, and references therein). The
OH layer from which the emissions originate is located in
the mesopause region. The mean altitude is about 87 km and
the layer has a full width at half maximum (FWHM) of about
9 km (e.g. Baker and Stair Jr., 1998; Oberheide et al., 2006).
Measurements are carried out every night, except for nights
with bad weather conditions. The OH∗ temperatures have
been continuously observed from Wuppertal since mid-1987
and a GRIPS instrument is still in operation to continue the
observations. Until mid-2011 the measurements have been
carried out by the GRIPS-II instrument (see Bittner et al.,
2000, 2002, for an instrument description), and after that the
GRIPS-N instrument (follow-up of GRIPS-II) is used to con-
tinue the observations (Kalicinsky et al., 2016).

Figure 7 shows the nightly mean OH∗ temperatures for
the year 1989 as an example. This year was chosen because
Bittner et al. (2000) analysed the same year with a differ-
ent technique (wavelet transform); thus, the results of our ap-
proach can be compared to their results. The temperatures
show the typical seasonal behaviour with a temperature min-
imum in summer and a maximum in winter. This behaviour
can be described with three main components: an annual,
a semi-annual, and a ter-annual cycle (Bittner et al., 2000).
The red curve in the figure shows a least squares fit to the
data that considers these three components. Such fits are typ-
ically used to determine the annual average OH∗ tempera-
tures since a simple arithmetic mean is not advisable because
of the data gaps (e.g. Bittner et al., 2002; Offermann et al.,
2010; Perminov et al., 2014; Kalicinsky et al., 2016). The
lower panel of Fig. 7 shows the residual temperatures, i.e.
the OH∗ temperatures minus the determined fit curve. Bittner
et al. (2000) already showed that such residual temperatures
include statistically significant periodic fluctuations. We now
analyse the residual temperatures with respect to such fluctu-
ations using the moving LSP approach.

The results for the normalised power and the amplitude
are shown in Fig. 8. Different events with significant periodic
fluctuations can be detected when using the moving LSP ap-
proach. The largest event is detected at the beginning of the
year. The determined period is about 40 d and the amplitude
6 to 7 K. This behaviour can also be seen in the residual tem-
peratures just by eye (compare Fig. 7). It seems that the fluc-
tuations continue with a slightly larger period and smaller
amplitude, but the result cannot be judged as significant af-
ter a centre day of the interval of about 70 d. As can be seen
in the residual temperatures, the number of observations be-
tween day 75 and 125 is very low and a lot of data gaps are

Figure 7. Nightly mean OH∗ temperatures observed from Wupper-
tal in the year 1989. The red curve shows the fit of the seasonal cycle
including an annual, semi-annual, and ter-annual components. The
residual temperatures (measurements minus fit) are shown in the
lower panel.

present. The FAP levels for time windows including a large
number of data gaps increase then and thus the results are not
significant, although it is likely that the signal is still there
and real. Additionally, the data gaps are responsible for the
vertical structure that can be clearly observed in the ampli-
tudes in this time region, because the gaps interrupt the conti-
nuity. Around a centre day of 250, a second significant result
for a fluctuation with a period of about 50 d is detected, but
the amplitude is smaller with 4 to 5 K. At the end of the year
additional significant events with smaller periods of about
10 and 16 d can be seen. All of these significant fluctuations
agree well with the findings of Bittner et al. (2000), where
the authors analysed the same observations using a wavelet
transform and assimilation technique based on the maximum
entropy method to get rid of the data gaps. Our new method
now enables a safe detection of such significant fluctuations
without the need for processing the data before the analysis.

5 Summary and conclusions

We present an approach to analyse time series with unequal
spacing with respect to significant period fluctuations. The
approach is also able to derive time-resolved information on
the periods and amplitudes of the detected fluctuations. It is
based on the classical Lomb–Scargle periodogram (LSP), a
method that can handle unequally spaced time series. Addi-
tionally, it uses the idea of a moving window to enable the
determination of time-resolved periods and amplitudes. The
significance of the results is analysed with the typically used
false alarm probability (FAP). As the determination of the
FAP levels needs many simulations, we derived the depen-
dencies of the FAP levels on the length of the analysed time
interval T , the frequency range 1f , and the number of data
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Figure 8. Results for the normalised power and amplitude for the analysis of the temperature residual of the GRIPS observations in 1989.
The results are displayed at the centre day of the corresponding time window. The length of the time window was 60 d. The white contours
mark the significant results.

gaps to find a fast and easy way to calculate the FAP levels in
the used parameter range. Thus, we can avoid a large number
of simulations. In the analysed parameter range, the number
of independent frequencies Ni shows a linear dependency on
the length of the time interval T , because the peak width is in-
versely proportional to T . Furthermore, the slope of the line
that describes this dependency is different for different fre-
quency ranges, where a smaller frequency range 1f reduces
the slope. We used these two relationships to quickly calcu-
late the FAP levels. The number of data gaps has only a very
minor effect, because the peak width depends on the length
of the time interval and not on the number of data points.

The approach was tested with different artificially gener-
ated time series. These time series include variations of the
period and amplitude with time, and, additionally, noise is
added and data gaps have been introduced. In all cases, the
approach shows very good results and thus the approach is
a suitable method for the time-resolved detection of periodic
fluctuations, even in the case of unequal spacing. Finally, we
analysed the nightly mean OH∗ temperatures that have been
observed from Wuppertal (51◦ N, 7◦ E; Germany) in the year
1989. The results show several significant events with fluc-
tuations that have periods in the range between 10 and 50 d
and amplitudes between 3 and 7 K. These significant results
agree very well with the results of a former study carried out
by Bittner et al. (2000) without the need for processing the
data before the analysis.

Data availability. The nightly mean OH∗ temperatures can be ob-
tained by request to the corresponding author or to Peter Knieling
(knieling@uni-wuppertal.de).
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Long‐term development of short‐period gravity waves
in middle Europe
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[1] The long‐term development of short‐period gravity waves is investigated using the
analysis of temperature fluctuations in the mesosphere. The temperature fluctuations are
quantified by their standard deviations s based on data from OH measurements at
Wuppertal (51°N, 7°E) and Hohenpeissenberg (48°N, 11°E) obtained from 1994 to 2009
at 87 km altitude. The temperatures are Fourier analyzed in the spectral regime of periods
between 3 and 10 min. The resulting oscillation amplitudes correlate very well with
the standard deviations. Shortest periods are taken as “ripples” that are indicative of
atmospheric instabilities/breaking gravity waves. In consequence the standard deviations
are used as proxies for gravity wave activity and dissipation. This data set is analyzed for
seasonal, intradecadal, and interdecadal (trend) variations. Seasonal changes show a
double peak structure with maxima occurring slightly before circulation turnaround in
spring and autumn. This is found to be in close agreement with seasonal variations of
turbulent eddy coefficients obtained from WACCM 3.5. The intradecadal variations show
close correlations with the zonal wind and the annual amplitude of the mesopause
temperature. The long‐term trend (16 years) indicates an increase of gravity wave activity
of 1.5% per year. Correspondences with dynamical parameters such as zonal wind
speed and summer length are discussed.

Citation: Offermann, D., J. Wintel, C. Kalicinsky, P. Knieling, R. Koppmann, and W. Steinbrecht (2011), Long‐term
development of short‐period gravity waves in middle Europe, J. Geophys. Res., 116, D00P07, doi:10.1029/2010JD015544.

1. Introduction

[2] Atmospheric gravity waves (GW) are known to be
important parts of middle atmosphere dynamics. They have
been intensively studied since the early work of Colin Hines
[Hines, 1960] with respect to their influences on atmo-
spheric structure and variability [e.g., Andrews et al., 1987;
Fritts and Alexander, 2003]. They are known to control the
mesospheric circulation and its changes by dissipation and
momentum deposition [e.g., Fritts et al., 2006]. An exten-
sive review on the voluminous literature on GW has been
given by Fritts and Alexander [2003]. More recent devel-
opments are described e.g., by Preusse et al. [2006, 2008,
2009], Ern et al. [2004], Jacobi et al. [2006], Krebsbach
and Preuße [2007], Wu et al. [2006], and the references
given therein.
[3] Substantial amount of work has been spent on the

question as to the origin of gravity waves in the mesosphere.
There are many sources in the lower atmosphere (orographic
structures, weather systems), and GW upward propagation
in the middle atmosphere up to the mesopause has been
extensively studied e.g., by ray tracing methods [Preusse

et al., 2009, and references therein]. Gravity waves are
subject to many influences and modifications on their way up
to the mesosphere and lower thermosphere, as for instance by
wind filtering in the middle atmosphere [e.g., Alexander,
1998]. Wavelike oscillations are also known to be excited
in situ in the mesosphere by breaking gravity waves and
Kelvin‐Helmholtz or convective instabilities. These have
exceptionally short periods and wavelengths (“ripples”), and
are investigated in detail by theory and imaging experiments
[e.g., Nakamura et al., 1999; Horinouchi et al., 2002; Hecht,
2004, Hecht et al., 2005, 2007; Taylor et al., 1997, 2007;
Shiokawa et al., 2009]. Gravity wave–fine structure inter-
actions, related Kelvin‐Helmholtz instabilities, and turbu-
lence production have also been numerically studied by
Fritts et al. [2009, and references therein].
[4] Gravity wave amplitudes in the upper mesosphere are

comparatively large. At the mesopause they appear to be the
strongest of all types of waves (in temperature [Offermann
et al., 2009]). In the lower mesosphere and upper strato-
sphere their amplitudes are relatively small indicating con-
siderable wave dissipation. Gravity waves therefore appear
to be linked to turbulence production and hence to eddy
diffusion in the mesosphere [e.g., Rapp et al., 2004].
[5] Considering the general importance of gravity waves

it is interesting to study possible long‐term changes.
Seasonal variations have been analyzed on many occasions,
and sometimes with quite different results. Annual and
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semiannual variations have been found with maxima at
solstices or at equinox. The structures depend on the wave
frequency, and can be different for different latitudes as
well as different altitudes. Measurement parameter (wind,
temperature) also appears to play a role. For details, see,
e.g., Manson et al. [1999], Jacobi et al. [2006], Dowdy
et al. [2007], Offermann et al. [2009], and Preusse et al.
[2009], and the many references given therein. Interannual
(intradecadal) and interdecadal (long‐term trend) results are
much more scarce. Considerable interannual variability has
been observed, and there appear to be indications of solar
cycle influences [e.g., Jiang et al., 2006; Jacobi et al., 2006].
An analysis of a limited data set at the station of Wuppertal
(51°N, 7°E) was given by Offermann et al. [2006]. The latter
data are substantially extended and analyzed in detail in the
present paper.
[6] Gravity waves are extremely manifold as their wave-

lengths, periods, and propagation directions are considered.
All these parameters vary with altitude, latitude, and specific
location of the measurements. Data interpretation is there-
fore not easy, and a consistent climatology is obviously
difficult to obtain. Furthermore ground based measurements
lack horizontal and sometimes also vertical information.
Satellite measurements are limited to gravity waves of
longer wavelengths in the horizontal or vertical direction
because of limited spatial resolution of limb sounders in the
horizontal and nadir sounders in the vertical [e.g., Alexander,
1998; McLandress et al., 2000; Preusse et al., 2006]. These
types of measurements have been performed by various
satellites instruments such as MLS, LIMS, CRISTA, SABER,
HIRDLS, and AMSU [Wu and Waters, 1996; Fetzer and
Gille, 1994; Eckermann and Preusse, 1999; Preusse et al.,
2006, Alexander and Ortland, 2010; Jiang et al., 2006].
(Explanation of the acronyms is given in Table 1.)
[7] Up to now the time intervals covered by satellite

measurement series are rather limited. Much longer data
series are available from various ground experiments. These
include radar wind measurements, Lidar intensity or tem-
perature measurements, and airglow spectral or imaging
observations of temperature or intensity [e.g., Fritts and
Alexander, 2003; Scheer et al., 2006; Jacobi et al., 2006;
Hoffmann et al., 2011, and references therein]. High time
resolution can be obtained by these techniques. Particularly

high resolution has been obtained by the OH technique.
Mesospheric oscillations with periods of a few minutes have
been observed by OH imaging experiments [e.g., Taylor
et al., 2007; Hecht et al., 2007].
[8] In the present paper we discuss an OH data series

covering 16 years of observation (1994–2009) with a time
resolution of 1.3 min taken at the station of Wuppertal
(51°N, 7°E, GRIPS II instrument). In addition, six years
of data taken at Hohenpeissenberg (48°N, 11°E, GRIPS I,
2004–2009) are also included. This is a large amount of
data, only part of which can be discussed here. The paper is
organized as follows: Section 2 describes the data and their
analysis. Section 3 compares oscillation amplitudes and the
standard deviations sN from the nightly mean temperature
as a proxy for mesospheric waves. In section 4 the seasonal
variations of this parameter are discussed. This includes
wave breaking and eddy coefficients Kzz as obtained from a
recent atmospheric model WACCM 3.5. Section 5 analyzes
intradecadal and interdecadal variations. Section 6 discusses
the results and compares them with other data. Section 7
summarizes the results.

2. Data and Analysis

[9] The hydroxyl (OH) layer in the upper mesosphere is
centered at about 87 km altitude and is 8 km wide (full
width at half maximum) [e.g., Bittner et al., 2002;
Oberheide et al., 2006; Mulligan et al., 2009; Offermann et
al., 2010]. The exact layer altitude is not very important for
the wave analyses presented here. The OH molecules are
chemically excited and emit a broad spectrum of lines at
visible and near infrared wavelengths. These emissions are
widely used to determine atmospheric temperatures at this
altitude [e.g., Scheer et al., 2006]. Such measurements are
also taken at the station of Wuppertal (51°N, 7°E) by a small
grating spectrometer of moderate resolution (GRIPS II).
With this instrument the intensities of three P band lines at
wavelengths of 1.524 mm, 1.533 mm, and 1.543 mm are
measured, from which the temperature is derived. Instru-
ment and measurement technique are described in detail by
Bittner et al. [2002] and Offermann et al. [2010]. A similar
(“twin”) instrument (GRIPS I) is operated at the station of
Hohenpeissenberg (48°N, 11°E) about 360 km south of
Wuppertal [Offermann et al., 2010, 2011]. The measure-
ments are taken during night to avoid stray light from the
sun. The fields of view are tilted northward to avoid moon
interferences. Cloud‐free observations were used only. The
three infrared lines of one spectrum are measured within
54 s. This should be fast enough to limit the distortion of
the derived temperature value by haze possibly drifting
into the field of view.
[10] The OH temperatures show strong variations on a

wide range of time scales, reaching from minutes to decades.
One recurrent variation with large amplitude is the seasonal
change. An example for Wuppertal is shown in Figure 1.
Mean nightly temperatures are given. They are low in
summer and high in winter which is due to the large scale
circulation. The seasonal variation is modeled by an har-
monic analysis (solid line in Figure 1) with seven free
parameters: mean temperature T0, three amplitudes A1,A2,
A3 for annual, semiannual, and terannual components, and
the corresponding phases. Figure 1 shows the data of 2005.

Table 1. List of Acronyms

Acronym Definition

AMSU Advanced Microwave Sounding Unit
AURA NASA satellite, Earth science Projects Division
CRISTA Cryogenic Infrared Spectrometers and Telescopes for

the Atmosphere
DOY Day Of Year
ESD Equivalent Summer Duration
FFT Fast Fourier Transform
GCM General Circulation Model
GRIPS Ground based Infrared P‐branch Spectrometer
HIRDLS High Resolution Dynamics Limb Sounder
LIMS Limb Infrared Monitor of the Stratosphere
MLS Microwave Limb Sounder
SABER Sounding of the Atmosphere using Broadband

Emission Radiometry
TIMED Thermosphere, Ionosphere, Mesosphere, Energetics,

and Dynamics
WACCM Whole Atmosphere Community Climate Model
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This year is chosen because it is near the middle of our data
window analyzed and because the terannual component of
the harmonic fit is well visible as relative increases around
DOYs 100 and 250, respectively. Seasonal analyses for
years 1987–2008 have been described by Offermann et al.
[2010], and some long‐term trends have been obtained.
[11] Here we analyze the temperature measurements from

1994 to 2009 for the fastest oscillations detectable by our

technique. One infrared spectrum is taken every 1.3 min. As
an example a data set resulting from 16 spectra in a 21 min
interval is shown in Figure 2. Oscillation periods down
to 2.6 min can be determined according to the Nyquist
theorem.
[12] The data are analyzed on a nightly basis. Owing to

the time resolution of our instrument the data are fairly
noisy. This is partly due to the intensity fluctuations of the

Figure 1. Seasonal variation of OH temperatures in 2005. Nightly mean values are given. The solid
curve is a harmonic fit with annual, semiannual, and terannual components.

Figure 2. Data set of 21 min length. (a) Temperatures are derived from hydroxyl lines P1(2), P1(3), and
P1(4) and (b) their intensities (P1(2), red; P1(3), blue; and P1(4), green). Time distance of data points is
1.3 min.
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three infrared lines used. Their noise is amplified by the
nonlinear retrieval method used to determine the tempera-
ture [Bittner et al., 2002]. As a measure of the temperature
fluctuations we use the standard deviation sN from the
nightly mean temperature. These sN values can be occa-
sionally quite large (40 K). They contain both the noise and
the atmospheric variations due to waves and “ripples” (see
below).
[13] The objective of our analysis is to separate the waves

from the noise. For this purpose we use a spectral analysis
(FFT). As the noise can be much larger than the amplitudes
of the atmospheric waves, it cannot be excluded that some
noise fluctuations are mistaken as waves by the spectral
analysis. To avoid a distortion of our results we use the
following procedure: We perform an FFT analysis not only
for the temperatures, but at the same time also for the
intensities of all three infrared lines. A wave identified in
the temperatures is accepted as valid only if it shows up in the
intensities of the lines as well. An example is shown in
Figure 2. For all subsequent analyses we use data sets of 16
data points, i.e., 16 measured intensity spectra for the FFT.
The three FFT spectra of the three lines are averaged and
compared to the temperature FFT spectrum. This is shown in
Figure 3 for the temperature and intensity data of Figure 2.
An FFT analysis of 16 data points yields amplitudes of
eight spectral elements (21 min, 10.4 min, 6.9 min, 5.2 min,
4.2 min, 3.5 min, 3 min, and 2.6 min). We do not use the
two end points of the spectrum. We count a wave event as
valid only if (1) the temperature spectrum has a relative
maximum at a given spectral position, i.e., the amplitude at
this point is 5% larger than at its two neighbor positions, and
(2) if the mean intensity spectrum has a corresponding
maximum at the same spectral position. For the example
given in Figure 3 this is the case at the period of 6.9 min.
However, we also count an event as valid if the intensity
maximum does not occur at the same spectral position as
that of the temperature but at the neighbor position. In the
example given in Figure 3 this occurs at 3 min and 3.5 min,
respectively. The reason is the limited spectral resolution of
our FFT. This may attribute a wave to a spectral position or

to its neighbor if the wave period is about in the middle.
Thus Figure 3 counts two maxima in total.
[14] Our analysis method is fairly conservative. It is jus-

tified as follows: If in the atmosphere there is a wave in the
temperature this also causes a wave in the three intensity
lines used by us. This is because temperature enters the
equation of OH level excitation (exponentially). In general
temperature variations and those of the intensities seen in
the data may not be independent. There are three cases to
consider: (1) If the mean of three intensity lines shows a
wavelike structure and a temperature wave results (and vice
versa) we count this as a valid event. (2) If there is an
oscillation in the temperature but not in the intensities there
are three possibilities: either the intensities have been dis-
turbed too strongly (for instance by some noise) or the
intensities have compensated to some extent, or there is no
real wave in the temperature at all, i.e., it is accidental. In
each of these cases the event/time interval considered is
discarded as a candidate for containing a temperature wave.
(3) There is an oscillation seen in the intensities, but not in
temperature. This may for instance happen if the intensities
are modulated in a wavelike form by some obstacle (cloud)
in the field of view. In this case the three lines are changed
by the same factor, and the retrieval algorithm does not yield
a temperature change. Also this type of event is discarded.
[15] Our selection criterion thus is strict as quite a few

(small) waves may be lost. It has, however, the advantage to
exclude strong noise fluctuations in the temperature signal
from being accidentally taken as real temperature waves.
We have checked on this effect by dropping the requirement
that an intensity maximum must be seen simultaneously
with the temperature maximum. As expected the amplitudes
given in Figure 4 belowwent up. The changes weremoderate:
between 10% and a factor 2.3.
[16] Our method thus yields lower limits for wave

occurrence and wave amplitudes. It does not give a clima-
tology as it is biased for instance toward high temperature

Figure 3. FFT spectra of the data shown in Figure 2.
Temperature amplitudes are shown as squares (left ordinate),
and mean intensity amplitudes are shown as circles (right
ordinate) (see text).

Figure 4. Mean temperature spectra in 3‐monthly intervals
in 1997.
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amplitudes. This is, however, not a limitation for the present
analysis as this studies relative variations, only.
[17] To obtain a general impression of the temperature

spectra we have analyzed the data of all nights available in
year 1997 which we use as a test year here. Again, data sets
of 21 min length have been used. Amplitudes are very dif-
ferent and can be substantial (see Figure 3). We therefore
calculate for a given oscillation period a mean amplitude per
night which is weighted by the occurrence frequency.
Resulting mean spectra are shown in Figure 4 for various
times of the year 1997. The curves give means of three
months each which are moved in steps of two months
through the year (i.e., JFM, MAM, MJJ, JAS, SON, NDJ).
The error bars are errors of the mean.
[18] The amplitudes are between 1 K and 5 K, which is

typical also of other years. It is interesting to note an increase
of amplitudes from long to short periods in Figure 4. This is
essentially determined by the occurrence frequencies of the
oscillation periods as the amplitudes are rather similar (±5%,
decreasing from long to short periods). The increase is seen
in a similar way in other years, too (1997–2009).
[19] Only part of the oscillations in Figure 4 can be

gravity waves as these can exist only at periods longer than
the Brunt‐Väissällä period (5 min). Following suggestions
by Taylor and Hapgood [1990], Taylor et al. [1997], Hecht
[2004], and Hecht et al. [2007] we assume as a working
hypothesis that our 3 min periods are “ripples” that are
indicative of atmospheric instabilities. This is discussed in
detail in section 6.1 below. The curves in Figure 4 indicate a
seasonal variation of the amplitudes with greatest values in
late summer and autumn. This will be discussed in detail
below (section 4).
[20] We have checked whether the maximum criterion

“5% larger than at its two neighbor positions” might be too
weak. We have raised that value in steps up to 40%. This
should decrease the mean amplitudes in Figure 4. It does as
expected. The changes are, however, moderate. Up to a 20%
criterion they are 7–25%. For the 40% criterion they are
50% to a factor 1.4. The relative form of the spectra remains
about the same in all cases.
[21] We have also checked whether the increased maxi-

mum criteria affect the long‐term correlation of the short‐
period proxy sa and the longer‐period proxy sN discussed
below (first and second paragraphs in section 4, and Figure 9).
It is found that the long‐term sa curve in Figure 9 is essen-
tially unchanged in its relative structures. The correlation
coefficients between sa and sN are slightly reduced by 4% in
the 20% case and by 13% in the 40% case.
[22] It needs to be mentioned that the temperature changes

shown in Figure 2a are very large, and high amplitudes
result in Figure 3. This is not a common feature. These data
rather were chosen to give a pronounced example. In gen-
eral amplitudes larger than 25 K amount only to a few
percent of occurrence for the periods shown in Figure 4.
Temperature changes of 50 K or more within 1.3 min occur
in less than 4% of the cases.
[23] The complexities of airglow wave structures in the

upper mesosphere including line‐of‐sight cancellations have
recently been demonstrated by Snively et al. [2010]. They
show how difficult it is to analyze in detail spatial and
temporal structures especially for measurements from a

single station. We do not attempt this here but rather study
the long‐term stability or variation of our signatures.

3. Standard Deviations and Wave Amplitudes

[24] For a given time interval (e.g., one night) we calcu-
late a mean temperature and the deviations from this mean.
The corresponding standard deviation sN is a convenient
parameter to estimate the magnitude of the temperature
fluctuations in that time interval. These fluctuations contain
contributions from genuine atmospheric noise, instrumental
noise, gravity waves of various oscillation periods, and
possibly other fast waves as tides and fast planetary waves.
Figure 5 shows nightly standard deviations sN for the recent
years in Wuppertal (black curve). The scatter of the sN data
is fairly large and the data have therefore been smoothed by
a 50‐point Savitzky‐Golay algorithm which has a good
resolution [Savitzky and Golay, 1964]. This type of
smoothing is used in all pictures given here if not stated
differently. The error is estimated to ±0.7 K. The resulting
values in Figure 5 are high and still quite variable. There are
two major variations: a long‐term change over several years,
and a pronounced shorter variation during the course of the
year which appears to recur in a similar manner each year.
Either variation must have specific reasons beyond simple
noise, because it is hard to believe that atmospheric and/or
instrumental noise could have the time dependences shown.
Especially interesting is the intra‐annual variation which
shows a pronounced peak in autumn and a smaller peak in
spring. This pattern is seen in most of the years analyzed
(see also Figure 9 below). To study whether this is a general
structure or a feature specific to the Wuppertal measurement
site, we have added a second data set to Figure 5 (red curve).
It shows sN values measured by our twin instrument GRIPS
I at Hohenpeissenberg. Note that this curve has been shifted
upwards by 10 K to better distinguish it from the Wuppertal
curve. The sN values at the two places are fairly similar,
those at Hohenpeissenberg being somewhat larger. The
intra‐annual variations with the two peaks mentioned are
found at Hohenpeissenberg, too. Hence, these features are
general structures, indeed.
[25] Gravity wave activity is believed to influence the

mesosphere and its circulation [e.g., Holton, 1983; Jiang
et al., 2006]. This should somehow be linked to our sN
values. As gravity waves can have periods and wavelengths
of very different magnitudes it needs to be determined which
wave has which effect? We start here with the shortest per-
iods we can measure as described in section 2. Afterwards
we compare them with sN which covers somewhat longer
periods.
[26] As mentioned before, we use the year 1997 as a test

year. To express the amplitudes of the short periods in terms
of standard deviations we calculate an equivalent standard
deviation sa for the shortest oscillations. For this we cal-
culate for each period i (i = 1–6) given in Figure 3 the mean
amplitude āi in a given night. Only nights with more than
five data sets of 21 min available are considered. Parameter
sa is then calculated from equation (1).

�a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

X6
i¼1

a2i

vuut ð1Þ
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The resulting sa values are used as a measure of short‐
period wave/oscillation activity. These values are plotted for
all nights in 1997 versus sN in Figure 6. A close correlation
is obtained with a correlation coefficient r = 0.91. The slope
of the regression line is 0.38 K/K. If the whole smoothed
data set 1994–2009 discussed below is used, the respective
numbers are r = 0.94 and slope = 0.40 K/K.

[27] The time dependence of sN and sa during the course
of the year 1997 is shown in Figure 7. As shown by the
slope of the line in Figure 6 sa amounts to about 40% of sN.
A 20‐point smoothing has been applied for the two curves.
The two curves are nearly parallel, i.e., their relative varia-
tions are very similar. This indicates that the regression line

Figure 6. Short‐period oscillation amplitudes sa compared to temperature standard deviations sN in
1997. Correlation coefficient is r = 0.91. Slope of regression line is (0.38 ± 0.012) K/K (see text).

Figure 5. Nightly standard deviations sN from mean temperatures during the course of years 2004–2009.
Data have been smoothed by a 50‐point Savitzky‐Golay algorithm. Black curve shows results from
Wuppertal (51°N, 7°E, GRIPS II), and red curve shows those from Hohenpeissenberg (48°N, 11°E, GRIPS I).
The red curve has been shifted upward by 10 K for clarity.
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in Figure 6 is representative of all parts of the year. The
errors are about ±0.3 K for sa and ±0.7 K for sN.
[28] The parameter sa is a cumulative measure of the

amplitudes of the six oscillation periods. It remains to be
determined whether or not the amplitudes of the individual
periods also behave similarly, or whether certain periods
might show a peculiar behavior. This might happen because
the shortest periods (3–4.2 min) may be of other origin than
the longer periods (6.9–10.4 min) (ripples versus gravity
waves, see section 6.1, 6.2). To check on this we plotted the
amplitudes of the six periods similarly as in Figure 7 and
smoothed them accordingly. These mean curves are shown
in Figure 8 together with those of sa and sN as references.
The estimated errors are ±0.7 K for sN, and between ±0.25 K
and ±0.35 K for the other curves. The curves are quite
similar and follow more or less the main features of sa and
sN with their flat maximum in spring and a more pro-
nounced maximum in late summer. Figure 8 shows that sa
and also sN is a reasonable representation of the oscillation
activity at these short periods.
[29] These results demonstrate a significant contribution

of the very short period wavelike structures to the nightly
data variance. About 40% of sN can be ascribed to them.
The remaining variance must be due to other longer‐period
gravity waves, noise, etc. The importance of the short
oscillations is further discussed in section 6.

4. Seasonal Variations

[30] Temperature standard deviations sN as shown in
Figure 5 are available atWuppertal back to 1994. This 16 year
data record is shown in Figure 9. A 50‐point smoothing has
been used. Errors are as in Figure 5. The modulation struc-
ture with one or two peaks per year is seen in almost all of the
years. Superimposed is a long‐term increase 1994–2004 with
an apparent trend break around 2004, and a decrease in the

following years. The whole data set 1994–2009 shows a
positive trend of (0.29 ± 0.02) K/a (dashed line in Figure 9).
The size of the seasonal peaks is very variable (see also
Figure 5).
[31] We have added in Figure 9 the long‐term develop-

ments of sa (blue) and of the amplitudes of our shortest
oscillation (3 min, red). This is because we want to check
again on possible differences between the shortest oscilla-
tion (3 min) taken as an indication of ripples and the other
oscillations contained in sa (see Sections 6.1, 6.2). The
attribution of the 3 min period to ripples is discussed in
Section 6.1 below. The errors of the two curves are ±0.2 K
and ±0.25 K, respectively. There are several data gaps in
these curves. They mostly occur because only nights with
more than five data sets have been used for improved sta-
tistics. The curves follow the major structures of sN quite
well. The correlation of sN with sa has a coefficient r =
0.94. The slope of the regression line is 0.40. The correla-
tion coefficient of the 3 min amplitudes with sN is r = 0.88
(slope is 0.26). That of the 3 min amplitudes with sa is r =
0.94 (slope is 0.66). This close relationship of the three
parameters is interesting and allows using one (sN) for the
others. (If unsmoothed data are correlated the coefficients
are between 0.57 and 0.88.) A trend of (0.12 ± 0.01) K/a is
obtained by fitting a linear regression to the sa data (not
shown in Figure 9). The corresponding numbers for the 3 min
oscillation are (0.061 ± 0.008) K/a. The sN data series of
Hohenpeißenberg (Figure 5) appears to show a trend different
from that at Wuppertal. This series is, however, too short to
draw significant conclusions.
[32] In an attempt to understand the nature and variability

of the seasonal peaks of sN we have calculated a seasonal
mean, i.e., the average of all years shown in Figure 9. The
result is given in Figure 10. The data are again very variable
and have therefore been smoothed by a 50‐point running
mean (red curve; the error is about three times the thickness

Figure 7. Time development of parameters sN (red) and sa (black) of Figure 6 during 1997. Solid
curves show a 20‐point smoothing.
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of the line). This mean curve exhibits a seasonal structure as
expected from the single years. There is a pronounced late
summer peak around DOY 237 and a smaller and broader
peak in spring around DOY 108.
[33] We have compared this to the turnaround times

(times of zonal wind reversal) in the middle stratosphere
(20 hPa altitude). The autumn reversal is at about DOY 244.
The spring reversal shows a trend from DOY 110 to DOY
130 between 1988 and 2008. These times are indicated in
Figure 10 by vertical dashed (black) lines and by a hori-
zontal black arrow. These times are taken from Offermann
et al. [2010, Figure 13]. Zonal wind reversal at the altitude
of the OH measurements is of greater interest, but cannot be
so easily determined. Radar wind measurements nearest to
Wuppertal are taken at Juliusruh (55°N, 13°E). They are
available at 94 km altitude [Offermann et al., 2010, Figure 15]
and show a spring reversal with a trend from DOY 148 to
DOY 136 in the time interval 1993–2008. This is indicated
by red dashed vertical lines and a red horizontal arrow in
Figure 10. The mean value of the autumn turnaround of the
radar winds near the mesopause is difficult to determine
[Offermann et al., 2010]. We therefore use corresponding

radar data at somewhat lower altitude (80 km) from Keuer
et al. [2007]. They find the autumn reversal near DOY 255
(red vertical dashed line in Figure 10) with a small tendency
to shift toward later times.
[34] We thus find that the maxima of the temperature

standard deviation sN occur before the circulation reversal
in the stratosphere (at 20 hPa) as well in spring as in autumn.
This applies even stronger to the mesosphere near the OH
altitude. It should be noted that in the upper mesosphere the
time of turnaround does not change much with altitude.
[35] It is widely believed that gravity waves propagating

upwards in the middle atmosphere tend to break and pro-
duce turbulence in the 80–90 km altitude regime. This can
be seen, for instance, in the recent WACCM 3.5 whole
atmosphere model. This model uses a parameterization of
both orographic and nonorographic GW. Details of the
parameterization are described by Garcia et al. [2007]. The
parameterization of nonorographic waves now includes
variable GW sources that depend on frontal systems and
convection calculated in the model [Richter et al., 2010]. In
the upper mesosphere parameterized GW dissipation leads
to eddy diffusion of potential temperature and constituents
which can be represented as vertical diffusion with coeffi-
cient Kzz (see Garcia et al. [2007, Appendix A4] for a
description of the formulation). Figure 11 shows monthly
mean Kzz averaged over a four‐member ensemble of
WACCM simulations over the period 1987 to 2005. These
simulations were conducted as part of the Stratospheric
Processes and their Relation to Climate 2nd Chemistry‐
Climate Model Validation (SPARC CCMVal‐2) activity
[Eyring et al., 2010; Morgenstern et al., 2010].
[36] The data in Figure 11 are from 19 years of free model

runs for an altitude of 85 km. Results at 90 km and 95 km
altitude look essentially the same, however, the values are
somewhat larger. The eddy coefficients show a pronounced
seasonal variation with a high peak in autumn and a
slightly broader and smaller peak in spring. This structure
is similar to that seen in the temperature standard deviations
in Figure 10. The eddy peak values in April, May, and
September in Figure 11 (DOYs 105, 135, and 258) are given
in Figure 10 as vertical dash‐dotted green lines. They
occur near to the turnaround times and hence near to the
sN maxima.
[37] In Figure 11 we have added for comparison the tur-

bopause altitudes as derived by Offermann et al. [2007]
(errors are a few km and are given in detail in their
Figure 6). At a fixed observation height (e.g., 90 km) one
would expect high gravity wave amplitudes if the turbopause
is at low altitude, and vice versa. We have therefore reversed
the scale in Figure 11 for better comparison with Kzz. A close
correspondence of the two curves is seen. It suggests that
around months 4, 5, and 9 there is considerable gravity wave
activity leading to strong turbulence production.
[38] We have also compared the monthly eddy values in

Figure 11 with monthly mean sN values computed from
Figure 10. Again, the two curves are quite similar. The
correlation coefficient is 0.71 at 99% significance. The
similarity is important as data from a global model
(WACCM) are compared here to measurements taken at a
local station (Wuppertal). These results together with those
of Figures 6–9 suggest that our sN parameter is related to
gravity wave activity as well as gravity wave breaking, and

Figure 8. Amplitudes (K) of six oscillation periods given
in Figure 3 during 1997. Parameters sa and sN from
Figure 7 are shown for comparison. A 20‐point smoothing
has been applied. Periods 3.0 m, 3.5 m, and 4.2 m are
believed to be “ripples,” and longer periods could be “ripples”
or gravity waves (see text).
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we will therefore tentatively use it as a corresponding proxy
in the following. It should be mentioned that the very short
period structures (ripples) are also expected to collapse into
turbulence [e.g., Hecht et al., 2007].

[39] It is interesting to note that there is a similar corre-
spondence of our Kzz and s values derived from SABER
data [Offermann et al., 2009, Figure 8] at lower altitudes
(70–80 km). There is, however, only one seasonal Kzz

maximum at these altitudes. It occurs in summer (July) and

Figure 10. Mean temperature standard deviations sN for the years given in Figure 9 (1994–2009). The
seasonal variation is shown by the red curve (50‐point running mean). Vertical dashed lines indicate
circulation turnaround in the stratosphere (black) and mesosphere (red). Black arrow indicates a trend in
the stratosphere in the time interval 1988–2008. Red arrow indicates a trend in the mesosphere in the time
interval 1993–2008. Green dash‐dotted vertical lines indicate the maxima of eddy coefficients in Figure 11.
For details see text.

Figure 9. Temperature standard deviations (black) as in Figure 5, but for the extended time interval
1994–2009 at Wuppertal. For comparison, sa (blue) and 3 min amplitudes (red) are given (see text). A
50‐point smoothing has been applied.

OFFERMANN ET AL.: GRAVITY WAVE TRENDS D00P07D00P07

9 of 17



meets a corresponding maximum in the SABER data, indeed.
This shows that the seasonal structures are very variable with
altitude which is discussed below (section 6.3).

5. Intradecadal and Interdecadal Variations

[40] In addition to the pronounced seasonal variations of
the temperature standard deviations sN there are substantial
long‐term changes as shown by Figure 9. There is a decadal
increase until 2003/2004 and a subsequent decrease toward
2009. In addition, there appear to be intradecadal variations
superimposed. To separate these variations from the sea-
sonal variations and to show the structures more clearly
Figure 12 presents yearly mean values of sN. These are
calculated from 1 January to 31 December and are plotted in
the middle of the year in Figure 12. In order to increase the
time resolution of this analysis we have shifted the data
series by half a year and calculated corresponding yearly
means from 1 July to 30 June of the next year.. These are
plotted at the end of the year in Figure 12. For comparison
Figure 12 shows corresponding annual amplitudes A1 of the
harmonic analyses described above (red curve).The error of
sN is about double the size of the symbols. The error of A1

is ±1.6 K according to Offermann et al. [2010, Figure 4].
[41] The increasing or decreasing trends of sN before and

after 2004 are shown in Figure 12 by linear regression lines.
Fit intervals are 1 July 1994 to 1 January 2004, and 1 January
2004 to 1 January 2009, respectively. The differences of the
measured data points and the fit lines (residues) show values
of several Kelvin and thus are relatively large.

[42] A linear fit line has also been drawn to the A1 data in
Figure 12 (1994–2009), and substantial residues are seen
here, too. A weak trend break at 2004 is found in the A1 data
as well. It is, however, so weak that it is disregarded here.
[43] It is very interesting to note that the two types of

residues in Figure 12 are in antiphase with each other, i.e., a
positive residue in sN corresponds to a negative one in A1,
and vice versa. We have calculated the correlation coeffi-
cient to be r = −0.63 with a significance of 99%. The slope
of the corresponding regression line is −0.47 K/K.
[44] If a fit is calculated for the whole sN data set in

Figure 12 its slope is (0.32 ± 0.13) K/a. The slope of the
corresponding A1 fit line is −0.042 K/a. The correlation of
these data is marginal with a correlation coefficient of
−0.38. The gradient of the regression line is –0.17 K/K. It
has the same sign as the corresponding value of the residues
but is quite a bit smaller.
[45] We have increased the time resolution of the analysis

of the whole sN data set by calculating trends on a monthly
basis instead of an annual basis. The results are shown in
Figure 13. The monthly trends are near the slope of the
entire data set of 0.32 K/yr. They are, however, not constant
during the year but show seasonal variations with a broad
maximum in late summer/autumn and another one in spring/
early summer (see the hatched areas in Figure 13; the
horizontal bar from February to November is meant to guide
the eye). There are pronounced minima in February and
November. These structures are not too conclusive consid-
ering the error bars. Nevertheless, the two broad maxima
may be interpreted as time periods of increasing gravity
wave activity and hence of dynamical forcing, if we assume

Figure 11. Turbulent eddy coefficients Kzz (red dots) as derived by the WACCM 3.5 model. Nineteen
years of free model runs have been averaged, and resulting monthly means are shown for 85 km altitude.
The turbopause height [Offermann et al., 2007] is given for comparison (blue squares). Please note that its
ordinate has been inverted (see text). Temperature standard deviations sN (black stars, left ordinate) are
monthly means from 1994 to 2009 (87 km altitude). The error bar shown for February is the error of the
mean and is typical of the other months.
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our standard deviations sN as proxies for wave breaking. The
seasonal structure is similar to the general GW structure seen
in Figure 10. To indicate this, the mesosphere turnaround
times shown in Figure 10 are also shown in Figure 13 as red
dashed vertical lines. It is apparent that the two maxima in

Figure 13 occur at the same times or somewhat earlier than
those in Figure 10. Hence, if our sN is indicative of GW
breaking a large and increasing part of it occurs before
turnaround.

Figure 12. Comparison of yearly mean temperature standard deviations sN (black lines and pluses) and
harmonic annual fit amplitudes A1 (red lines and pluses). Data series have been shifted in addition by one
half year for increased time resolution (see text). Straight lines are least square fits. Deviations from the fit
lines (residues) are shaded red (blue) if positive (negative). Red and blue areas of the two parameters are
anticorrelated (see text).

Figure 13. Long‐term increase (trend) of temperature standard deviations sN on a monthly basis. Trend
interval is 1994–2009. Vertical dashed red lines indicate circulation turnaround in the mesosphere and are
taken from Figure 10. Red arrow indicates a shift in the time interval 1993–2008.
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[46] We have checked whether the long‐term trends
would influence the seasonal variation of sN (Figure 10).
Therefore we divided our data set in two subsets: 1994 to
2001 and 2002 to 2009, respectively. Corresponding sea-
sonal variations were determined as in Figure 10 (not shown
here). The curve of the later time interval is a few K above
that of the earlier interval because of the trend increase in
nine years. Otherwise the seasonal variation has not much
changed in this time span. This was to be expected from
Figure 13.

6. Discussion

6.1. Short‐Period Spectra

[47] Waves with short periods and short horizontal wave-
lengths have been intensively studied in the recent years by
various types of airglow imagers [e.g., Hecht, 2004; Hecht
et al., 2005, 2007; Taylor et al., 2007; Medeiros et al.,
2007; Nielsen et al., 2009; Simkhada et al., 2009, and refer-
ences therein]. Major wavelike structures observed are
“bands” and “ripples.”Band structures are larger than ripples,
with horizontal scales on the order of 25 km versus 15 km
[Hecht, 2004]. Time periods are on the order of 4–40 min for
bands and 3–10 min for ripples. Even shorter periods down to
below 1 min) have been occasionally reported as ripples
[Hecht, 2004].
[48] The band structures are widely believed to show fast

gravity waves traveling from the lower atmosphere to the
mesopause and eventually breaking there. Vertical wave-
lengths are on the order of 35 km, i.e., much larger than the
OH layer thickness [Li et al., 2005].
[49] Ripples are thought to originate in situ from local

nonlinear interactions of wind shears with gravity waves
leading to Kelvin‐Helmholtz instabilities, and from convec-
tive instabilities [Taylor and Hapgood, 1990; Horinouchi
et al., 2002; Hecht, 2004; Li et al., 2005, Hecht et al.,
2005, 2007; Fritts et al., 2009]. They are thus indicative
of dissipating gravity waves. If these structures move or are
transported with the wind through the field of view of an
upward looking OH instrument like GRIPS they could have
a wave‐like appearance [e.g., Hecht et al., 2007]. The
apparent oscillation period would be influenced by the wind
speed.
[50] In our spectra (Figures 3 and 4) with periods ranging

from 3 to 10 min we could see short‐period gravity waves as
well as ripples. We cannot distinguish between them as
imager measurements can do [e.g., Taylor et al., 1997].
However, amplitudes at periods shorter than the Brunt‐
Väissällä frequency (5 min) can hardly be gravity waves (if
we neglect Doppler shifting and evanescent waves [e.g.,
Hecht et al., 1995, 2007; Yue et al., 2010]). It needs to be
mentioned that the period limitation to greater than 5 min is
valid for the intrinsic frequencies. Nielsen et al. [2009] have
shown, however, that the average distributions of observed
and intrinsic periods of gravity waves are rather similar.
This leads us to use apparent (observed) periods here.
[51] Many histograms of the occurrence of band and

ripple periods have been published [e.g., Taylor et al., 1997;
Nakamura et al., 1999, 2003; Pautet et al., 2005; Medeiros
et al., 2007; Suzuki et al., 2009]. Imagers find the shortest
ripple periods to be well below shortest gravity wave (band)
periods. Shortest ripple periods are found down to below

2.7 min by Taylor et al. [1997] and down to below 1 min by
Hecht [2004]. In a detailed analysis of measurements with
enhanced spatial resolution Hecht et al. [2007] identify the
vast majority of features with periods below 4 min as ripples.
They find wavelike structures down to periods below 2 min.
The maximum of counted numbers of these ripples is found
around periods of 3 min. These are observed periods that can
be directly compared to our results (Figures 3 and 4). The
increase of our amplitudes toward shorter periods in Figure 4
compares favorably with the results of Hecht et al. [2007,
Figure 7]. It should be noted that Hecht et al. [2007] analyze
intensity structures, only, whereas our oscillations are seen in
temperature as well as in intensity.
[52] On the basis of the work cited we assume here as a

working hypothesis that our oscillations at periods of 3 min
are ripples. Our parameter sa is a superposition of gravity
wave and ripple activity. We thus tentatively use our 3 min
amplitudes as indication (proxy) of unstable (dissipating)
gravity waves or atmospheric instability events involving
gravity waves. The following analysis will show how far
this assumption carries. The high correlation of the 3 min
amplitudes with parameter sa obtained above (section 4)
shows that sa is indicative of unstable gravity waves, too.
[53] Ripples are expected to mostly decay into turbulence

[e.g., Hecht et al., 2007]. The above shown high correlations
of our 3 min amplitudes with our gravity wave proxy sN on
the one hand, and of sN with the eddy coefficients Kzz on
the other are in line with this expectation.
[54] Not much seems to be known about power spectra at

these short periods because emphasis in the literature is
mostly on structures with periods longer than the Brunt‐
Väissällä period [e.g., Dewan et al., 1992; Hecht et al.,
2007]. It should be noted that our spectra (Figure 4) can-
not be compared to standard power spectra directly because
our analysis method emphasizes strong oscillations and we
show weighted amplitudes.

6.2. Standard Deviations as Wave Proxies

[55] Our parameter sN is the temperature standard devi-
ation in one night. It is used here as a proxy for gravity
waves as has been done in many publications since the early
work of Fetzer and Gille [1994] and Wu and Waters [1996].
In Figure 6 we demonstrate a very close correlation of the
two parameters sa and sN, and in section 4 we find the same
for the 3 min amplitudes and sN. If the 3 min amplitudes
and sa are proxies for breaking gravity waves, this corre-
lation means that some part of the gravity waves present in
sN are unstable. This is not unreasonable at the altitude of
87 km as gravity waves are generally assumed to break in
the 80–90 km regime. It is in line with Figure 11 which
shows a close correlation of sN and the eddy coefficients
Kzz at 85 km, as mentioned.
[56] The parameter sN is very useful to analyze various

wave features in an easy way. It needs to be noticed,
however, that it takes into account only short‐ and medium‐
period waves as it is restricted to the nightly measurement
time of a few hours. The parameter sa is also highly
selective (e.g., concerning the wavelength). It selects waves/
oscillations that are visible in temperature and transport (i.e.,
intensity) simultaneously. One could thus suspect that the
very short oscillations (3–10 min) might not be typical of the
atmosphere. Figure 8 shows, however, that the seasonal
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variations (in 1997) of the shortest periods, of sa, and of sN
are quite similar. The correlation of the 3 min data with sN
in Figure 8 yields, for instance, a coefficient r = 0.59. The
slope of the regression line is 0.29 K/K. The corresponding
numbers for the larger data set in Figure 9 are r = 0.88 and
0.26 K/K, respectively. This confirms the connection of
ripples and general gravity waves if it is assumed that the
3 min data represent the former, and sN the latter.
[57] The slope of the regression line sa versus sN is 0.38

K/K in Figure 6 and 0.40 K/K in Figure 9. Hence, sN
contains a substantial amount of fluctuations beyond the
very short oscillations shown in Figure 4. These may be
longer‐period gravity waves. They could, however, also be
some short‐period features that were neglected because our
analysis method yields lower limits, only.

6.3. Seasonal Variations

[58] Seasonal variations of gravity wave activity are
interesting because the corresponding wave breaking is
thought to control the large scale circulation in the meso-
sphere [Holton, 1983]. Gravity wave maxima in summer
and in winter are believed to explain zonal wind turnaround
in spring and autumn. Corresponding seasonal variations
have been inferred by various model studies [see, e.g., Fritts
and Alexander, 2003].
[59] Many wind measurements by ground based radars

have been performed, and frequently found the above
mentioned semiannual variation with gravity wave maxima
at solstices, sometimes superimposed on an additional annual
variation [e.g., Manson et al., 1999; Beldon and Mitchell,
2009; Placke et al., 2010, 2011, and references therein].
Details of this basic picture can be quite different at least at
times as gravity waves are found to be strongly dependent
on parameters like altitude, latitude, local station, and their
period and wavelength. Dowdy et al. [2007] found a mixture
of annual and semiannual variations that was different at
80 km and 90 km, depending on the wave periods. The rel-
ative share even reversed from the lower to the higher alti-
tude. A peculiar altitude dependence was also seen by Jacobi
et al. [2006], with an annual variation at lower altitudes, i.e.,
a summer solstice maximum that split and moved toward the
equinoxes at the higher altitudes. It is interesting to note that
annual and/or semiannual variations are frequent in meso-
spheric and lower thermospheric airglow intensity, and a
similar transition from an annual variation at lower altitudes
to a semiannual variation at higher altitudes was reported by
Liu et al. [2008]. Much interannual variation of the seasonal
gravity wave changes is also seen.
[60] Seasonal satellite measurements have also been

reported by Jiang et al. [2006]. They analyzed MLS data
measured on the AURA satellite at high latitudes (and 80 km
altitude) and found a semiannual oscillation with maxima
near solstices in themesosphere and an annual variation in the
upper stratosphere.
[61] The seasonal curves presented here (Figures 5 and

7–11) are different. The characteristic seasonal structure is a
double peak with one maximum near spring turnaround and
another one near autumn turnaround (Figure 10). However,
it does not occur in every year. Sometimes the two peaks
seem to be merged into one (summer) peak (Figure 9).
Another difference is that at the end of most years there is a

deep minimum and not a winter maximum as reported in
much of the literature.
[62] Temperature measurements from SABER on the

TIMED satellite have been analyzed by Preusse et al.
[2009] and Offermann et al. [2009]. The latter authors
find a double peak structure in the summer half of the year
with maxima in April/May and July/August, respectively (at
50°N, Offermann et al.’s Figure 8). This is very similar to
the double structure shown here in April and August (in
Figures 10 and 11). An even better agreement is obtained
between the mean curve in time interval 2002–2009 (see
above Section 5, last paragraph) and Figure 6 of Offermann
et al. [2009] (2002–2005, 88 km) which gives a closer
comparison in altitude and time interval. The correlation
coefficient of these two curves is 0.53 at 93% significance).
[63] The double peak structure is seen by Offermann et al.

[2009] not only at 50°N and 88–90 km, but appears to be
present in a similar form also at 70°N (90 km and 100 km,
Offermann et al.’s Figure 8). It is important to note that at
50°N and different altitudes (10 km lower and higher than
90 km) the seasonal variations look fairly different (maxima
near summer and winter solstices). The same applies to 70°N
at lower altitudes (winter maxima only). Hence, the seasonal
variation of gravity waves is quite variable with altitude and
latitude. This may explain the variety of results reported in
the literature.
[64] Another reason of the different experimental results

may be the differences in measurement techniques. Radar
wind data yield kinetic energies of gravity waves whereas
OH temperature data yield potential energies. These differ-
ent energies have sensitivity to different gravity wave fre-
quencies as was shown by Geller and Gong [2010].
Different frequencies, however, may have different seasonal
variations [e.g., Dowdy et al., 2007]. Gravity wave results
recently published by Yang et al. [2010] appear to fit this
picture. They derived gravity wave activity from tempera-
ture perturbations and showed semiannual maxima near the
equinoxes.(These lidar measurements were taken at 23°S.)
[65] Our gravity wave proxy sN is correlated with wave

breaking and turbulence production. The close correspon-
dence of sN (16 years of local OH temperature measure-
ments), eddy coefficients (global GCM, 19 years), and the
turbopause height (4 years of SABER data, Figure 11) yields a
consistent picture even though the data sets are rather different.
The physical relation between our two seasonal gravity wave
maxima and the circulation turnaround times needs to be
determined yet.

6.4. Decadal Variations and Trends

[66] Long‐term variations of mesospheric winds and other
parameters have frequently been discussed in the literature.
This includes trend‐like developments as well as frequent
trend breaks [e.g., Portnyagin et al., 2006; Laštovička et al.,
2008, 2010; Laštovička, 2009, and references therein]. Little
seems to be known about long‐term changes of gravity
wave activity. Jacobi et al. [2006] report on solar cycle
dependence of this activity (see also the references therein).
No conclusive results appear to be available for longer‐term
trends. Considering the consequences of gravity waves for
mesospheric energy and momentum budgets, a search for a
trend appears to be important.
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[67] Our long‐term data are shown in Figure 9. Here, solar
cycle influences, if present, should show up with the max-
imum around years 2000/2001 and the solar minima around
1996 and 2008/9. Variability of the data is high, however,
and in consequence a solar cycle signature cannot be iden-
tified. A substantial long‐term trend is seen, though, with a
break in 2004 (Figure 12). If the data are fitted without a
break the trend is still there, but much weaker (Figure 9).
[68] We interpret this trend as an increasing gravity

wave activity with associated dissipation. If this is true
there should be a corresponding change of mesospheric
circulation. This is found, indeed, in the data of Keuer et al.
[2007]. These authors analyzed radar wind measurements at
Juliusruh (55°N, 13°E) and found a long‐term increase of the
zonal wind speed U in summer in the time frame 1993–2005
at altitudes 85 km and 90 km (Keuer et al.’s Figure 15). The
mean trend at the two altitudes is (0.52 ± 0.03) m/s per year.
It is a mean value for the whole summer from April to
September. This compares to an increase of the gravity wave
proxy sN of 0.32 K/year. We call the ratio of the two numbers
a trend sensitivity St which then results to St = 1.6 (m/s)/K.
[69] Superimposed on the fit lines of Keuer et al. [2007]

are several intradecadal fluctuations (residues with respect
to the fit lines). The most pronounced ones are in the years
2001–2002 for low values of U and 2003–2005 for high
values. The mean swing between these two intervals is
7.5 m/s. There are corresponding fluctuations (low/high) of
our sN in the same time intervals, with a swing of 3.4 K
(Figure 12). The resulting sensitivity of the residues is Sr =
2.2 (m/s)/K. Hence the two sensitivity values are close
together and are essentially the same if the errors (±49%) are
taken into account. We conclude that the intradecadal
influence of the gravity waves on the circulation (U) is about
the same as for the extradecadal trends with a mean sensi-
tivity of S = 1.9 (m/s)/K. It should be noted that we compare
here annual sN values with zonal winds in summer. This is,
however, not a strong limitation because the winter winds
have almost no trend.
[70] The seasonal temperature variation in the upper

mesosphere (Figure 1) is closely linked to the atmospheric
circulation. If there is a long‐term change in the wind field
one may expect changes in the seasonal temperature varia-
tion as well. We therefore compare the residues of the
annual amplitudes A1 with those of sN (Figure 12). As
mentioned before, they are anticorrelated (r = −0.63). The
corresponding sensitivity is Sr = (−0.47 ± 0.11) K/K. Hence,
there appears to be a substantial influence of the gravity
waves on the harmonic amplitude.
[71] The long‐term trends of the two parameters are

opposite as well (Figures 9 and 12). They are, however,
fairly flat and have large errors. In this case, a trend sensi-
tivity St is not very meaningful.
[72] Changes of the seasonal temperature variation sug-

gest changes of the summer duration. The Equivalent
Summer Duration (ESD) is the time interval in Figure 1
when the harmonic fit curve is below 198 K. It varies from
year to year and shows a long‐term increase of 1.2 days/year
since 1988 [Offermann et al., 2010]. The mean ESD is about
150 days. Hence, the increase is about 0.8%/year. The cor-
responding change rate of sN given above is 0.32 K/year,
i.e., 1.5%/year. Although no direct conclusions can be drawn

from these numbers it is interesting to note that they are on
the same order of magnitude.
[73] The summer length can also be defined as the time

difference between the zonal wind turnaround in spring and
autumn [see Offermann et al., 2010]. The turnaround
method is in principle to be preferred to the ESD method
because it is more objective. The spring turnaround data in
the mesosphere are available from the measurements at the
station of Juliusruh. They show a trend of about 0.8 days/year
toward earlier times (at 94 km [Offermann et al., 2010,
Figure 15]). This compares well with the change rate of the
spring point of the ESD analysis of about 0.9 days/year
[Offermann et al., 2010]. This shows that the two definitions
of summer length yield similar results. However, the autumn
turnaround data of the wind station are not available for a
period sufficiently long to derive a trend. Hence the turn-
around method cannot be applied directly. We therefore use
estimated reversal times as a surrogate as follows.
[74] A change of the spring/autumn time difference can be

roughly estimated from the long‐term increase of the zonal
wind velocity U. The zonal wind U increases from spring
turnaround toward the middle of summer, and subsequently
decreases again toward autumn turnaround. This is sketched
in a very simplified manner in Figure 14 by assuming linear
changes (87.5 km). The summer length is 2*SL (see
Figure 14). The parameter u denotes the increase of the wind
speed (for instance in one year). It is assumed here for
simplicity that u is the same at all times of the summer. This
leads to a shift sl of the turnaround point (U = 0) to earlier
times in the first half of summer. From the geometry of
Figure 14 it follows that U0/SL = u/sl. Mid summer maxi-
mum wind speed U0 is about 12 m/s, half of the summer
length is SL = 62 days (data for 87.5 km from Offermann
et al. [2011, Figure 6]). The increase rate u as derived above
from Keuer et al. [2007] is u = 0.52 (m/s)/year. The
resulting increase of the summer length is sl = 2.7 days/year
(shift of spring turnaround toward earlier times), which is
half of the total increase.
[75] This estimate is based on the approximate finding

that there is almost no change of wind speed in winter [Keuer
et al., 2007]. The estimate is an overestimation because it
assumes the same trend during all of summer. This is an
oversimplification as the real trend increases toward the
middle of summer [Keuer et al., 2007] which leads to
smaller sl values. Comparing this to the results given above
[Offermann et al., 2010] our surrogate yields the right
direction and the right order of magnitude. These results
suggest a physical relationship of the increase of summer
duration and the increases of gravity waves and zonal wind.
[76] It is interesting to note that very similar changes of

spring turnaround as discussed here (but with opposite sign)
have been reported from measurements and modeling of the
stratosphere in the Northern as well as the Southern Hemi-
sphere [McLandress et al., 2010; Offermann et al., 2010].
[77] It has been noted in the literature that gravity wave

increases may lead to increased atmospheric instability in
the mesosphere [Hecht, 2004]. Measured changes of baro-
tropic and baroclinic instabilities have been reported by
Offermann et al. [2011]. They find a modification of the
occurrence distribution of the Quasi‐Two Day Waves
(QTDW) in the summer mesosphere. For instance, insta-
bility appears to have increased in recent years in the middle
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of May and at the end of August (peaks of QTDW ampli-
tudes, Offermann et al.’s Figure 12). These are times of
substantial increases of our gravity wave proxy sN as shown
in Figure 13. Offermann et al. [2011] also gave some
quantitative estimate of the baroclinic instability in the
mesosphere from radar wind measurements at Juliusruh.
They found an increase especially in the early part of
summer (DOY 100–140). The baroclinic instability
increased by about a factor 1.6 (±6%) in seven years (using
the intervals 1990–1995 and 1997–2002 for comparison,
Offermann et al.’s Figure 13). This can be compared to our
sN data in the same time interval (1993–2000). These
increase by a factor 1.5 (±13%) according to the fit line in
Figure 12. This is an interesting coincidence that suggests
more detailed studies.

7. Summary and Conclusions

[78] Fluctuations of mesospheric temperature and winds
have frequently been taken as proxies for atmospheric
gravity waves. Here we use temperature standard deviations
during the night (sN) as indicators of gravity wave activity.
Hydroxyl (OH) temperature measurements at Wuppertal
(51°N, 7°E) and Hohenpeissenberg (48°N, 11°E) are ana-
lyzed. Furthermore, data in windows of 21 min length are
Fourier analyzed and yield oscillation amplitudes for periods
between 3 and 10 min. These amplitudes are expressed
by their equivalent standard deviation sa for comparison
with sN. Standard deviations sa and sN are found closely
correlated.
[79] The mean duration of the nightly measurements is

approximately 5 h. Wave periods up to this length are
therefore covered by sN. Hence, relatively short to very
short waves/oscillations are analyzed here. The shortest
periods (3 min) in their majority cannot be gravity waves as
these mostly exist at periods longer than the Brunt‐Väissällä

period (5 min). They are therefore interpreted as “ripples”
that result from atmospheric instabilities/gravity wave
breaking. Parameter sa thus contains ripples and short‐
period gravity waves. There is a close correlation between
the ripples (3 min amplitudes), sa, and sN. Therefore these
parameters are taken here as proxies for gravity waves and
breaking gravity waves. This is supported by a close rela-
tionship with turbulent eddy coefficients obtained from a
general circulation model (WACCM 3.5). Hence, the pic-
ture suggested here is that gravity wave activity in general
is accompanied by a certain amount of wave breaking/
dissipation at the altitudes of our measurements. This leads
us to use the standard deviations to study variations of the
forcing of dynamics/circulation in the mesosphere.
[80] Time variations of sN (and sa, 3 min amplitudes) are

observed on seasonal, intradecadal, and interdecadal (trend)
scales. Seasonal variations show on the mean two relative
maxima near (somewhat before) circulation turnaround in
spring and autumn. This has been found in 13 years of
Wuppertal data and in very similar form in several years of
simultaneous measurements at Hohenpeissenberg. A similar
seasonal variation has recently been obtained from a gravity
wave analysis of SABER data. A physical relationship of
gravity wave maxima and times of circulation reversal needs
to be determined, though.
[81] There is an extradecadal (trend) variation of sN seen

as a long‐term increase (16 years). Similar variations are
found in the zonal wind speed and the annual component A1

of the seasonal temperature variation. The intradecadal
changes as well as the extradecadal variations of the zonal
wind closely correlate with the parameter sN.
[82] The long‐term increase of sN is 1.5%/year, which

means a corresponding increase of long‐term gravity wave
activity. This appears to lead to an increase of zonal wind
speed of 0.5 m/s per year at 87.5 km altitude and 55°N. This
trend value allows estimating a change in summer length at

Figure 14. Sketch of zonal wind variation in summer (87.5 km; see text). Summer length is 2*SL.
Increase of summer length is by 2*sl and results from an increase of zonal wind U by u.
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the mesopause. An increase results that is in qualitative
agreement with an increase of the Equivalent Summer
Duration (ESD) reported in the literature.
[83] In summary, we observe changes of several dynamical

parameters that appear compatible with considerable varia-
tions and a long‐term increase of the activity of short‐period
gravity waves in the mesosphere.
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a b s t r a c t

SABER temperature measurements from 2002 to 2012 are analyzed from 18 to 110 km altitude in Middle
Europe. Data are complemented by radiosonde measurements in the altitude range from 0 to 30 km. Low
frequency oscillations with periods of about 2.4–2.2 yr, 3.4 yr, and 5.5 yr are seen in either data set.
Surprising vertical structures in amplitudes and phases are observed with alternating minima and
maxima of amplitudes, steep phase changes (180°) at the altitudes of the minima, and constant phase
values in between. HAMMONIA CCM simulations driven by boundary conditions for the years 1996–2006
are analyzed for corresponding features, and very similar structures are found. Data from another CCM,
the CESM-WACCM model, are also analyzed and show comparable results.

Similar oscillation periods have been reported in the literature for the ocean. A possible forcing of the
atmospheric oscillations from below was therefore tested with a special HAMMONIA run. Here, clima-
tological boundary conditions were used, i.e. the boundaries in all eleven years were the same. Sur-
prisingly also in this data set the same atmospheric oscillations are obtained. We therefore conclude that
the oscillations are intrinsically forced, self-sustained in the atmosphere. The oscillations turned out to be
quite robust as they are still found in a HAMMONIA run with strongly reduced vertical resolution. Here
only the form of the vertical amplitude and phase profile of the 2.2 yr feature is lost but the oscillation
itself is still there, and the two other oscillations are essentially unchanged.

Similar oscillations are seen in the earth surface temperatures. Global Land Ocean Temperature Index
data (GLOTI) reaching back to 1880 show such oscillations during all that time. The oscillations are also
seen in parameters other than atmospheric temperature. They are found in surface data such as the
North Atlantic Oscillation Index (NAO) and in zonal winds in the troposphere and lower stratosphere. The
oscillations found are tentatively discussed in terms (of synchronization) of self-sustained non-linear
oscillators, as many of their properties resemble such oscillators described in the literature.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Atmospheric oscillations with periods of a few years have been
observed and frequently discussed in the literature. Undoubtedly,
the most prominent of such oscillations is the Quasi-Biennial Os-
cillation (QBO; Andrews et al., 1987; Baldwin et al., 2001) in the
tropical stratosphere. Much longer periods near 11 years and
5.5 years are occasionally seen at higher altitudes in the upper
mesosphere and lower thermosphere, and have been attributed to

influences of the solar cycle and its harmonics (e.g., Khomich et al.,
2013). Solar cycle signals are also seen in the stratosphere and
troposphere (e.g., Gray et al., 2010). A period of about 3.5 years was
observed in total ozone in the lower stratosphere and troposphere
(Wang et al., 2011) and was attributed to the El Nino-Southern
Oscillation (ENSO). Oscillations of atmospheric angular mo-
mentum (AAM) with periods in a band between three and five
years have been analyzed in the troposphere and lower strato-
sphere by Abarca del Rio et al. (2000), and a survey on related
work is given therein. Various wave modes with periods between
two years and eleven years have been observed and described in
the ocean, and are discussed in the context of ENSO (e.g. White
et al. 2003; White and Liu, 2008a,b; Chen et al., 2010). Self-
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excitation of such oscillations are also discussed by these authors.
Synchronization of non-linear oscillations has been described for
instance by Pikovsky et al. (2003).

In the present paper we discuss three major periods of Multi-
Annual Oscillations (MAO) in atmospheric temperature resulting
from our analysis. They are near 2.2–2.4 years, 3.4 years, and
5.5 years, and are the most prominent periods at most altitudes.
They are similar to oceanic oscillations (see the above references),
and are analyzed for a possible relationship. The analysis is a case
study for European mid latitudes. This study presents an ex-
ploratory approach to determine the nature and scope of these
oscillations.

The paper is organized as follows: Section 2 describes the data
used, and the analysis method employed. Section 3 shows the
vertical structures obtained from the measured temperature data.
Section 4 gives corresponding results from experiments with two
different state-of-the art chemistry-climate models (CCMs)
(HAMMONIA CCM and CESM-WACCM). Section 5 analyzes similar
oscillations in other atmospheric parameters. Section 6 discusses
the results and Section 7 gives a summary and some conclusions.

2. Data and methods

An analysis of atmospheric oscillations requires a data set as
homogeneous and complete in space and time as possible. In the
present study we therefore use data from the SABER instrument
on the TIMED satellite (Remsberg et al., 2008). Version 1.07 tem-
peratures are used from 2002 to 2012 in the altitude range from
18 km to 110 km. As a first step data above Central Europe (45°N–
55°N; 4°W–16°E) are used in this exploratory study.

The SABER data cover a time interval that might appear
somewhat short for the analysis of the periods cited. There is,
however, no longer homogeneous data series available in this al-
titude regime. Hence, if one wants to perform this type of analysis
at all, one has to use these data. The results should be considered
as a first approximation.There is still another argument for rela-
tively short analysis intervals. The oscillations analyzed here
change their amplitudes fairly quickly and quite substantially. An
example is discussed in Section 6.1 with a factor of 5 change in
about a decade. Hence, longer analysis intervals will smooth or
decrease the resulting amplitudes. The interval length chosen is
therefore a compromise between the accuracy of the oscillation
periods and their amplitudes.

Derivation of temperatures by a limb scanning technique (as
that of SABER) becomes increasingly difficult at low altitudes, and
ends at 18 km in the present case. To complement the SABER
temperature profiles at lower altitudes we use radiosonde data
from the ground to an altitude of 10 hPa (30 km). Monthly mean
temperatures from eight radiosonde stations in Germany were
averaged. The resulting annual mean temperature profiles over
Germany then complement the SABER data and were the basis for
our analysis.

A spectral analysis was performed in several steps. The SABER
measurements in an area of 20° latitude by 20° longitude were
yearly averaged. The resulting eleven data points (2002–2012) at a
given altitude were smoothed by a five- point running mean. With
this procedure a possible long term trend can be removed. These
smoothed data were subtracted from the original data, and the
residues were further analyzed. Detrending also included a cor-
rection for possible influences of the solar flux and its variations
during a solar cycle, which was achieved by a linear correlation
between the temperatures and the 10.7 cm solar radio flux den-
sity. The procedure was not iterated as previously described by
Offermann et al. (2010) and thus is an approximate solution, only.
Below an altitude of 55 km no significant influence of the solar

activity could be found. Therefore, the solar flux correction was
only applied for all altitudes above 55 km. We have checked the
quality of our detrending and found it a good procedure. Estimated
accuracy is on the order of a few percent. It should be noted that
the following data interpretation analyzes relative variations,
mostly. Thus, small absolute inaccuracies are not important in a
first approximation.

As a first approach to a spectral analysis we performed an FFT
analysis of the data at a given altitude. It yielded – despite the few
data points – three dominant periods of about 2.4, 3.4, and
5.5 years, two of which appeared at almost all altitude levels. In
order to investigate these oscillations further, we performed har-
monic analyses using Origin Pro 8G. In a second step an optimum
harmonic function was fitted to the data set. Its period was found
near to one of these periods and used as a result. In a third step
this harmonic function was subtracted from the original data, the
residue was formed, and another harmonic function was fitted to
this residue. This gave a second period near to the FFT results. This
procedure yielded periods, amplitudes, and phases of two major
oscillations at almost all altitude levels.

In a fourth step, the amplitude and phase of the missing third
period were determined in an independent harmonic analysis of
the original data set. As it is shown in Section 3, the oscillation
amplitudes vary substantially with altitude. Hence, it frequently
occurs that one of the three periods has a very small amplitude at
a given altitude (often with a phase jump of 180° near this alti-
tude). In this case it does not show up in step 2 or step 3. Therefore
in the 4th step we use a prescribed period as an input to a har-
monic function that is fitted to the original data set. Although
small, its amplitude can be estimated this way. The prescribed
period is estimated (as a mean) from the other altitudes at which
the third period has high amplitudes. It is also near to one of the
FFT periods.

It may appear somewhat questionable to derive three in-
dependent oscillations from a data set as short as eleven points.
Therefore, the third period must be considered with caution. In the
Figures shown below the periods resulting from steps 2 and 3 are
identifiable by their error bars, whereas periods resulting from
step 4 do not carry error bars as they are prescribed, and can thus
be recognized.

The errors of the phases are twice the size of the symbols
shown.

These spectral analyses were performed at altitude steps of
2 km. In the case of the numerical simulations the steps were

3 km. The model data are available on a pressure grid and were
interpolated to geometric altitudes. By the procedure described we
determined three major periods that were found near 2.4 yr,
3.4 yr, and 5.5 yr. This became possible because the three ampli-
tudes varied with altitude and hence each of the periods was seen
in steps 2 or 3 of the analysis at several altitudes. It turned out that
the periods do not change much with altitude. This and the fact
that very similar values were obtained also from other data sets
led us to the interpretation in terms of non-linear, self-sustained
oscillators (see below).

3. Vertical structures of the oscillations

The results of the spectral analyses of the SABER and radio-
sonde data for the three major oscillations are shown in Fig.1a–c.
The graphs give the vertical distributions of amplitudes (left),
periods (middle), and phases (right) up to an altitude of 110 km. As
the error bars indicate, results at the uppermost levels are in-
creasingly uncertain.

Amplitudes obtained from the SABER and radiosonde data are
plotted in one picture to show how the data agree (note the
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Fig. 1. a. Harmonic analysis of SABER/Radiosonde data (2002–2012). Amplitudes and phases of oscillation periods near 2.4 yr are shown in the left and right columns.
Periods are given in the middle. Period symbols without error bars indicate that periods have been prescribed at 2.4 yr. The abscissa is in relative units. It is in years for the
periods and phases, and in Kelvin for the amplitudes. The phases have been shifted horizontally by þ6 years to accommodate them in the figure and use a common abscissa.
Corresponding shifts have also been applied in the other pictures. A vertical straight line is given with the period data at 2.4 yr, as indicated on top of the line. It is meant to
guide the eye and show that this number is a close fit to the data. For the other straight dashed lines see text. b. Harmonic analysis of SABER/Radiosonde data (2002–2012).
Amplitudes and phases of oscillation period near 3.4 yr are shown in the left and right columns. Periods are given in the middle. Period symbols without error bars indicate
that periods have been prescribed at 3.4 yr. The abscissa is in relative units. It is in years for the periods and phases, and in Kelvin for the amplitudes. A vertical straight line is
given with the period data at 3.4 yr, as indicated on top of the line. It shows that this number is a close fit to the data. For the other straight dashed lines see text. c. Harmonic
analysis of SABER/Radiosonde data (2002–2012). Amplitudes and phases of oscillation periods near 5.5 yr are shown in the left and right columns. Periods are given in the
middle. Period symbols without error bars indicate that periods have been prescribed at 5.5 yr. The abscissa is in relative units. It is in years for the periods and phases, and in
Kelvin for the amplitudes. A vertical straight line is given with the period data at 5.5 yr, as indicated on top of the line. It shows that this number is a close fit to the data. For
the other straight dashed lines see text. The period profile has been shifted to the left by two years for clarity. (For interpretation of the references to color in this figure, the
reader is referred to the web version of this article.)
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different colors). The same was done for the periods. The data
agree well within their error bars. The presentation of the phases
is somewhat different: mean values of SABER and radiosonde data
are presented for altitudes where data are available. The bar
shown together with the mean gives the maximum and minimum
at this altitude.

The middle curves in Fig. 1 show the periods found at different
altitude levels. They are somewhat scattered, but do not indicate
any systematic deviation from their mean values and are close to
the values mentioned above. These means (based on the SABER
data) are 2.3770.15 yr (Fig. 1a), 3.3970.15 yr (Fig. 1b), and
5.5370.21 yr (Fig. 1c) (see also Table 1 and 2). Vertical straight
lines are given with the data to guide the eye. They are at a) 2.4 yr,
b) 3.4 yr, and c) 5.5 yr and show that these numbers fit well to the
data, and that there is no apparent vertical trend. The mean values
are slightly biased towards these values as there are a number of
prescribed periods used that are shown by symbols without error
bars. The 2.4 yr period agrees with the QBO period (27 months)
within the error bar, which is discussed below.

The amplitudes obtained from the harmonic analyses as plotted
on the left sides of Fig. 1 reach values of about 1 K. They do not
show an increase with altitude as it would be the case for freely
upward propagating waves.Although the error bars are relatively
large, an undulated structure is obvious with pronounced maxima
and minima at quasi-regular altitude distances.

The phases are shown on the right sides of Fig. 1. Given are
relative values (in years), because only relative phase variations
are discussed here. The curves have been shifted horizontally to
accommodate them in the figures and use a common abscissa.

The vertical phase distributions show an intriguing structure.
Phases tend to be constant in a given altitude interval. Going
further upward (or downward) the phase values change abruptly
to higher or lower values, and then remain constant again. In
Fig. 1a this has a staircase appearance, whereas in Fig. 1b and c it
has a square wave appearance.This step-like behavior is demon-
strated by the vertical red (dashed) lines in Fig. 1. At higher alti-
tudes the step structure has a tendency to dissolve.

The phase steps contain an ambiguity if they are 180° wide.
Such a step could go upwards as well as downwards. In all figures
shown here we have used the smallest phase difference between
two adjacent points and connected them by straight lines. As Fig. 1

shows, there is some scatter in the phase data. The error bars are
small, typically twice the symbol size. This scatter makes the
choice of the step direction (upward or downward) sometimes
ambiguous: the step direction is not compelling in some cases.
Hence, the form of the vertical phase profiles shown in this paper
(i.e. “stair case” or “square wave”) is not very significant. What

Fig. 2. a. Harmonic analysis as in Fig. 1a, but for HAMMONIA model data (run Hhi-
trans-free, 1996–2006). Periods are near to 2.2 yr (see text). b. Harmonic analysis as
in Fig. 1b, but for HAMMONIA model data (run Hhi-trans-free, 1996–2006). Periods
are near to 3.4 yr (see text). c. Harmonic analysis as in Fig. 1c, but for HAMMONIA
model data (run Hhi-trans-free, 1996–2006). Periods are near to 5.5 yr (see text).

Table 1
Periods of Multi-Annual Oscillations (MAO).

SABER 2.3770.15 yr 3.3970.15 yr 5.5370.21 yr
HAMMONIA run Hhi-trans-
free

2.2170.04 yr 3.3970.18 yr 5.48 yr*

HAMMONIA run Hhi-max 2.2070.08 yr 3.4270.11 yr 5.5 yr*
HAMMONIA run Hlo-max 2.2270.08 yr 3.3870.09 yr 5.5 yr*
CESM-WACCM 2.2870.08 yr 3.3870.16 yr 5.4870.14 yr*

Mean altitude values are shown. Values with asterix* are biased as they have been
prescribed at many altitudes.

Table 2
List of Acronyms.

Acronym Definition
CCM Chemistry climate model
CESM-WACCM Community earth system model – whole atmosphere com-

munity climate model
GEOS CCM Goddard earth observing system chemistry-climate model
HAMMONIA HAMburg model of the neutral and ionized atmosphere
SABER Sounding of the atmosphere using broadband emission

radiometry
TIMED Thermosphere, ionosphere, mesosphere, energetics, and

dynamics
QBO Quasi-Biennial Oscillation
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counts are the jumps of the phase and the phase constancy in
between.

There are two important features in the step-like phase struc-
tures. 1) The phase changes are very steep (“phase jumps”), and
they occur in most cases at or close to those altitudes where the
amplitudes have a pronounced minimum. This is indicated in Fig. 1
by horizontal dashed lines. 2) The magnitude of the phase jumps
have a special value for all three periods. They amount to half of
the length of the oscillation period (180° or π), i.e. the oscillation is
in anti-phase at neighboring step levels. This is shown by the
vertical dashed (red) lines in Fig. 1. These phase structures are very
characteristic for these multi-annual oscillations (MAO). The alti-
tudes at which the steps occur are different for the three periods.

4. Model experiments/simulations

The amplitude and phase structures of the observed multi-
annual oscillations are quite surprising. They would gain con-
siderable credibility if they could be reproduced in an atmospheric
model. This might also help to elucidate their nature.

4.1. Hammonia

The Hamburg Model of the Neutral and Ionized Atmosphere
(HAMMONIA; Schmidt et al., 2006) is used here in a first step. It is
based on the ECHAM5 general circulation model (Roeckner et al.,
2006) but vertically extended to cover an altitude range up to
about 250 km and coupled to the MOZART3 chemistry module
(Kinnison et al., 2007). While the model is described by Schmidt
et al. (2006) we use the same naming of specific model simula-
tions as used by Schmidt et al. (2013). In this section we use si-
mulation “Hhi-trans-free”, which is a transient simulation driven
by boundary conditions (e.g. greenhouse gas concentrations, solar
irradiance, and SSTs) as observed or reconstructed for the period
1960–2006. The model internally generates a QBO, which is in
general not in phase with the observed QBO. For the comparison to
SABER data we use data for a model grid column located in Central
Europe (50°N, 7°E) and a time slab of 11 years length as close to
the SABER data as possible (1996–2006). These data were analyzed
in the same way as described for the SABER data above. The results
are remarkable. Again three oscillations are found, which are
shown in Fig. 2. The figure is organized as Fig. 1. Fig. 2a shows the
shortest period with a value of 2.2170.04 yr (see also Table 1).
This is somewhat shorter than for the measured data, but it agrees
within the combined error bars. The middle period is shown in
Fig. 2b. Its mean value is 3.3970.18 yr and hence agrees with the
measured period within the single error bar. The longest period is
shown in Fig. 2c. Its mean value is 5.48 yr, i.e. close to 5.5 yr. This
period could be determined directly only in the upper altitudes
because of the smallness of the amplitudes. As it was found close
to 5.5 yr this value was used to prescibe the periods at the other
altitudes.

There is close agreement of the modeled periods with those of
the measured data. Also the simulated amplitudes are of the same
magnitudes as the measured ones and show a similar variation
with height.

The phases are different from those shown in Fig. 1 as they are
also relative values, and the reference is arbitrary. Nevertheless,
we find phase jumps similar as in Fig. 1. Again,they approximately
coincide with the amplitude minima. This is clearly seen in Fig. 2a
for the 2.2 yr period. Adjacent altitude levels with nearly constant
phase values again are about in anti-phase.

Phase jumps of 180° between altitude regimes of constant
phases are also seen in the two other oscillations (Fig. 2b and c).
They are, however, not as pronounced as for the 2.2 yr oscillation.

In the stratosphere they appear to be missing at all.
In summary, the HAMMONIA data in Fig. 2 basically confirm

the atmospheric amplitude and phase structures revealed by SA-
BER and radiosonde measurements. We conclude that the

Fig. 3. a. Harmonic analysis as in Fig. 1a, but for CESM-WACCM model data. Mean
oscillation periods are near to 2.3 yr (see text). The phases have been shifted by 2 yr
for clarity. b. Harmonic analysis as in Fig. 1b, but for CESM-WACCM model data.
Mean oscillation periods are near to 3.4 yr (see text). The phases have been shifted
by 6 yr for clarity. c. Harmonic analysis as in Fig. 1c, but for CESM-WACCM model
data. Mean oscillation periods are near to 5.5 yr (see text). Periods are given by red
dots, phases by blue triangles. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 4. a Harmonic analysis for HAMMONIA run Hhi-max (left) and run Hlo-max (right). Run Hhi-max: climatological boundaries; Run Hlo-max: reduced vertical re-
solution The picture is structured as Fig.2a except that the period profile is omitted (see text). Periods are near to 2.2 yr. Abscissa is in relative units as in Fig. 1. For the
straight dashed lines see text. The phase profiles are relative profiles without fixed reference points. The zero point of run Hlo-max amplitudes is at 6 rel. units. b Harmonic
analysis for HAMMONIA run Hhi-max (left) and run Hlo-max (right). Run Hhi-max: climatological boundaries; Run Hlo-max: reduced vertical resolution The picture is
structured as Fig.2b except that the period profile is omitted (see text). Periods are near to 3.4 yr. Abscissa is in relative units as in Fig. 1b. For the straight dashed lines see
text. The phase profiles are relative profiles without fixed reference points. The zero point of run Hlo-max amplitudes is at 10 rel. units. c Harmonic analysis for HAM-
MONIA run Hhi-max (left) and run Hlo-max (right). Run Hhi-max: climatological boundaries; Run Hlo-max: reduced vertical resolution The picture is structured as Fig.2c
except that the period profile is omitted (see text). Periods are near to 5.5 yr. Abscissa is in relative units as in Fig. 1c. For the straight dashed lines see text. The phase
profiles are relative profiles without fixed reference points. The zero point of run Hlo-max amplitudes is at 13 rel.units.
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measured structures are real, indeed. It should be noted that the
boundary conditions used for HAMMONIA do not exactly match
the period of the SABER and radiosonde measurements but differ
by 6 yr. Additionally, the meteorology of the model is internally
produced and hence does not match the actually observed me-
teorology for a given date. Therefore, differences in the detailed
altitude profiles could be due to this if the structures should
change with time or depend on actual meteorology.

4.2. CESM-WACCM

For a further comparison we have studied a run of NCAR's Com-
munity Earth System Model-Whole Atmosphere Community Climate
Model (CESM-WACCM; Marsh et al., 2013). CESM is a state-of-the-art
coupled atmosphere-ocean model system which is based upon the
Community Climate System Model (CCSM4) (Gent et al., 2011). Here,
CESM was used with the atmospheric component WACCM, version 4
(CESM1-WACCM) (Marsh et al., 2013), a fully interactive chemistry-
climate model which extends from the Earth’s surface to 140 km al-
titude (Garcia et al., 2007; Richter et al., 2010) and is used here on a
horizontal grid of 1.9°�2.5° (latitude� longitude) and on 66 vertical
levels. Chemistry is calculated interactively in the chemistry module
based on version 3 of the Model for OZone And Related chemical
Tracers (MOZART) (Kinnison et al., 2007). WACCM is not able to
generate a self-consistent QBO, it therefore uses a nudging technique
to closely follow the observed QBO (Matthes et al., 2010). The CESM-
WACCM experiment has been integrated from 1955 through 2099
using observed increases in GHGs and ozone depleting substances as
well as observed solar forcing. Details of the “GHG” simulation are
described in Hansen et al. (2014). HAMMONIA and CESM-WACCM are
comparable CCMs except for the representation of the QBO (pre-
scribed in CESM-WACCM, internally generated in HAMMONIA) and
the ocean (interactively calculated in CESM-WACCM, prescribed SSTs
in HAMMONIA). A time slab between 2002 and 2012 was analysed in
the way described above, coinciding with the SABER time slab.

Three oscillation periods are identified also in this model: at
2.2870.08 yr, 3.3870.16 yr, and 5.4870.14 yr (see Table 1). These
periods agree within the single error bars with those of SABER and
HAMMONIA run “Hhi-trans-free”, which is quite remarkable. They are
shown in Fig. 3 and are approximated by 2.3 yr, 3.4 yr, and 5.5 yr lines.
The error value of the 5.48 yr period is approximate because at many
altitudes this period had been prescribed (see Fig. 3c).

These oscillations are shown in Fig. 3 in the same manner as in
Figs.1 and 2. The middle curves closely follow straight lines with
the periods cited. The amplitudes are on the same order of mag-
nitude as in Figs. 1 and 2. They show a pronounced minimum/
maximum structure again. The phase profile of the shortest period
(Fig. 3a) has well developed phase jumps of nearly 180° except at
the highest altitudes. The jumps nicely coincide with deep minima
in the amplitude profile. The corresponding altitudes are given
together with the horizontal dashed lines. They are not far from
the jump levels indicated in the HAMMONIA data shown in Fig. 2a.
Fig. 3a thus confirms the picture of multi-annual oscillations
(MAO) with very special structures in amplitudes and phases.

The phase profiles of the 3.4 yr and 5.5 yr periods in Fig. 3b and
c differ, however, from Fig. 1. The staircase or square wave struc-
ture is not seen. There are a few indications of phase steps, but
mostly in an unclear manner. It is interesting to note that the step
structure in the 3.4 yr and 5.5 yr oscillations of HAMMONIA
(Fig. 2b and c) also are less clear than for the short period. It needs
to be analyzed whether the steps in Fig. 3b and c become clearer if
a WACCM run with internal (self-sustained) QBO is used.

4.3. Climatological boundaries

A possible explanation of the MAO in observations and simu-
lations are variations in surface conditions, in particular sea sur-
face temperatures (SST). In atmospheric models this can be tested
using SSTs that are not transient as in the HAMMONIA simulation
“Hhi-trans-free” but have a fixed annual cycle. Such simulations

Fig. 5. Harmonic analysis for two HAMMONIA runs Hhi-max with different analysis windows. The left hand side shows the results for an eleven years window, the right
hand side for a 17 yr window. The picture compares the amplitudes, periods, and phases. The amplitudes are highly correlated with a correlation coefficient of 0.89. The
mean periods are close to the values 3.4670.18 yr and 3.3970.18 yr as indicated above the vertical dashed lines. Both of the phase profiles show three areas (steps KS) of
almost constant phase values (indicated by red triangles). Both of the profiles show five phase jumps, and they occur at very similar altitudes. The right hand period profile
has been shifted to the left by one year for clarity. The zero points of the phase profiles are arbitrary. The picture shows that the difference in window length yields only
minor changes of the harmonic analysis. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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with HAMMONIA have been described and analysed by Schmidt
et al. (2010, 2013). The simulation used here is named “Hhi-max”,
where besides fixed SSTs also all other boundary conditions are set
to constant values. Hence, any oscillation occurring in this simu-
lation is obviously internally produced.

We analyzed a time slab of eleven years from the middle of this
run. To our surprise all three oscillations are still there, and their
periods are very similar to the values obtained in simulation “Hhi-
trans-free” with transient boundary conditions (see Table 1). The
agreement is within the single error bars.

The corresponding amplitudes and phases are given in Fig. 4a–c
in the same order as in Fig. 2: a) period 2.2 yr, b) 3.4 yr, and c)
5.5 yr. For the errors see Table 1. Fig. 4 is organized as Fig. 2, except
that the period profiles have been omitted because they show
nothing new. Results of model run “Hhi-max” are shown in the left
hand side of the figures.

The amplitude and phase profiles of run “Hhi-max” are quite
similar to run “Hhi-trans-free” (Fig. 2). The amplitudes are up to
about 1 K and vary between maxima and minima. The phase
profiles show a step-like structure as in Fig. 2, with the phase
jumps at the altitudes of the amplitude minima. The altitudes of
the jumps are, however, different from Fig. 2. Also their direction
(to higher or lower values) is different. In summary, however, the
profiles of Fig. 4 and Fig. 2 are surprisingly similar. The step
structure of oscillation periods 3.4 yr and 5.5 yr appears to be even
clearer in Fig. 4 than in Fig. 2.

The three oscillations and their intriguing amplitude and phase
structures are obviously not initiated by the boundary conditions.
This leads us to the surprising result that they must stem from
inside the atmosphere. This means that they are due to some self-
sustained mechanism in the atmosphere. Such mechanisms are
known to exist in the ocean (e.g. White and Liu, 2008b) and appear
to exist in the atmosphere, too. Indeed, the QBO in the lower
stratosphere is known to be of this nature (e.g. Andrews et al.,
1987).

4.4. Reduced vertical resolution

As mentioned earlier, the observed and simulated period of
sligthly more than two years is very close to the QBO period. In
order to test whether the two phenomena are actually related, we
analyze HAMMONIA run “Hlo-max” that has a very similar set up
to “Hhi-max”, but a reduced vertical resolution in the stratosphere
with in total 67 instead of 119 vertical model layers (see Schmidt
et al. (2010) for more details on the two simulations). As in other
GCMs (e.g. Giorgetta et al., 2002) also in HAMMONIA a relatively
high vertical resolution is necessary to sufficiently represent wave-
mean flow interactions for an internal production of the QBO. In
simulation “Hlo-max”, the tropical stratosphere does not show
such an oscillation.

An eleven- year time slab from the middle of the “Hlo-max”
run was analyzed in the same way as of the other runs. The results
of the amplitudes and phases are shown in Fig. 4 (right hand side
of the figure). The periods found are: a) 2.2270.08 yr; b)
3.3870.09 yr, and c) 5.5 yr. They again agree with the other runs
within their error bars (see Table 1). The short period MAO is still
present even in the absence of the QBO. Differences, however, are
now found in the amplitude and phase profiles. The magnitude of
the amplitudes is still about the same. The maximum/minimum
modulation is still seen in Fig. 4b, but much smaller in Fig. 4c, and
has disappeared in the shortest period (Fig. 4a). A similar behavior
is seen in the phases. For the longer periods of 3.4 yr and 5.5 yr the
step-like structures are clearly visible. They appear somewhat
smoothed. For the 2.2 yr period (Fig. 4a), however, the steps have
more or less disappeared, and an almost continuous increase of
the phase with altitude is observed.

In summary, the three MAOs with periods of 2.2–2.4 yr, 3.4 yr,
and 5.5 yr and their vertical amplitude and phase profiles are in-
trinsic atmospheric structures that are surprisingly robust. Further
climate model experiments seem to be necessary to reveal their
physical nature.

4.5. Period accuracy

The data window of the SABER data is 11 years long, and so
were the selected model windows. The question arises whether
the window length influences the periods obtained from the
spectral analysis. This question cannot be answered by the SABER
data set because it is too short. The HAMMONIA data, however,
turn out to be a reasonable proxy for the measured data. We have
therefore used an extended data window of 17 years length from
the HAMMONIA run “Hhi-max” and compared it to the standard
window of 11 years. In order not to bias the results by those al-
titudes where the periods are prescibed we use only those alti-
tudes where the periods are directly derived from the harmonic
analysis. The results obtained for the 2.2 yr and 3.4 yr periods are
the same in the standard window and the extended window
within single error bars (2.2370.10 yr versus 2.1570.06 yr, and
3.4670.18 yr versus 3.3970.18 yr, respectively). Prescribed values
were not included in the means. The magnitudes of the ampli-
tudes are also similar, and the phase profiles show similar jumps.
The numbers of jumps in the standard and extended runs are the
same, and the altitudes at which the jumps occur are quite similar.
The ”directions” (þπ or �π) of the phase jumps are mostly dif-
ferent, but this can be attributed to the arbitrariness of such phase
jumps, as discussed in Section 3. Fig. 5 shows as an example the
standard and the extended run for the periods of about 3.4 yr.

A comparison of the period 5.5 yr of the two runs is not
meaningful as at most altitudes prescribed values are used. Am-
plitude and phase profiles of the two runs, however, are similar as
with the shorter periods. In summary, the difference in window
length yields only minor changes of the spectral analyses.

It should again be remembered what was said before: that our
analysis is a first approximation, only. The “third period” possibly
questionable can be recognized in the pictures by the fact that
these values do not carry error bars.

Fig. 6. FFT spectrum of Global Land Ocean Temperature Index (GLOTI) data. Time
interval is 1980–2010. Numbers given with the peaks are periods in years.
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5. Other parameters

The question arises whether the oscillatory structures are a
temperature phenomenon only, or whether they are present in
other atmospheric parameters as well. We discuss here three short
examples.

5.1. Global Land Ocean Temperature Index (GLOTI)

A large set of surface temperatures is available as Global Land
Ocean Temperature Index data that cover the period 1880–2010
(Hansen et al., 2010). The data are global mean values. They show
oscillations during the time with periods near 2.2 yr, 3.5 yr, and
5.5 yr, and with changing amplitudes. As an example, Fig. 6 shows
a FFT spectrum of the time interval 1980–2010. The annual mean
GLOTI data have been detrended by a five-point running mean.
The numbers shown with the peaks are the estimated periods in
years. Corresponding harmonic analyses yield very similar values.
Again the periods ( see the red arrows) are not far from our main
values given above (2.5 yr versus 2.4 yr, 3.8 yr versus 3.4 yr, and
5.0 yr versus 5.5 yr).

5.2. North Atlantic Oscillation Index (NAO)

The North-Atlantic Oscillation Index (NAO Index) is of major
importance for the northern hemisphere dynamics and is there-
fore considered here. Fig. 7 shows an FFT spectrum of the NAO
index in the time interval 1980–2013. (The data were taken from
NCEP/NOAA, reference see below). Annual mean data were de-
rived from monthly values and detrended by a five-point running
mean. Numbers given together with the spectral peaks are the
corresponding periods in years. It is interesting to see that all of
the higher peaks except one (4.3 yr) have periods that are near to
our major periods (red arrows). The periods shown are estimates,
of course. A more detailed harmonic analysis gives very similar
results.

5.3. Zonal winds

From the radiosondes used above for temperatures, also wind
profiles are available. The zonal wind speeds (2002–2012) have
been analyzed from 0 to 30 km in the same manner as the tem-
peratures. The results look similar as in Fig.1 with periods near to
2.4 yr, 3.4 yr, and 5.5 yr. Amplitudes are small and rather variable

at these low altitudes. Phases show jumps by 180° at 14 km alti-
tude except for the 3.4 yr oscillation where the phase increase is
fairly smooth.

There are two deviations from the general picture which are
seen in Fig. 8. The shortest MAO period is not 2.4 yr, but closer to
2.5 yr. Furthermore the amplitude is low in the troposphere, but
increases strongly in the stratosphere. This suggests some relation
to the QBO. Such amplitude dependence is not analyzed for the
other two periods.

The phase jump of the 2.4 resp. 2.5 yr oscillation is clearly seen
at 14 km. Hence, it occurs at somewhat higher altitude than in the
temperature in Fig. 1a. Generally speaking, the wind parameter
suggests an oscillatory structure quite similar to the temperatures.

In summary the three examples show that the long period
oscillations (MAO) are not restricted to temperatures. They may
rather be expected in various other atmospheric parameters, too.

6. Discussion

6.1. Phenomenology

Multi-annual oscillations (MAO) of atmospheric parameters
have been mentioned in a few earlier studies. However, except the
QBO, not too much seems to be known about their origin. Wang
et al. (2011) have analyzed total column ozone (TO3) from eight
stations and found an oscillation period of 3.5 years. They were
able to support this by computer modeling with the GEOS CCM.
The TO3 stations used are located at mid latitudes (36–52°), and
mostly in the European sector. Three stations are at more western
and eastern longitudes (about �80°, þ140°). This suggests that
these oscillations are a global phenomenon. Wang et al. relate
their oscillations to the ENSO signal. However, our results from
HAMMONIA run “Hhi-max” (Fig. 4) do not support this.

In Central Europe measurements of phase heights of reflected
LF radiowaves have been performed since 1959 (Peters et al., 2006/
2007). These allow an estimate of long- term changes of atmo-
spheric densities near 70 km altitude. A spectral analysis yields a
pronounced oscillation at 3.4 yr period. This shows that many
atmospheric parameters are affected by the MAO. It also suggests a
more detailed analysis of atmospheric density at other altitudes
(for instance in the thermosphere). It furthermore suggests that
MAO are a more or less permanent phenomenon in the

Fig. 8. Zonal wind speed analyzed for a 2.4/2.5 yr oscillation. The picture corres-
ponds to Fig. 1a (radio sonde data). Phases have been shifted by 1 yr towards higher
values for better readability.

Fig. 7. FFT spectrum of North Atlantic Oscillation Index (NAO) data. Time interval is
1980–2013. Numbers given with the peaks are periods in years.
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atmosphere.
The same is shown by the GLOTI data discussed in Section 5.1.

Spectra of these surface temperatures exhibit our MAO periods
during the entire time interval of 130 years (not shown here).
Hence, we conclude that our MAO periods are a general and, as
shown by the models, at least partly intrinsic property of the at-
mosphere. Of course, simultaneous occurrence of intrinsic oscil-
lations and those of the coupled atmosphere/ocean system (as
ENSO) is always a possibility.

Multi-year oscillations have also been observed in a quite dif-
ferent atmospheric parameter: the Atmospheric Angular Mo-
mentum (AAM, Abarca del Rio et al., 2000). These authors find
oscillations in a band 3 to 5 years in the troposphere and lowest
stratosphere at low to moderate latitudes. The data show a pro-
nounced latitudinal structure at these altitudes. Hence a latitu-
dinal analysis of the MAO at higher altitudes and at sufficient
spectral resolution should be very interesting.

The shortest periods analyzed here (2.2–2.4 yr) are similar to
that of the Quasi Biennial Oscillation (QBO, 27 months, e.g. An-
drews et al., 1987). It is, however, not clear whether these are
really the same. To approach this point we have analyzed surface
GLOTI temperatures and HAMMONIA “Hhi-trans-free” tempera-
tures at 45 km altitude at 2.2 yr period. Either data set shows a
steep amplitude decrease in the time interval 1993–2008 and
1999–2004, respectively (order of factor 5). For comparison we
have analyzed Singapore zonal winds (30 hPa) and find an am-
plitude decrease in the similar time interval 1995–2007 (on the
order of 10%). The detailed relationship of these different para-
meters at different altitudes and latitudes remains to be
determined.

6.2. Structure and origin

SABER measurements and several computer simulations show
three different multi-annual oscillation periods (MAO) that are
surprisingly similar in the observations and the simulations. Also
the amplitudes are on the same order of magnitude (1 K).

The basic structure of our MAO is as follows: a) stable periods
are about constant up to beyond 100 km, b) amplitudes vary
(undulate) between minima and maxima in the vertical direction,
they clearly do not show an exponential increase with altitude, c)
step-like phase changes occur in the vertical, d) the structures are
intrinsic, i.e. they originate from self-excitation, as experiments
with climate models show, e) the structures are quite robust as the
same experiments show.

Self-sustained (self-excited) oscillations are described and
analysed in textbooks on non-linear dynamics (e.g. Pikovsky et al.
(2003) and references given therein). Following this text, two such
oscillators – if they are similar- can synchronize their periods. Here
we tentatively assume that adjacent horizontal atmospheric layers
(of 2–3 m thickness) are such oscillators. If they synchronize their
periods this could explain the more or less constant vertical pro-
files of periods in our above figures. Self-sustained oscillators can
also synchronize their phases, and this can occur in- phase or in
anti-phase. This might possibly explain the steplike structures of
many of our phase profiles. Self-sustained oscillators are especially
robust against disturbances. Also this feature appears to be similar
to our findings. Finally non-linear oscillators of periods T1 and T2
can show higher order synchronization if the periods obey the
equality mT1¼nT2 with m, n integers. It is interesting to note that
the shortest of our periods and the middle one have about the
ratio 2 : 3, and the middle and longest have this ratio, too. Hence,
this might possibly be interpreted as higher order synchronization.

The assumption of two interacting layers is, of course, an
oversimplification as the atmosphere is a continuous medium. In
such media, however, synchronization of the kind described

occurs, too, and it especially occurs in “clusters” or “clumps” (see
Pikovsky et al., 2003). This appears to resemble our altitude re-
gions with constant phase. Hence there are interesting similarities
between our results and non-linear oscillators as described in the
literature. In order to prove that the MAO are non-linear oscillators
one would, however, have to actively interfere with the dynamical
system (Pikovsky et al., 2003). This can hardly be done with the
real atmosphere, but could possibly be achieved in the atmo-
spheric model simulations. This is a complicated task, though, and
beyond the scope of this paper.

It should be noted that the oscillations shown by the SABER
data (Fig. 1) could, of course, be due to self-excitation as well as to
influences from the ocean below. The same is true for the simu-
lations by HAMMONIA “Hhi-trans-free” (Fig. 2) and CESM-WACCM
(Fig. 3).

The two models are different in two important aspects. 1) The
QBO is prescribed in CESM-WACCM, and is internally generated in
HAMMONIA. 2) The SST are interactively calculated in CESM-
WACCM (Fig. 3) and prescribed in HAMMONIA Hhi-max (Fig. 4).
Nevertheless the periods are very similar in the two cases, and also
the vertical structures of the phase profiles show similarities. This
may be attributed to the robustness of self-sustained oscillators.

Multi-annnual oscillations are well known in the coupled at-
mosphere-ocean system. ENSO is unquestionably the most pro-
minent example. Some of the oscillation periods are quite close to
those discussed here (White et al., 2003; White and Liu, 2008a, b;
Chen et al., 2010). Self-excitation of ocean waves or excitation by
internal noise are discussed by White and Liu (2008b, see also
references therein). These authors also describe a non-linear os-
cillator (Duffing oscillator) with near 11-yr period that forces (non-
linearly) 3rd and 5th harmonics near 3.6- and 2.2-yr period. We
have looked for long oscillation periods in our data and found,
indeed, periods of about 10.2 yr71.3 yr in the SABER tempera-
tures and in HAMMONIA run “Hhi-max” with similar vertical
phase profiles. The accuracy of these results is, however, ques-
tionable as the period length and the length of the data window
are about the same. It should be remembered that our MAO os-
cillations in Fig. 4 (HAMMONIA Hhi-max and Hlo-max) do not
stem from the ocean, as climatological boundary conditions have
been used here.

The 5.5 yr oscillation in the upper atmosphere has frequently
been discussed as the first (linear) harmonic of the solar cycle
period of 11 yr (e.g. Khomich et al., 2013, and references therein).
Our data are not in contradiction to this. They show, however, that
the sun is not necessarily the origin of this oscillation. Self-ex-
citation as seen in the HAMMONIA run “Hhi-max”with fixed
boundaries (Fig. 4c) is an alternative. It remains an interesting and
difficult question to determine the relative share of the two me-
chanisms in a given data set.

7. Summary and conclusions

Multi-annual oscillations (MAOs) with periods of 2.2–2.4 yr,
3.4 yr, and 5.5 yr are found in SABER and radiosonde temperatures
between 0 and 110 km. Surprisingly, the periods are about con-
stant with altitude. Also the amplitudes do not increase ex-
ponentially with altitude but show a modulated vertical structure
of maxima and minima. The phases are constant in altitude steps,
and change in steep jumps of 180° in between.

Similar oscillations are found in two numerical models of the
atmospheric general circulation. One of the models (HAMMONIA)
is therefore used as a proxy for the atmosphere and for experi-
ments that are impossible with the atmosphere itself. The major
experiment was to use climatological boundary conditions, which
means to switch off all long-term influences from above and below
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(sun and ocean). This was because oscillations with the periods
described are also seen in the ocean, and we suspected the at-
mospheric oscillations to be initiated by the ocean. Our MAO did,
however, not disappear this way! We therefore must conclude
that our oscillations are excited internally in the atmosphere
(“self-sustained”, “self-excited”). Self-excited non-linear oscillators
are well known in the ocean (e.g. the Duffing oscillator). To our
knowledge they are suggested here for the first time in the at-
mosphere in this large altitude range.

Self-sustained oscillators are known to be very robust. Our
constant periods and the step-wise constant phases observed
might be interpreted as synchronization effects that are typical of
non-linear oscillators. The periods found in our data closely follow
the ratio 3:2. This might be interpreted as higher order synchro-
nization that is also a property of non-linear oscillators. These si-
milarities of our results with synchronizations described in the
literature are, however, not a proof. Our seeming synchronization
effects could, rather, be fortuitous (Pikovsky et al., 2003). In order
to prove them one would have to actively interfere with the basic
non-linear dynamicl system. This is impossible for the real atmo-
sphere. It might, however, become possibly in the future by using a
general circulation model as an atmospheric proxy.

The results presented open a wide area of questions. Possible
variations in latitude and longitude could be studied. The altitude
range of the analysis (0–110 km) should be extended to the ther-
mosphere. The GLOTI data indicate that MAOs with periods found
in our studies are present globally since 130 yrs. This would mo-
tivate a detailed analysis from the ground to higher altitudes. The
stability of MAO in time is an important question. MAO signatures
should be looked for in other parameters beyond temperature (e.g.
densities and winds). Higher order parameters are also of major
interest (e.g. wave momentum flux, flux divergence etc). Analysis
of these and other aspects will hopefully elucidate the structure of
these oscillations and eventually reveal their nature.
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Abstract. Multi-annual oscillations have been observed
in measured atmospheric data. These oscillations are also
present in general circulation models. This is the case even
if the model boundary conditions with respect to solar cy-
cle, sea surface temperature, and trace gas variability are kept
constant. The present analysis contains temperature oscilla-
tions with periods from below 5 up to more than 200 years in
an altitude range from the Earth’s surface to the lower ther-
mosphere (110 km). The periods are quite robust as they are
found to be the same in different model calculations and in at-
mospheric measurements. The oscillations show vertical pro-
files with special structures of amplitudes and phases. They
form layers of high or low amplitudes that are a few dozen
kilometres wide. Within the layers the data are correlated.
Adjacent layers are anticorrelated. A vertical displacement
mechanism is indicated with displacement heights of a few
100 m. Vertical profiles of amplitudes and phases of the var-
ious oscillation periods as well as their displacement heights
are surprisingly similar. The oscillations are related to the
thermal and dynamical structure of the middle atmosphere.
These results are from latitudes and longitudes in central Eu-
rope.

1 Introduction

Multi-annual oscillations with periods between 2 and
11 years have frequently been discussed for the atmosphere
and the ocean. Major examples are the Quasi-Biennial Os-
cillation (QBO), solar-cycle-related variations near 11 and
5.5 years, and the El Niño–Southern Oscillation (ENSO).
(For references see for instance Offermann et al., 2015.)

Self-excited oscillations in the ocean of such periods have
been described for instance by White and Liu (2008). Os-

cillations in the atmosphere with periods between 2.2 and
5.5 years have been shown in a large-altitude regime by Of-
fermann et al. (2015). Their periods are surprisingly robust;
i.e. there is little change with altitude. They are also present
in general circulation models, the boundaries of which are
kept constant.

Oscillations of much longer periods in the atmosphere
and the ocean have also been reported. Biondi et al. (2001)
found bi-decadal oscillations in local tree ring records
that date back several centuries. Kalicinsky et al. (2016,
2018) recently presented a temperature oscillation near the
mesopause with a period near 25 years. Low-frequency oscil-
lations (LFOs) on local and global scales in the multi-decadal
range (50–80 years) have been discussed several times (e.g.
Schlesinger and Ramankutty, 1994; Minobe, 1997; Polyakov
et al., 2003; Dai et al., 2015; Dijkstra et al., 2006). Some of
these results were intensively discussed as internal variability
of the atmosphere–ocean system, for instance as the internal
interdecadal modes AMV (Atlantic Multidecadal Variability)
and PDO/IPO (Pacific Decadal Oscillation/Interdecadal Pa-
cific Oscillation) (e.g. Meehl et al., 2013, 2016; Lu et al.,
2014; Deser et al., 2014; Dai et al., 2015.) Multidecadal vari-
ations (40–80 years) in Arctic-wide surface air temperatures
were, however, related to solar variability by Soon (2005).
Some of these long-period variations have been traced back
for 2 or more centuries (Minobe, 1997; Biondi et al., 2001;
Mantua and Hare, 2002; Gray et al., 2004). Multidecadal os-
cillations have also been discussed extensively as internal
climatic variability in the context of the long-term climate
change (temperature increase) in the IPCC AR5 Report (e.g.
Flato et al., 2013).

Even longer periods of oscillations in the ocean and the at-
mosphere have also been reported. Karnauskas et al. (2012)
find centennial variations in three general circulation mod-
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els of the ocean. These variations occur in the absence of
external forcing; i.e. they show internal variabilities on the
centennial timescale. Internal variability in the ocean on a
centennial scale is also discussed by Latif et al. (2013) on
the basis of model simulations. Measured data of a 500-
year quasi-periodic temperature variation are shown by Xu et
al. (2014). They analyse a more than 5000-year-long pollen
record in East Asia. Very long periods are found by Paul and
Schulz (2002) in a climate model. They obtain internal oscil-
lations with periods of 1600–2000 years.

All long-period oscillations cited here refer to tempera-
tures of the ocean or the land–ocean system. It is empha-
sized that by contrast the multi-annual oscillations described
by Offermann et al. (2015) and those discussed in the present
paper are properties of the atmosphere and exist in a large-
altitude regime between the ground and 110 km altitude.
They are not related to the ocean (see below).

In the present paper the work of Offermann et al. (2015)
is extended to multi-decadal and centennial periods. Oscil-
lations in the atmosphere are studied in three general cir-
culation models. The analysis is locally constrained (cen-
tral Europe) but vertically extended up to 110 km. The
model boundary conditions (sun, ocean, trace gases) are
kept constant. The results of model runs with HAMMONIA,
WACCM, and ECHAM6 were made available to us. They
simulate 34, 150, and 400 years of atmospheric behaviour,
respectively. The corresponding results are compared to each
other. Most of the analyses are performed for atmospheric
temperatures.

For comparison, long-duration measured data series are
also analysed. There is a data set taken at the Hohenpeißen-
berg Observatory (47.8◦ N, 11.0◦ E) since 1783. Long-term
data have been globally averaged by Hansen et al. (2010) and
published as GLOTI data (Global Land Ocean Temperature
Index).

In Sect. 2 of this paper the three models are described and
the analysis method is presented. In Sect. 3 the oscillations
obtained from the three models are compared. The vertical
structures of the periods, amplitudes, and phases of the os-
cillations are described. In Sect. 4 the results are discussed.
Section 5 gives a summary and some conclusions.

2 Model data and their analysis

2.1 Long-period oscillations and their vertical
structures

In an earlier paper (Offermann et al., 2015) multi-annual os-
cillations with periods of about 2–5 years were described at
altitudes up to 110 km. These were found in temperature data
of HAMMONIA model runs (see below). They were present
in the model even if the model boundary conditions (solar
irradiance, sea surface temperatures and sea ice, boundary
values of greenhouse gases) were kept constant. The peri-

Figure 1. Vertical structures of long-period oscillations near 17.3±
0.8 years from HAMMONIA temperatures. Missing period values
could not be derived from the data. They were prescribed as the
mean value of 17.3 years (dash–dotted vertical red line; see text and
Sect. 3.2). Phases are relative values.

ods were found to be quite robust as they did not change
much with altitude.The oscillations showed particular ver-
tical structures of amplitudes and phases. Amplitudes did
not increase exponentially with altitude as they do with at-
mospheric waves. They rather varied with altitude between
maximum and near-zero values in a nearly regular man-
ner. Phases showed jumps of about 180◦ at the altitudes of
the amplitude minima and were about constant in between.
There were indications of synchronization of amplitudes and
phases.

The periods analysed in the earlier paper have been re-
stricted to below 5.5 years. Much longer periods have been
described in the literature. It is therefore of interest to see
whether such longer periods could also be found in the mod-
els and what their origin might be.

Figure 1 shows an example of such temperature structures
for an oscillation with a period of 17.3± 0.8 years obtained
from the HAMMONIA model discussed below. This picture
is typical of the oscillations in Offermann et al. (2015) and
of the oscillations discussed in the present paper. The peri-
ods at the various altitudes are close to their mean value even
though the error bars are fairly large. There is no indication
of systematic altitude variations, and therefore the mean is
taken as a first approximation. At some altitudes the periods
could not be determined (see Sect. 3.3). In these cases the
periods were prescribed by the mean of the derived periods
(dash–dotted red vertical line, 17.3 years) to obtain approxi-
mate amplitudes and phases at these altitudes (see Offermann
et al., 2015). Details of the derivation of periods, amplitudes,
and phases are given in Sect. 3.2.
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Figure 2. HAMMONIA temperature residues at 0 and 3 km alti-
tude with fixed boundary conditions (see text). Mean temperatures
of 281.89 K (0 km) and 266.04 K (3 km) have been subtracted from
the model temperatures. Data are for 50◦ N, 7◦ E.

2.2 HAMMONIA

The HAMMONIA model (Schmidt et al., 2006) is based
on the ECHAM5 general circulation model (Röckner et al.,
2006) but extends the domain vertically to 2× 10−7 hPa and
is coupled to the MOZART3 chemistry scheme (Kinnison et
al., 2007). The simulation analysed here was run at a spectral
resolution of T31 with 119 vertical layers. The relatively high
vertical resolution of less than 1 km in the stratosphere allows
an internal generation of the QBO. Here we analyse the sim-
ulation (with fixed boundary conditions, including aerosol,
ozone climatology) that was called “Hhi-max” in Offermann
et al. (2015), but instead of only 11 we use 34 simulated
years. Further details of the simulation are given by Schmidt
et al. (2010).

As concerns the land parameters, part of them were also
kept constant (vegetation parameters as leaf area, wood cov-
erage) and so was ground albedo. Others were not (e.g. snow
and ice on lakes). Hence, some influence on our oscillations
is possible.

An example of the HAMMONIA data is given in Fig. 2 for
0 and 3 km altitudes. The HAMMONIA data were searched
for long-period oscillations up to 110 km. The detailed anal-
ysis is described below (Sect. 3.2). Nine oscillations were
identified with periods between 5.3 and 28.5 years. They are
listed in Table 2a. The oscillation shown in Fig. 1 (17.3 years)
is from about the middle of this range.

2.3 WACCM

Long runs with chemistry–climate models (CCMs) having
restricted boundary conditions are not frequently available.

A model run much longer than 34 years became available
from the CESM-WACCM4 model. This 150-year run was
analysed from the ground up to 108 km. The model exper-
iments are described in Hansen et al. (2014). Here, the ex-
periment with monthly varying constant climatological sea
surface temperatures (SSTs) and sea ice has been used; i.e.
there is a seasonal variation, but it is the same in all years.
Other boundary conditions such as greenhouse gases (GHGs)
and ozone-depleting substances (ODPs) were kept constant
at 1960 values.

Solar cycle variability, however, was not kept constant dur-
ing this model experiment. Spectrally resolved solar irradi-
ance variability as well as variations in the total solar ir-
radiance and the F10.7 cm solar radio flux were used from
1955 to 2004 from Lean et al. (2005). Thereafter solar vari-
ations from 1962–2004 were used as a block of proxy data
and added to the data series several times to reach 150 years
in total. Details are given in Matthes et al. (2013).

The WACCM data were analysed for long-period oscilla-
tions in the same manner as the HAMMONIA data. Here, the
emphasis is on longer periods. Besides many shorter oscilla-
tions, nine oscillations with periods of more than 20 years
were found. These results are included in Table 2a.

2.4 ECHAM6

The longest computer run available to us, covering 400 years,
is from ECHAM6. ECHAM6 (Stevens et al., 2013) is the
successor of ECHAM5, the base model of HAMMONIA.
Major changes relative to ECHAM5 include an improved
representation of radiative transfer in the solar part of the
spectrum, a new description of atmospheric aerosol, and a
new representation of the surface albedo. While the standard
configuration of ECHAM5 used a model top at 10 hPa, this
was extended to 0.01 hPa in ECHAM6. As the atmospheric
component of the Max Planck Institute Earth System Model
(MPI-ESM; Giorgetta et al., 2013), it has been used in a large
number of model intercomparison studies related to the Cou-
pled Model Intercomparison Project phase 5 (CMIP5). The
ECHAM6 simulation analysed here was run at T63 spectral
resolution with 47 vertical layers (not allowing for an internal
generation of the QBO). All boundary conditions were fixed
to constant values, taken as an average of the years 1979 to
2008.

The temperature data were analysed as the other data sets
described above. Seventeen oscillation periods longer than
20 years were obtained (Table 2a). The ECHAM6 results in
this paper are considered an approximate extension of the
HAMMONIA results.

A summary of the model properties is given in Table 1.
All analyses in this paper are for central Europe. The vertical
model profiles are for 50◦ N, 7◦ E.
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Table 1. Properties of the GCM simulations. All data are for central Europe (50◦ N, 7◦ E). For various details see text.

HAMMONIA WACCM4 ECHAM6

Horizontal resolution T31 1.9◦× 2.5◦ (lat/long) T63
Vertical resolution 119 levels

1 km (stratosphere)
66 levels 47 levels

Altitude range 0–110 km 0–108 km 0–78 km
Length of simulation 34 years 150 years 400 years
Time resolution of data used annual/monthly annual annual
Boundary conditions:

– sun fixed variable (see text) fixed
– ocean climatological SST and sea ice climatological SST and sea ice climatological SST and sea ice
– greenhouse gases fixed fixed (1960 values) fixed

References Schmidt et al. (2010) Hansen et al. (2014) Stevens et al. (2013)

3 Model results

3.1 Vertical correlations of atmospheric temperatures

Figure 1 indicates that there are some vertical correlation
structures in the atmospheric temperatures. This was studied
in detail for the HAMMONIA and ECHAM6 data.

Ground temperature residues from the HAMMONIA run
38123 (34 years) are shown in Fig. 2 (black squares). The
mean temperature is 281.89 K, which was subtracted from
the model data. The boundary conditions (sun, ocean, green-
house gases, soil humidity, land use, vegetation) have been
kept constant, as discussed above. The temperature fluctu-
ations thus show the atmospheric variability (standard de-
viation is σ = 0.62 K). This variability is frequently termed
“(climate) noise” in the literature. It will be checked whether
this notion is justified in the present case.

Also shown in Fig. 2 are the corresponding HAMMONIA
data for 3 km altitude. The mean temperature is 266.04 K;
the standard deviation is σ = 0.41 K. The statistical error of
these two standard deviations is about 12 %. Hence the in-
ternal variances at the two altitudes are statistically different.
This suggests that there may be a vertical structure in the
variability that should be analysed.

The data sets in Fig. 2 show large changes within short
times (2–4 years). Sometimes these changes are similar at
the two altitudes. The variability of HAMMONIA thus ap-
pears to contain an appreciable high-frequency component
and thus also needs to be analysed for vertical and for spec-
tral structures.

Temperatures at layers 3 km apart in altitude were there-
fore correlated with those at 42 km as a reference altitude
(near the stratopause). The results are shown in Fig. 3 for
the HAMMONIA model run up to 105 km (red dots). A
corresponding analysis for the much longer model run of
ECHAM6 is also shown (black squares, up to 78 km). Two
important results are obtained: (1) there is an oscillatory ver-
tical structure in the correlation coefficient r with a maxi-
mum in the upper mesosphere and lower thermosphere and

Figure 3. Vertical correlation of temperatures in HAMMONIA (red
dots) and ECHAM6 (black squares). Reference altitude is 42 km
(r = 1). Vertical dashed lines show 95 % significance for HAMMO-
NIA (red) and ECHAM6 (black).

two minima in the lower stratosphere and in the mesosphere
(for HAMMONIA). The correlations are highly significant
near the upper three of these extrema (see the 95 % lines in
Fig. 3). (2) The correlations in the two different data sets are
nearly the same above the troposphere. This is remarkable
because the two sets cover time intervals very different in
length (34 years vs. 400 years). Therefore, the correlation
structure appears to be a basic property of the atmosphere
(see below).

The correlations suggest that the fluctuations in the at-
mosphere (or part of them) are somehow “synchronized” at
adjacent altitude levels. A vertical (layered) structure might
therefore be present in the magnitude of the fluctuations, too.
This was studied by means of the standard deviations σ of
the temperatures T ; the result is shown in Fig. 4. There is
indeed a vertical structure with fairly pronounced layers.
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Figure 4. HAMMONIA temperatures: comparison of standard de-
viations (black squares, multiplied by 2 for easier comparison) and
correlation coefficients (red dots, see Fig. 3). For details see text.

The HAMMONIA data used for Fig. 4 were annual data
that have been smoothed by a four-point running mean. This
was done to reduce the influence of high-frequency “noise”
mentioned above, which is substantial (a factor of 2). The
correlation calculations were repeated with the unsmoothed
data. The results are essentially the same. The same applies
to the standard deviations.

The layered structures shown in Figs. 3 and 4 are not un-
related. This can be seen in Fig. 4, which also gives the ver-
tical correlations r (Fig. 3) for comparison. The horizontal
dashed lines indicate that the maxima of the standard devi-
ations occur near the extrema of the correlation profile in
the stratosphere and lower mesosphere. This suggests that
the fluctuations in adjacent σ maxima (and in adjacent lay-
ers) are anticorrelated. Surprisingly these anticorrelations are
also approximately seen in the amplitude and phase profiles
of Fig. 1 that are typical of all oscillations (see below).

The ECHAM6 data have been analysed in the same way
as the HAMMONIA data, including a smoothing by a four-
point running mean. The data cover the altitude range of 0–
78 km for a 400-year simulation. The results are very similar
to those of HAMMONIA. This is shown in Fig. 5, which
gives vertical profiles of standard deviations and of verti-
cal correlations of the smoothed ECHAM6 data and is to be
compared to the HAMMONIA results in Fig. 4. The two up-
per maxima of standard deviations are again anticorrelated.

It is apparently a basic property of the atmosphere’s inter-
nal variability to be organized in some kind of “layers”, and
that adjacent layers are anticorrelated. It appears therefore
questionable whether the internal variability may be termed
noise, as is frequently done in the literature.

Figure 5. ECHAM6 temperatures: comparison of standard devia-
tions (black squares, multiplied by 2) and correlation coefficients
(red dots). For details see text.

3.2 Time structures

The correlations or anticorrelations concern temporal varia-
tions in temperatures. This suggests a search for some kind of
regular (ordered) structure in the time series, as well. There-
fore in a first step, FFT (fast Fourier transform) analyses have
been performed for all HAMMONIA altitude levels (3 km
apart). The results are shown in Fig. 6, which gives ampli-
tudes for the period range of 4–34 years versus altitude. Also
in this picture, the amplitudes show a layered structure. In
addition an ordered structure in the period domain is also in-
dicated. There are increased or high amplitudes near certain
period values, for instance at the left- and right-hand side and
in the middle of the picture. A similar result is obtained for
the ECHAM6 data shown in Fig. 7 for the longer periods
of 10–400 years. The layered structure in altitude is clearly
seen, and so are the increased amplitudes near certain period
values. Obviously, the computer simulations contain periodic
temperature oscillations, the amplitudes of which show a ver-
tically layered order.

The amplitudes shown in Figs. 6 and 7 are relative val-
ues, and the resolution of the spectra is quite limited. There-
fore a more detailed analysis is required. For this purpose
the Lomb–Scargle periodogram (Lomb, 1976; Scargle, 1982)
is used. As an example Fig. 8 shows the mean Lomb–
Scargle periodogram in the period range 20–100 years for
the ECHAM6 data. For this picture Lomb–Scargle spectra
were calculated for all ECHAM6 layers separately, and the
mean spectrum of all altitudes was determined. The power
of the periodogram gives the reduction in the sum of squares
when fitting a sinusoid to the data (Scargle, 1982); i.e. it is
equivalent to a harmonic analysis using least-square fitting
of sinusoids. The power values are normalized by the vari-
ance of the data to obtain comparability of the layers with
different variance. Quite a number of spectral peaks are seen
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Figure 6. Long-period temperature oscillations in the HAMMO-
NIA model. FFT amplitudes are shown in dependence on altitude
and frequency (periods 4–34 years). Colour code of amplitudes is
in arbitrary units.

Figure 7. Long-period temperature oscillations in the ECHAM6
model. FFT amplitudes are shown in dependence on altitude and
frequency (periods 10–400 years). Colour code of amplitudes is in
arbitrary units.

between 20- and 60-year periods. Further oscillations appear
to be present around 100 years and at even longer periods
(not shown here as they are not sufficiently resolved).

We compared the mean result for the ECHAM6 data with
10 000 representations of noise. One representation covers
47 atmospheric layers. For each representation we took noise
from a Gaussian distribution for each atmospheric layer inde-
pendently and calculated a mean Lomb–Scargle periodogram
for every representation in the same way as for the ECHAM6
data.

It might be considered appropriate to use red noise in-
stead of white noise in this analysis. We therefore calculated
the sample autocorrelation at a lag of 1 year for the differ-

Figure 8. Long-period temperature oscillations in the ECHAM6
model Lomb–Scargle periodogram is given for periods of 20–
100 years. Dashed red line indicates significance at the 2σ level.
For straight red line see text.

ent ECHAM6 altitudes. These values were found to be very
close to zero and, thus, we used Gaussian noise in our analy-
sis.

The red line in Fig. 8 shows the average of all of these
mean periodograms. As expected for the average of all repre-
sentations, the peaks cancel, and one gets an approximately
constant value for all periods. A single representation typ-
ically shows one or several peaks above this mean level.
The red dashed line gives the upper 2σ level, i.e. the mean
plus 2σ . As the mean Lomb–Scargle periodogram for the
ECHAM6 data shows several peaks clearly above this up-
per 2σ level, this mean periodogram is significantly differ-
ent from that of independent noise. Therefore, the conclu-
sion is that independent noise at the different atmospheric
layers alone cannot explain the observed periodogram show-
ing large remaining peaks after averaging.

The period values shown in Fig. 8 agree with those given
for ECHAM6 in Table 2a which are from the harmonic anal-
ysis described next. The agreement is within the error bars
given in Table 2a (except for 24.3 years).

A spectral analysis such as that in Fig. 8 was also per-
formed for the HAMMONIA temperatures. It showed the pe-
riods of 5.3 and 17.3 years above the 2σ level. These values
agree within single error bars with those given in Table 2a.
All peaks found to be significant (in different analyses) are
marked by heavy print in Table 2a.

The Lomb–Scargle spectra (in their original form) do not
reveal the phases of the oscillations. We have therefore ap-
plied harmonic analyses to our data series. This was done
by stepping through the period domain in steps 10 % apart.
In each step we looked for the largest nearby sinus oscilla-
tion peak. This was done by means of an ORIGIN search
algorithm (ORIGIN Pro 8G, Levenberg–Marquardt algo-
rithm) that yielded optimum values for period, amplitude,
and phase. The algorithm starts from a given initial period
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Table 2. Periods of temperature oscillations from harmonic analyses. (a) Periods are numbered according to increasing values. Periods (in
years) are given with their standard deviations. Modelled periods are from the HAMMONIA, WACCM, and ECHAM6 models, respectively.
Additional periods are from Hohenpeißenberg measurements and from the Global Land Ocean Temperature Index (GLOTI). HAMMONIA
periods are limited to 28.5 years as the model run covered 34 years, only. WACCM periods are given for less than 147 years from a model
run of 150 years. ECHAM6 periods are from a 400-year run. Short periods (below 20 years) are not shown for WACCM, ECHAM6, and
GLOTI as they are not used in the present paper. Hohenpeißenberg and GLOTI data after 1980 are not included in the analyses because of
their steep increase in later years. Periods given in bold type refer to (b). (b) Comparative periods (in years).

(a) No. HAMMONIA WACCM ECHAM6 Hohenpeißenberg GLOTI
(119 layers) (years) (47 years) 1783–1980 1880–1980

(years) (years) (years) (years)

1 5.34 ± 0.10 5.48± 0.21
2 6.56 ± 0.24 6.16± 0.20
3 7.76 ± 0.29 7.83± 0.26
4 9.21± 0.53 9.50± 0.65
5 10.8± 0.34 10.85± 0.38
6 13.4 ± 0.68 13.6± 0.80
7 17.3 ± 1.05 18.02± 1.08
8 20.0± 0.35 19.9± 1.00 20.2± 1.36
9 20.9± 0.15
10 22.8± 1.27 21.7± 1.02 22.1 ± 0.23 21.9± 0.94
11 23.8± 0.42
12 25.82± 0.86 25.3 ± 0.46 25.1± 0.62 25.5± 2.0
13 28.5± 1.63 27.3± 0.41
14 31.56± 1.42 30.2 ± 0.49 29.8± 0.66
15 33.3± 0.84
16 38.1± 0.82 36.9± 1.17 36.01± 1.28 35.4± 2.42
17 41.89± 0.95 41.4 ± 0.97
18 48.4 ± 1.73
19 52.06± 1.61 53.4± 11.4
20 57.64± 1.69 58.3 ± 1.77
21 66.95± 7.31 64.9± 2.98
22 77.5± 3.94 81.6± 4.18
23 97.27± 5.06 95.5± 5.86
24 147± 14.9 129.4± 14.5
25 206.7± 16.3
26 238.2± 11.8

(b) No. Period (years) Accuracy/significance Source/corresponding period
from HAMMONIA/ (SSA: singular spectrum analysis;
ECHAM6 (numbers ASA: autocorrelation spectral analysis;
refer to Table 2a) DFA: detrended fluctuation analysis)

1 5.34± 0.1 2σ Lomb–Scargle periodogram as in Fig. 8 (not shown here)
SSA Plaut et al. (1995): 5.2 years

2 6.56± 0.24 1σ Lomb–Scargle periodogram as in Fig. 8 (not shown here);
see also CH4 analysis (Table 3): 6.43± 0.26 years

3 7.76± 0.29 SSA Plaut et al. (1995): 7.7 years
ASA (80 %) Schönwiese (1992): 7.5 years
DFA Meyer and Kantz (2019): 7.6± 1.8 years

6 13.4± 0.68 SSA Plaut et al. (1995): 14.2 years
ASA (95 %) Schönwiese (1992): 13 years
2σ Lomb–Scargle periodogram as in Fig. 8 (not shown here);

see also CH4 analysis (Table 3): 13.73± 0.93 years

7 17.3± 1.05 2σ Lomb–Scargle periodogram as in Fig. 8 (not shown here)

10 21.1± 0.23 1σ Lomb–Scargle periodogram: 22.3 years, see Fig. 8

12 25.3± 0.46 SSA Plaut et al. (1995): 25.0 years

14 30.2± 0.49 2σ Lomb–Scargle periodogram: 30.4 years, see Fig. 8

17 41.4± 0.97 2σ Lomb–Scargle periodogram: 40.7 years, see Fig. 8

18 48.4± 1.73 2σ Lomb–Scargle periodogram: 48.1 years, see Fig. 8

20 58.3± 1.77 1σ Lomb–Scargle periodogram: 58.9 years, see Fig. 8
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and looks for a major oscillation in its vicinity. For this it de-
termines period, amplitude , and phase, including error bars.
If in this paper the term “harmonic analysis” is used, this
algorithm is always meant. The results are a first approxima-
tion, though, because only one period was fitted at a time,
instead of the whole spectrum. Furthermore, the 10 % grid
may be sometimes too coarse. Also small-amplitude oscilla-
tions may be overlooked.

This analysis was performed for all altitude levels avail-
able. Figure 1 shows an example for the HAMMONIA tem-
peratures from 3–111 km for periods around 15–20 years.
The middle track (red dots) shows the periods with their er-
ror bars, the left side shows the amplitudes, and the right
side shows the phases. The mean of all periods is 17.3±
0.79 years. There are several altitudes where the harmonic
analysis does not give a period. This may occur if an am-
plitude is very small or if there is a nearby period with a
strong amplitude that masks the smaller one. At these alti-
tudes the periods were interpolated for the fit (dash–dotted
vertical line). The mean of the derived periods (17.3 years) is
used as an estimated interpolation value. This is because the
derived periods do not deviate too much from the mean value.
This procedure allows us to obtain estimated amplitude and
phase values for instance in the vicinity of the amplitude min-
ima. That is important because at these altitudes large phase
changes are frequently observed. The Levenberg–Marquardt
algorithm calculates an amplitude and phase if a prescribed
(estimated) period is provided.

The right track in Fig. 1 shows the phases of the oscil-
lations. The special feature about this vertical profile is its
step-like structure with almost constant values in some alti-
tudes and a subsequent fast change somewhat higher to some
other constant level. These changes are about 180◦ (π ); i.e.
the temperatures above and below these levels are anticorre-
lated. At these levels the temperature amplitudes (left track)
are at a minimum, with maxima in between. These maxima
occur near the altitudes of the maxima of the temperature
standard deviations in Fig. 4 that are anticorrelated in adja-
cent layers. The phase steps in Fig. 1 approximately fit this
picture. They suggest that the layer anticorrelation discussed
above corresponds at least in part to the phase structure of
the long-period oscillations in the atmosphere.

This important result was checked by an analysis of other
oscillations contained in the HAMMONIA data series. Nine
oscillations with periods between 5.34 and 28.5 years were
obtained by the analysis procedure described above. They are
listed in Table 2a, and all show vertical profiles similarly as
in Fig. 1.

Figure 1 shows that at different altitudes the periods are
somewhat different. They cluster, however, quite closely
about their mean value of 17.3 years. This clustering about
a mean value is found for almost all periods listed in Ta-
ble 2a. This is shown in detail in Figs. 9 and 10, which give
the number of periods found at different altitudes in a fixed
period interval. The clusters are separated by major gaps, as

Figure 9. Number of oscillations counted in a fixed period interval
at periods 4.75–11.75 years. Interval is 0.05 years (HAMMONIA).

Figure 10. Number of oscillations counted in a fixed period interval
at periods 11.75–31.75 years. Interval is 0.2 years (HAMMONIA).

is indicated by vertical dashed lines (black). This suggests
using a mean period value as an estimate of the oscillation
period representative of all altitudes. The mean period values
are given above each cluster in red, together with a red solid
line. A few clusters are not very pronounced, and hence the
corresponding mean period values are unreliable (e.g. those
beyond 20 years; see the increased standard deviations in Ta-
ble 2a).

In determining the mean oscillation periods we have
avoided subjective influences as follows: periods obtained
at various altitudes were plotted versus altitude as shown in
Fig. 1 (middle column, red). When covering the period range
of 5 to 30 years, nine vertical columns appeared. The defini-
tion criterion of the columns was that there should not be any
overlap between adjacent columns. It turned out that such an
attribution was possible. To make this visible we have plot-
ted the histograms in Figs. 9 and 10. The pictures show that
the column values form the clusters mentioned, which are
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separated by gaps. The gaps that are the largest ones in the
neighbourhood of a peak are used as boundaries (except at
7.15 years). It turns out that if an oscillation value near a
boundary is tentatively shifted from one cluster to the neigh-
bouring one, the mean cluster values experience only minor
changes. Figure 10 shows that our procedure comes to its
limits, however, for periods longer than 20 years (for HAM-
MONIA). This is seen in Table 2a from the large error bars.
We still include these values for illustration and complete-
ness.

It is important to note that all HAMMONIA values in Ta-
ble 2a (except 28.5 years) agree with the Hohenpeißenberg
values within the combined error bars. The Hohenpeißenberg
data are ground values and hence not subject to our cluster-
ing procedure. Furthermore also all other model periods in
Table 2a have been derived by the same cluster procedure.
The close agreement discussed in the text suggests that this
technique is reliable.

ECHAM6 data are used in the present paper to analyse
much longer time windows (400 years) than of HAMMO-
NIA (34 years). Results shown in Figs. 3, 5, and 7 are quite
similar to those of HAMMONIA. Harmonic analysis of long
oscillation periods was performed in the same way as for
HAMMONIA. Seventeen periods were found to be longer
than 20 years and have been included in Table 2a. Shorter
periods are not shown here as that range is covered by HAM-
MONIA. The amplitude and phase structures of these are
very similar to those of HAMMONIA. The cluster formation
about the mean period values is also obtained for ECHAM6
and looks quite similar to Figs. 9 and 10.

The vertical amplitude and phase profiles of the mean pe-
riods given in Table 2a all show intermittent amplitude max-
ima or minima and step-like phase structures. In general, they
look very similar to Fig. 1. We have calculated the accumu-
lated amplitudes (sums) from all of these profiles at all alti-
tudes. They are shown in Fig. 11a for HAMMONIA. They
clearly show a layered structure similar to the temperature
standard deviations in Fig. 4, with maxima at altitudes close
to those of the standard deviation maxima. The figure also
closely corresponds to the amplitude distribution shown in
Fig. 1, with maxima and minima occurring at similar alti-
tudes in either picture.

Accumulated amplitudes have also been calculated for the
ECHAM6 periods, and similar results are obtained as for
HAMMONIA (see Fig. 11b). The similarity is already in-
dicated in Fig. 3 above 15 km. The correlation of the HAM-
MONIA and ECHAM6 curves above this altitude has a cor-
relation coefficient of 0.97. This and Fig. 11 support the idea
that all of our long-period oscillations have a similar vertical
amplitude structure.

The phase jumps in the nine oscillation vertical profiles
of HAMMONIA also occur at similar altitudes. Therefore
the mean altitudes of these jumps have been calculated and
are shown in Fig. 11a as blue horizontal arrows. They are
seen to be close to the minima of the accumulated ampli-

Figure 11. (a) Long-period temperature oscillations in the HAM-
MONIA model. Accumulated amplitudes are shown vs. altitude for
periods of 5.3–28.5 years (see Table 2a). Blue horizontal arrows
show mean altitudes of phase jumps. Red arrows indicate altitudes
of maxima and minima. (b) Long-period temperature oscillations in
the ECHAM6 model. Accumulated amplitudes are shown vs. alti-
tude for the periods given in Table 2a. Red arrows indicate altitudes
of maxima and minima.

tudes and thus confirm the anticorrelations between adjacent
layers. Figures 4, 1, and 11 thus show a general structure
of temperature correlations or anticorrelations between dif-
ferent layers of the HAMMONIA atmosphere and suggest
the phase structure of the oscillations as an explanation. The
same is valid for ECHAM6.

Altogether HAMMONIA and ECHAM6 consistently
show the same type of variability and oscillation structures.
This type occurs in a wide time domain of 400 years. As
mentioned, we do not believe that these ordered structures
are adequately described by the term “noise”, as this notion
is normally used for something occurring at random.
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3.3 Intrinsic oscillation periods

Three different model runs of different lengths have been in-
vestigated by the harmonic analysis described. The HAM-
MONIA model covered 34 years, the WACCM model cov-
ered 150 years, and the ECHAM6 model covered 400 years.
The intention was to study the differences resulting from the
different nature of the models, and from the difference in the
length of the model runs.

The oscillation periods found in these model runs are listed
in Table 2a. These periods are vertical mean values as de-
scribed for Figs. 1 and 9–10. Periods are given in order of
increasing values in years together with their standard de-
viations. Only periods longer than 5 years are shown here.
The maximum period cannot be longer than the length of the
computer run. Therefore, the number of periods to be found
in a model run can – in principle – be larger the longer the
length of the run is. Table 2a preferentially shows periods
longer than 20 years (except for HAMMONIA and Hohen-
peißenberg) as the emphasis is on the long periods here. Of
course, periods comparable to the length of the data series
need to be considered with caution.

The periods shown here at a given altitude are from the
Levenberg–Marquardt algorithm (at 1σ significance). The
values obtained at different altitudes in a given model have
been averaged as described above, and the corresponding
mean and its standard error are given in Table 2a.

Table 2a also contains two columns of periods and their
standard deviations that were derived from measured tem-
peratures. These are data obtained on the ground at the Ho-
henpeißenberg Observatory (47.8◦ N, 11.0◦ E) from 1783 to
1980 and are globally averaged GLOTI data (Hansen et al.,
2010). The data are annual mean values smoothed by a 16-
point running mean and will be discussed below. Data after
1980 are not included in the harmonic analyses because they
steeply increase thereafter (“climate change”). The periods
are determined as for the data of the other rows of Table 2a
(see Sect. 3.2).

The Hohenpeißenberg and GLOTI periods show several
close agreements with the HAMMONIA and ECHAM6 re-
sults. Further comparisons with other data analyses are given
below. A summary is given in Table 2b. Different techniques
have been used, such as singular spectrum analysis (SSA),
autocorrelation spectral analysis (ASA), and detrended fluc-
tuation analysis (DFA), and yield similar results. They are
also shown in Table 2b. For the accuracy and significance of
these techniques the reader is referred to the corresponding
papers. The periods listed in Table 2b are given in bold type
in Table 2a.

There are some empty spaces in the lists of Table 2a. It is
believed that this is because these oscillations are not excited
in that model run or that their excitation is not strong enough
to be detected or that the spectral resolution of the data series
is insufficient (strong changes in amplitudes strengths are, for
instance, seen in Fig. 1). For the measured data in Table 2a it

Table 3. Period comparison of two different HAMMONIA runs:
temperature and CH4. Periods (in years) are given together with
their standard deviations. HAMMONIA run Hhi-max (temperature
and CH4 mixing ratios) uses 119 altitude layers and covers 34 years;
run Hlo-max uses 67 layers and covers 20 years.

No. Hhi-max Hlo-max CH4
(temperature) (temperature)

1 2.06± 0.02 2.07± 0.04
2 2.16± 0.02 2.15± 0.02
3 2.33± 0.04 2.36± 0.03
4 2.51± 0.04 2.43± 0.02
5 2.79± 0.08 2.78± 0.07
6 3.11± 0.08 3.20± 0.09
7 3.52± 0.12 3.44± 0.15 3.56± 0.15
8 3.96± 0.08 3.90± 0.12 4.02± 0.17
9 4.48± 0.21 4.27± 0.21 4.57± 0.17
10 5.34± 0.10 5.48± 0.29 5.41± 0.29
11 6.56± 0.24 6.57± 0.29 6.43± 0.26
12 7.76± 0.29 8.02± 0.12 7.90± 0.45
13 9.21± 0.53 9.16± 0.33 9.38± 0.47
14 10.8± 0.34 11.05± 0.46 10.93± 0.61
15 13.4± 0.68 13.02± 0.83 13.73± 0.93
16 17.3± 1.05 16.75± 0.90
17 22.8± 1.27 22.68± 1.11

needs to be kept in mind that they were under the influence
of varying boundary conditions.

The model runs shown in Table 2a have different alti-
tude resolutions. The best resolution (1 km) is available in
HAMMONIA (119 vertical layers, run Hhi-max in the ear-
lier paper of Offermann et al., 2015). The very long run of
ECHAM6 uses only 47 layers. Data on a 3 km altitude grid
are used here. In the earlier paper it was shown on the basis of
a limited data set (HAMMONIA, Hlo-max) that a decrease
in the number of layers affected the vertical amplitude and
phase profiles of the oscillations found. It did, however, not
change the oscillation periods. For a more detailed analysis a
20-year-long run of Hlo-max (67 layers) is now compared to
the 34-year-long run of Hhi-max (119 layers). The resulting
oscillation periods are shown in Table 3 (together with their
standard deviations). Sixteen pairs of periods are listed that
all agree within the single error bars (except no. 4). Hence
it is confirmed that the periods of the oscillations are quite
robust with respect to changes in altitude resolution. The pe-
riods of the ECHAM6 run can therefore be regarded as reli-
able, despite their limited altitude resolution.

When comparing the periods in Table 2a to each other
several surprising agreements are observed. It turns out that
all periods of the HAMMONIA and WACCM models find
a counterpart in the ECHAM6 data (not vice versa). These
data pairs always agree within their combined error bars and
mostly even within single error bars. The difference between
the members of a pair is much smaller than the distance to
any neighbouring value with a higher or lower ordering num-
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Figure 12. Periodogram (2 to 120 years) of measured Hohenpeißen-
berg temperatures from Schönwiese (1992, Fig. 57). Results are
from an autocorrelation spectral analysis ASA.

ber in Table 2a. From this it is concluded that the different
models find the same oscillations. Their periods are obvi-
ously quite robust.

A similar agreement is seen for the periods found in the
measured Hohenpeißenberg data. These have been under the
influence of variations in the sun, ocean, and greenhouse
gases. A spectral analysis (autocorrelation spectral analysis)
of these data is shown in Fig. 12. It was taken from Schön-
wiese (1992). The important peak at 3.4 years is not con-
tained in Table 2 but was found in Offermann et al. (2015).
The two peaks near 7.5 and 13 years are close to the values
of 7.76± 0.29 and 13.4± 0.68 years in Table 2a.

A 335-year-long data set of central England temperatures
(CETs) is the longest measured temperature series available
(Plaut et al., 1995). A singular spectrum analysis was applied
by these authors for interannual and interdecadal periods. Pe-
riods of 25.0, 14.2, 7.7, and 5.2 years were identified. All
of these values nearly agree with numbers given for HAM-
MONIA, WACCM, and/or ECHAM6 in Table 2a (within the
error bars given in the table).

Meyer and Kantz (2019) recently studied the data from
a large number of European stations by the method of de-
trended fluctuation analysis. They identified a period of 7.6±
1.8 years, which again is in agreement with the HAMMO-
NIA results given in Table 2a (and also agrees with Fig. 12
and with Plaut et al., 1995).

Also the GLOTI data in Table 2a are in agreement with
some of the other periods, even though they are global aver-
ages. It will be shown below that such results are not limited
to atmospheric temperatures alone but are, for instance, also
seen in methane mixing ratios.

3.4 Oscillation amplitudes

In an attempt to learn more about the nature of the long-
period oscillations we analyse their oscillation amplitudes.
The calculation of absolute amplitudes is difficult and be-

Figure 13. Comparison of HAMMONIA vertical correlations from
Fig. 3 (black squares) with vertical temperature gradients (red dots).
Data are from annual mean temperatures. Correlation coefficients
are multiplied by 5. Temperature gradients are approximated by the
differences in consecutive temperatures (K per 3 km). Two addi-
tional gradients are given for monthly mean temperature curves:
blue triangle for January, green inverted triangle for July. Red ar-
rows show the altitudes of the maxima of the accumulated ampli-
tudes in Fig. 11a.

yond the scope of the present paper. However, interesting re-
sults can be obtained from their relative values. One of these
results is related to the vertical gradients of the atmospheric
temperature profiles.

The HAMMONIA model simulates the atmospheric struc-
ture as a whole. The annual mean vertical profile of HAM-
MONIA temperatures can be derived and is seen to vary
between a minimum at the tropopause, a maximum at the
stratopause, and another minimum near the mesopause (not
shown here). In consequence the vertical temperature gradi-
ents change from positive to negative and to positive again.
This is shown in Fig. 13 (red dots) between 18 and 96 km.
The temperature gradients are approximated by the tempera-
ture differences in consecutive levels.

Also shown in Fig. 13 is the correlation profile of HAM-
MONIA from Fig. 3 (black squares here). The two curves are
surprisingly similar. The similarity suggests some connection
of the oscillation structure and the mean thermal structure
of the middle atmosphere. This is shown more clearly by
the accumulated amplitudes of the long-period oscillations
in Fig. 11a. The maxima of these occur at altitudes near the
extrema of the temperature gradients as is shown by the red
arrows in Fig. 13. The mechanism connecting the oscillations
and the thermal structure appears to be active throughout the
whole altitude range shown (except the lowest altitudes).

A possible mechanism might be a vertical displacement
of air parcels. If an air column is displaced vertically by
some distance D (“displacement height”), a seeming change
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in mixing ratio is observed at a given altitude. This is a rel-
ative change only, not a photochemical one. It can be esti-
mated by the product D times mixing ratio gradient. If the
vertical movement is an oscillation, the trace gas variation is
an oscillation as well, assuming that D is a constant. Such
transports may be best studied by means of a trace gas like
CH4.

HAMMONIA methane mixing ratios have therefore been
investigated for oscillation periods in the same way as de-
scribed above for the temperatures. Results are briefly sum-
marized here.

Indeed, 10 periods have been found between 3.56 and
16.75 years by harmonic analyses and are shown in Table 3.
These periods are very similar to those obtained for the tem-
peratures in Tables 2a and 3. The agreement is within the
single error bars. Hence it is concluded that the same oscilla-
tions are seen in HAMMONIA temperatures and CH4 mix-
ing ratios.

The CH4 oscillations support the idea that a displace-
ment mechanism is active. The corresponding displacement
heights D were estimated from the CH4 amplitudes and the
vertical gradients of the mean HAMMONIA CH4 mixing ra-
tios.

The values D obtained from the different oscillation peri-
ods are about the same, though they show some scatter. This
makes us presume that the displacement mechanism may be
the same for all oscillations. The values D appear to follow
a trend in the vertical direction. The displacements are be-
low 100 m in the lower stratosphere and slowly increase with
height to above 200 m.

Thus the important result is obtained that the our long-
period oscillations are related to a vertical displacement
mechanism that is altitude dependent but appears to be the
same for all periods. A more detailed analysis is beyond the
scope of this paper.

3.5 Seasonal aspects

Our analysis has so far been restricted to annual mean val-
ues. Large temperature variations on much shorter timescales
are also known to occur in the atmosphere, including verti-
cal correlations (e.g. seasonal variations). This suggests the
question of whether these might be somehow related to the
long-period oscillations. Our spectral analysis is therefore re-
peated using monthly mean temperatures of HAMMONIA.

Results are shown in Figs. 14 and 15, which give the am-
plitude distribution vs. period and altitude of FFT analyses
for the months of July and January. These two months are
typical of summer (May–August) and winter (November–
March), respectively. In July oscillation amplitudes are seen
essentially at altitudes above about 80 km and some below
about 20 km. In the regime in between, oscillations are ob-
viously very small or not excited. The opposite behaviour
is seen in January: oscillation amplitudes are now observed
in the middle-altitude regime where they had been absent in

Figure 14. Long-period temperature oscillations in the month of
July in HAMMONIA. Amplitudes are shown in dependence of al-
titude and frequency (periods 3.9–34 years). Colour code of ampli-
tudes is in arbitrary units.

Figure 15. Long-period temperature oscillations as in Fig. 14 but
for the month of January.

July. This is to be compared to Figs. 6 and 11 that give the an-
nual mean picture. In Fig. 11 the structures (two peaks) above
80 km appear to represent the summer months (Fig. 14). The
structures between 80 and 30 km, on the other hand, appar-
ently are representative of the winter months (Fig. 15).

The monthly oscillations appear to be related to the wind
field of the HAMMONIA model. Figure 16 shows the
monthly zonal winds of HAMMONIA from the ground up
to 111 km (50◦ N). Comparison with Figs. 14 and 15 shows
that oscillation amplitudes are obviously not observed in an
easterly wind regime. Hence, the long-period oscillations and
their phase changes are apparently related to the dynamical
structure of the middle atmosphere. A change from high to
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Figure 16. Vertical distribution of zonal wind speed in the HAM-
MONIA model.

low oscillation activity in the vertical direction appears to be
related to a wind reversal.

This correspondence does not, however, exist in all de-
tails. In the regimes of oscillation activity there are substruc-
tures. For instance in the middle of the July regime of ampli-
tudes above 80 km, there is a “valley” of low values at about
95 km. A similar valley is seen in the January data around
55 km. Near these altitudes there are phase changes of about
180◦ (see the blue arrows in Fig. 11a). Contrary to our ex-
pectation sketched above, these are altitudes of large west-
erly zonal wind speeds without much vertical change (see
Fig. 16). However, the two valleys are relatively close to alti-
tudes where the vertical temperature gradients are small (see
Fig. 13). As the gradients from the annual mean temperatures
used for the curves in Fig. 13 may differ somewhat from the
corresponding monthly values, two monthly gradients have
been added in Fig. 13 for January (at 51 km) and for July (at
96 km). They are small, indeed, and could explain low oscil-
lation amplitudes by the above-discussed vertical displace-
ment mechanism.

3.6 Oscillation persistence

It is an important question whether the excitation of our
oscillations is continuous or intermittent. To check on this
we have subdivided the 400-year data record of ECHAM6
in four smaller time intervals (blocks) of 100 years each.
In each block we performed harmonic analyses for periods
of 24 years (frequency of 0.042/year) and 37 years (fre-
quency of 0.027/year), respectively, at the altitudes of 42 km
(1.9 hPa) and 63 km (0.11 hPa). These are altitudes and peri-
ods with strong signals as seen in Fig. 7. Results for the two
altitudes and two periods are given in Fig. 17.

The results show two groups of amplitudes: one is around
0.15 K; the other is very small and compatible with zero. The
two groups are significantly different as is seen from the error

Figure 17. Amplitudes of 24 and 37 years oscillations in four sub-
sequent equal time intervals (blocks) of the 400-year data set of
ECHAM6.

Figure 18. FFT amplitudes of 5.4- and 16-year oscillations in 12
equal time intervals (32-year blocks) of the ECHAM6 400-year data
set.

bars. This result is compatible with the picture of oscillations
being excited and not excited (dissipated) at different times.
The non-excitation (dissipation) for the 24-year oscillation
(black squares) occurs in the first block (century), that for
the 37-year oscillation (red dots) in the second block. The
24-year profile at 63 km altitude is similar as that at 24 km.
Likewise, the 37-year profile at 24 km is similar to that at
63 km. Hence it appears that the whole atmosphere (or a large
part of it) is excited (or dissipated) simultaneously. (The two
profiles in Fig. 17 appear to be somehow anticorrelated for
some reason that is unknown as yet.)

For the analysis of shorter periods, the 400-year data set
of ECHAM6 may be subdivided into a larger number of
time intervals. Figure 18 shows the results for periods of
5.4 and 16 years, for various altitudes. An FFT analysis
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was performed at 12 equal time intervals (blocks of 32-year
length) in the altitude regime 0.01–1000 hPa and the period
regime 4–40 years. The corresponding 12 maps look simi-
lar to Fig. 15; i.e. there are pronounced amplitude hotspots
at various altitudes and periods. (Of course, the values near
the 40-year boundary are not really meaningful.) In subse-
quent blocks these hotspots may shift somewhat in altitude
and/or period, and hence the profiles taken at a fixed pe-
riod and altitude such as those of Fig. 18 show some scat-
ter. Nevertheless, there is a strong indication of the occur-
rence of coordinated high maxima and deep minima of am-
plitudes in blocks 3 and 4 and blocks 10 and 11, respectively.
These maxima are interpreted as strong oscillation excitation,
whereas the minima are believed to show (at least in part) the
dissipation of the oscillations.

It should be mentioned that in the FFT analysis the 5.4-
year period is an overtone of the 16-year period. Hence the
two period data in Fig. 18 may be related somehow.

4 Discussion

The long-period oscillations are seen in measurements as
well as in model calculations.

The nature and origin of them are as yet unknown. We
therefore collect here as many of their properties as possible.

4.1 Oscillation properties and possible self-excitation

The oscillations exist in computer models even if the model
boundaries for the influences of the sun, the ocean, and the
greenhouse gases are kept constant. Therefore one might sus-
pect that they are self-generated. The oscillation periods are
robust, which is typical of self-excited oscillations. However,
external excitation by land surface processes is a possibility.

Further oscillation properties are as follows: the periods
cover a wide range from 2 to more than 200 years (at least).
The different oscillations have similar vertical profiles (up to
110 km) of amplitudes and phases. This may indicate three-
dimensional atmospheric oscillation modes. To clarify this,
latitudinal and longitudinal studies of the oscillations are
needed in a future analysis.

4.2 Vertical layered amplitude structures and
displacement mechanism

The accumulated oscillation amplitudes show a layer struc-
ture with alternating maxima and minima and correlations
or anticorrelations in the vertical direction. These appear to
be influenced by the seasonal variations in temperature and
zonal wind in the stratosphere, mesosphere, and lower ther-
mosphere. Table 4 summarizes the results shown in Sect. 3.5.
Maxima of oscillation amplitudes appear to be associated
with westerly (eastward) winds together with large temper-
ature gradients (positive or negative). Amplitude minima are
associated with either easterly (westward) winds or with

near-zero temperature gradients. The latter feature is com-
patible with a possible vertical displacement mechanism. In-
deed, such displacements can be seen in the CH4 data of
the HAMMONIA model. The mechanism summarized in Ta-
ble 4 appears to be a basic feature of the atmosphere that in-
fluences many different parameters such as temperature and
mixing ratios. Vertical displacements of measured tempera-
ture profiles have been discussed for instance by Kalicinsky
et al. (2018).

4.3 Oscillations are not noise!

The amplitudes found for the long-period oscillations are rel-
atively small (Fig. 1). The question therefore arises whether
these oscillations might be spurious peaks, i.e. some sort of
noise. We tend to answer the question in the negative for the
following reasons:

a. An accidental agreement of periods as close together as
those shown in Table 2a for different model computa-
tions appears very unlikely. This also applies to the Ho-
henpeißenberg data in Table 2a, and several of these pe-
riods are even found in the GLOTI data.

If the period values were accidental, they should be
evenly distributed over the period-space. To study this
the range of ECHAM6 periods is considered. Ta-
ble 2a shows that the error bars (standard deviations) of
ECHAM6 cover approximately half of this range. If the
periods of this and some other data set occur at random,
half of them should coincide with the ECHAM6 peri-
ods within the ECHAM6 error bars, and half of them
should not. This is checked by means of the WACCM
model data, the Hohenpeissenberg measured data, and
three further measurements sets that reach back to 1783
(Innsbruck, 47.3◦ N, 11.4◦ E; Vienna, 48.3◦ N, 16.4◦ E;
Stockholm, 59.4◦ N, 18.1◦ E). The result is that about
two-thirds of the periods coincide with ECHAM6 peri-
ods within the ECHAM6 error bars. This is far from an
even distribution.

It is important to note that the data sets used here are
quite different in nature: they are either model simula-
tions with fixed or partially fixed boundaries, or they are
real atmospheric measurements at different locations.

A further argument against noise is the distribution of
the data in Figs. 9 and 10. If our oscillations were noise,
the counts in these figures should be evenly distributed
with respect to the period scale. However, the distribu-
tion is highly uneven, with high peaks and large gaps,
which is very unlikely to result from noise.

b. The periods given in Table 2a were all calculated by
means of harmonic analyses (Levenberg–Marquardt al-
gorithm). This was done to support the reliability of the
comparison of the three models and four measured data
sets. There could be, however, the risk of a “common
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Table 4. Maxima or minima of accumulated amplitudes of temperature oscillations and associated structures (see Fig. 11a) (stratosphere,
mesosphere, lower thermosphere).

Altitude Accumulated Zonal wind Temperature
(km) amplitudes gradient

105 max westerly (summer) large (positive)
93 min westerly (summer) near zero
84 max westerly (summer) large (positive)
78 min easterly (except Sep) medium (negative)
63 max westerly (winter) large (negative)
51 min westerly (winter) near zero
42 max westerly (winter) large positive

mode failure”. The harmonic analysis results are there-
fore checked and are confirmed by the Lomb–Scargle
analysis and ASA shown in Figs. 8 and 12 and by the
above-cited results of Plaut et al. (1995) and Meyer and
Kantz (2019). There is, however, no one-to-one corre-
spondence of these numbers and those in Table 2a. In
general the number of oscillations found by the har-
monic analysis is larger. Hence several of the Table 2a
periods might be considered questionable. It is also not
certain that Table 2a is exhaustive. Nevertheless, the
large number of close coincidences is surprising.

c. The layered structure of the occurrence of the oscilla-
tions (e.g. Fig. 11a) and the corresponding anticorrela-
tions appears impossible to reconcile with a noise field.
These correlations extend over about 20 km (or more) in
the vertical, which is about three scale heights. Turbu-
lent correlation would, however, be expected over one
transport length, i.e. one scale height, only.

d. The apparent relation of the oscillations to the zonal
wind field and the vertical temperature structure (Ta-
ble 4) would be very difficult to explain by noise.

e. The close agreement (within single error bars) of the
oscillation periods in temperatures and in CH4 mixing
ratios would also be very difficult to explain by noise.

In summary it appears that many of the oscillations are in-
trinsic properties of the atmosphere that are also found in
sophisticated simulations of the atmosphere.

4.4 Other atmospheric parameters

The long-period oscillations are studied here mainly for at-
mospheric temperatures. They show up, however, in a sim-
ilar way in other parameters such as winds, pressure, trace
gas densities, and NAO (Offermann et al., 2015). Some of
the periods in Table 2a appear to be similar to the inter-
nal decadal variability of the atmosphere–ocean system (e.g.
Meehl et al., 2013, 2016; Fyfe et al., 2016). One example
is the Atlantic Multidecadal Oscillation (AMO) as discussed
by Deser et al. (2010) with timescales of 65–80 years and

with its “precise nature. . . still being refined”. Variability on
centennial timescales and its internal forcing were recently
discussed by Dijkstra and von der Heydt (2017). It needs to
be emphasized that the oscillations discussed in the present
paper are not caused by the ocean as they occur even if the
ocean boundaries are kept constant.

4.5 Relation to “climate noise”

The long-period oscillations obviously are somehow related
to the “internal variability” discussed in the atmosphere–
ocean literature at 40–80-year timescales (“climate noise”;
see, e.g., Deser et al., 2012; Gray et al., 2004, and other refer-
ences in Sect. 1). The particular result of the present analysis
is its extent from the ground up to 110 km, showing system-
atic structures in all of this altitude regime. These vertical
structures lead us to hope that the nature of the oscillations
and hence of (part of) the internal variability can be revealed
in the future.

4.6 Time persistency

It appears that the time persistency of the long-period oscil-
lations is limited. Longer data sets are needed to study this
further.

4.7 Relation to climate change

The internal variability in the atmosphere–ocean system
“makes an appreciable contribution to the total. . . uncer-
tainty in the future (simulated) climate response” (Deser et
al., 2012). Similarly our long-period oscillations might inter-
fere with long-term (trend) analyses of various atmospheric
parameters. This includes slow temperature increases as part
of the long-term climate change and needs to be studied fur-
ther.

5 Summary and conclusions

The atmospheric oscillation structures analysed in this paper
occur in a similar way in different atmospheric climate mod-
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els and even when the boundary conditions of sun, ocean,
and greenhouse gases are kept constant. They also occur in
long-term temperature measurements series. They are char-
acterized by a large range of period values from below 5 to
beyond 200 years.

As we do not yet understand the nature of the oscillations
we try to assemble as many of their properties as possible.
The oscillations show typical and consistent structures in
their vertical profiles. Temperature amplitudes show a lay-
ered behaviour in the vertical direction with alternating max-
ima and minima. Phase profiles are also layered with 180◦

phase jumps near the altitudes of the amplitude minima (anti-
correlations). There are also indications of vertical transports
suggesting a displacement mechanism in the atmosphere. As
an important result we find that for all oscillation periods the
altitude profiles of amplitudes and phases as well as the dis-
placement heights are nearly the same. This leads us to sus-
pect an atmospheric oscillation mode.

These signatures are found to be related to the thermal and
dynamical structure of the middle atmosphere. All results
presently available are local; i.e. they refer to the latitude and
longitude of central Europe. In a future step horizontal inves-
tigations need to be performed to check on a possible modal
structure.

Most of the present results are for temperatures at various
altitudes (up to 110 km). Other atmospheric parameters indi-
cate a similar behaviour and need to be analysed in detail in
the future. Also, the potential of the long-period oscillations
to interfere with trend analyses needs to be investigated.
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Appendix A: List of abbreviations

Abbreviations Definition
CCM Chemistry–climate model
CESM-WACCM Community Earth System Model – Whole Atmosphere Community Climate Model
ECHAM6 ECMWF/Hamburg
GLOTI Global Land Ocean Temperature Index
HAMMONIA HAMburg Model of the Neutral and Ionized Atmosphere
IPCC Intergovernmental Panel on Climate Change
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