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Ich versichere, die Arbeit selbstständig verfasst zu haben, nur die in der Disserta-
tion angegebenen Hilfsmittel benutzt und alle wörtlich oder inhaltlich
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Summary

Dye-sensitized solar cells (DSSCs) represent a great challenge in the world of
photovoltaics, both in experimental and theoretical domain. Their specific
structure and the way of operating have been troubling scientists for almost
three decades in order to find the best solutions. The most important thing
is to find an overall efficiency of the solar cell as a combination of several fac-
tors which work together, like light harvesting, transport of electrons and holes,
hybridization of the molecule-metal oxide interface, charge transfer behaviour
from the dye to the conduction band (CB) of the semiconductor and lastly,
the way in which the cell regenerates itself. To answer some of the mentioned
issues, this cumulative thesis includes two published works in this area, fo-
cusing in the dye-semiconductor interface for a smoother transition. Density
functional theory (DFT) and linear-response time-dependent density functional
theory (LR-TDDFT) are the main methods to capture essential properties while
studying systems separately (dye and semiconductor alone) and combined. Our
focus goes beyond the standard and already known ruthenium complexes and
it is directed towards organic dyes which are combined with titanium-dioxide
(TiO2) as a semiconductor. We looked into several typical D-π-A push-pull
dyes, but also the ones with two donor groups (D-D-π-A) in order to capture
optical properties and energy level alignments. Since we already know that
the choice of the exchange-correlation functional is extremely important, we
tried a different approach from standardized convention, using the new flexi-
ble family of local hybrid functionals with global and range-separated hybrids
as a comparison. Range-separated hybrid functionals provide an overall good
description of excited states when it comes to the dyes alone, but fail in dye-
semiconductor systems yielding wrong and nonphysical description of energy
level alignments which is proved in several cases during this study. We also used
laser-induced electron injection with the hybrid LR-TDDFT and configuration
interaction methodology (CI) to obtain information on photon-to-current con-
version mechanism. For this we used already obtained energies and coefficients
from LR-TDDFT for each functional. Electron dynamics revealed more than
60% of efficiency in most of the examined cases and strong hybridization of the
lowest-unoccupied molecular orbital (LUMO) with TiO2, while delocalization
of the density is spotted through the whole cluster.

The second part of the thesis covers research on hydroxyapatites (OHAp), a
calcium phosphate mineral which is the main component of human hard tissues,
like bone and enamel. It is an abiotic compound and the closest we can find
among minerals that resembles the structure of biological apatites, which then
form hard tissues. The problem occurs when these minerals change their struc-
ture with different substitutions, leading to changes in the chemical properties
and mineralization, and at the end evolving some diseases, such as osteoporosis.
Our main focus was on the pristine hydroxyapatite and three different substi-
tutions for the carbonated apatites, A-type, B-type and AB-type. The first
substitution includes incorporating the carbonate ion for the two OH groups,
second is when we insert carbonate instead of the phosphate and the last one
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is just the combination of these two. In order to understand changes within
the structure, we used two main methods used in the vibrational spectroscopy:
Infrared (IR) and Raman. Using these methods we can understand the chemi-
cal properties and percentage of carbonate inside the specific types, as well as
the importance of the orientation of the sample with respect to the laser (light)
source. Also, we probed the information about the surface phonons in nanosized
hydroxyapatite, detecting them in the visible spectra and distinguishing from
their bulk counterpart. Raman spectra is especially important since it is more
sensitive to the carbonate ions. When it comes to the orientation dependencies,
our results are very well matched with the experimental investigations showing
a great orientational dependency by looking at the specific bands, especially
in the zz-direction which shows the highest sensitivity. Surface phonons are
located as a shift on higher and lower wavenumbers in comparison to the bulk
and it all depends on the surface termination and orientation. Since we com-
pared different slab thicknesses, one must be careful because the phonons can
be observed and have impact even on the nanometer scale. All shifts regarding
the surface presence are measured with both, IR and Raman spectroscopy.
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1 Introduction

In order to discover the secrets that nature holds, we must understand the
complex, yet powerful concept of quantum mechanics. This is the only language
that nature speaks and a real model of reality. If we overcome this obstacle and
master the language of nature, an exciting journey awaits us in understanding
the world in which we live in. Quantum mechanics is often counter-intuitive
and the governing laws are quite difficult to imagine. Since it mostly deals with
atoms, it is very easy to find an example to confirm the previous statement. If we
look around, we won’t really find anything that could be closely compared with
atoms. Their dimension is so small it is practically unimaginable. First thing
that could come to people’s mind is a spider web, but it is also incomparable
considering that it’s 100 000 times larger than the largest diameter of an atom.

Good news is that since the birth of quantum mechanics (between two world
wars) until today, science has made great strides and brought us many useful
methods through which we can investigate the phenomena that surround us.
One of them is the popular density functional theory, firstly introduced by two
Hohenberg-Kohn theorems (1964) and later refined for practical use with the
Kohn-Sham equations, which will be presented in detail in the next Chapter
(1965)[1, 2].

This dissertation is divided into two parts. The first part is dealing with the
discoveries in the field of the new, third-generation of solar cells, called Dye-
sensitized solar cells (DSSCs), invented and designed by Michael Grätzel and
Brian O’Regan in 1991[3]. In comparison to the first-generation solar cells based
on silicon, DSSCs are showing a great alternative potential, because they are
environmentally friendly, based on organic materials, cheap for production and
work very efficiently under diffused light[4, 5, 6, 7, 8]. In our work we focus on
metal-free organic DSSCs with different structures. We are particularly inter-
sted on the dye structure alone, composed of one and two donor groups, while
we stick with the titanium dioxide (TiO2), which is the most used and the most
efficient semiconductor[9]. Dyes are connected to the semiconductor via accep-
tor group which will carry the charge and injection to the interface. Density
functional theory can help us to better understand the optical and electronic
properties of free and combined dyes. We focus on the performance of the local
hybrid density functionals and electron dynamics. The main goal is to under-
stand the transition energies of the lowest excited states, absorption spectra,
energy level alignments at the dye-semiconductor interface, charge injection ef-
ficiency and population dynamics of the selected states. All of this with respect
to the local hybrid functionals which are still not investigated on this subject.
The mentioned properties can be effectively compared to the experimental val-
ues which can help us determine the most accurate approach. Results in our
both papers showed a great accuracy using local hybrid functionals and wrong
description of energy level alignments with the popular range-separated func-
tionals like CAM-B3LYP, coming from the band gap overestimation. Looking at
the electron dynamics, there is a significant charge injection of more than 60%
and strong hybridization. More on the structure, working principle, efficiency
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and advantages of DSSCs will be further introduced and discussed in detail later
in the Chapter 3.

The second part is the work on the orientation effects and surface phonons
of biological apatite, which is the main component of hard tissues like bones,
dentine and enamel[10, 11, 12]. Specifically, calcium apatite mineral, hydrox-
yapatite (OHAp), is examined. This mineral can exhibit different substitutions
in its own structure which significantly change their properties. That is why
we investigate the type-A substitution in which carbonate ions replace hydroxyl
group, type-B substitution where carbonate takes place of the phosphate and
type-AB which is the combination of both. In order to detect changes and
chemical properties, we use vibrational spectroscopy methods: Infrared (IR)
and Raman spectroscopy. Looking at the different vibrational bands and their
intensity in respect to the orientation of the sample can help us to discover the
chemical environment and ions percentage in the specific types of the struc-
tures. Also, identifying the surface phonons in spectra and the specific sites
which they occupy can’t be observed with the experiments, thus we use DFT
to find an answer on the visibility of the phonons inside a finite sized, nano
OHAp. Obtaining accurate infrared and Raman spectra is of critical impor-
tance for comparison with real samples and for the generation and testing of
substituted structures. Thus, with the DFT framework we aim to model pris-
tine OHAp (without substitutions) and later type-A, type-B and type-AB. The
critical input parameters are found in the literature and they show experimental
vibrational spectra in similar systems. This allows us to validate our models as
well as test the two main questions we want to answer: What is the extent of ori-
entation dependence on the relative intensities of the carbonate and phosphate
bands in vibrational spectroscopy data? Do measured differences originate en-
tirely from the applied incoming light source direction or does preferred growth
morphology and nanometre size of the crystals, i.e. dominance of surface over
bulk phonon signatures, also result in spectral changes?

Results showed great sample orientation dependency with respect to the in-
coming laser source. There will be almost no band intensity when the laser
is perpendicularly oriented to the crystal, while the z-axis orientation has the
largest sensitivity for the phosphate and carbonate groups. Surface phonons
are found on both, higher and lower wavenumbers in comparison to the bulk
and it will depend on the surface termination. Most importantly, we proved
that surface properties can be detected with both IR and Raman spectroscopy
methods up to a nanometre thickess of our generated slab. Chapter 4. will pro-
vide more theoretical details about morphology, structure, function and possible
substitutions of this mineral.
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2 Density Functional Theory (DFT)

Studying any quantum mechanical system requires solving the complex
Schrödinger equation, which is nearly impossible, except for the hydrogen
atom[13]. Density functional theory (DFT) provides an approximate solution to
the many-body Schrödinger equation by reformulating the problem in terms of
the electron density, rather than directly solving the complex Schrödinger equa-
tion. This provided a smart escape routine, but at the same time having fairly
accurate solutions when studying certain properties of individual systems. The
idea behind DFT is simple and effective. Sometimes, one could wonder how it
is actually working, since the essence of the whole theory lies in the fact that all
the properties of the observed system can be determined if we know the electron
density.

As it is already mentioned in the previous Chapter, DFT was born in 1964
by Pierre Hohenberg and Walter Kohn who gave the science community two
basic theorems[1]. The first theorem states that the energy is a functional of
the electron density

E = F [ρ]. (1)

This means that the ground-state energy depends only on the density and it
can directly regulate the Hamiltonian which consists of all possible interactions
between the particles in the system. The second theorem makes sure that if
we minimize the proposed functional over all possible densities, we would be
able to find exact ground-state density and particular energy. As our focus lies
exclusively on the behavior of electrons within the observed system, we employ
the Born-Oppenheimer approximation. This approximation is particularly valu-
able when dealing with systems involving electrons and nuclei, as it allows us to
treat the electronic and nuclear motions separately. In the Born-Oppenheimer
approximation, the motion of the electrons is considered much faster than that
of the nuclei, enabling us to treat the electronic configuration as if the nuclei
were stationary. Specifically, in the context of the Coulomb potential, we treat
the nuclei as fixed and their Coulomb potential as an external field experienced
by the electrons. This approximation is justified by the significant difference
in mass between electrons and nuclei. Consequently, the Born-Oppenheimer
approximation simplifies the complex quantum mechanical problem by decou-
pling the electronic and nuclear motions, facilitating a more tractable analysis
of the electronic behavior within the system[14]. This is important to mention,
because we can say that, when summed up, the electron density determines the
external potential, which, in turn, determines the many-electron wavefunction,
and, ultimately, the total energy is a functional of the many-body wavefunction.

A year after (1965), Walter Kohn and Lu Jeu Sham gave the practical frame-
work so the electronic structure problem can be solved through a set of one-
electron equations[2]. The fundamental idea behind the Kohn-Sham equations
in (DFT) is to address the interaction of numerous electrons within a system
by introducing a set of auxiliary, non-interacting electrons. Despite being con-
ceptual and not physically real, these auxiliary electrons serve as a practical
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computational tool. It’s important to emphasize that, while these electrons are
introduced for computational convenience, the electron density derived from
their wavefunctions faithfully mirrors the true electron density of the interact-
ing system. The Kohn-Sham approach allows us to reformulate the complex
many-body problem into a set of equations involving non-interacting electrons,
simplifying the computational treatment of electron-electron interactions. In
principle, we have pseudo-eigenvalue equations for a single-particle system, re-
sembling the Schrödinger equation in which electrons don’t interact. Instead,
they are a subject to an effective potential determined by our key ingredient,
electron density. The energy functional in the Kohn-Sham frame has several
terms

E =

∫
ρ(r)Vρ(r)dr−

∑
i

∫
ϕ∗
i (r)

∇2

2
ϕi(r)dr

+
1

2

∫ ∫
ρ(r)ρ(r ′)

|r− r ′|
drdr ′ + EXC [ρ].

(2)

From left to right, the first term represents the external potential, the second
the kinetic energy through the Kohn-Sham orbitals, ϕi, the third the Hartree
energy and the last term is the exchange correlation energy. All of these terms,
except the kinetic energy, depend explicitly on the electron density. That’s
why this kind of formulation gives us a better overview. They are all known
terms, except the last one. The challenge lies in the absence of an exact form
for this functional. However, the promising aspect is the acknowledgment of
its existence, granting us the latitude to seek the most suitable approximation
method. The quest for finding an approximation which will give us the universal
solution for every system and property is still open.

Usually, one starts with the same approach by dissecting the exchange cor-
relation energy functional in two parts

EXC [ρ] = EX [ρ] + EC [ρ]. (3)

The exchange energy term, EX [ρ], arises due to the fermionic nature of elec-
trons (Pauli exclusion principle), i.e. antisymmetry requirement of wavefunc-
tions. The second term, The correlation energy, denoted as EC [ρ], accounts
for the electron-electron interactions beyond the exchange term. Specifically, it
quantifies the reduction in Coulombic repulsion due to the correlated motion of
electrons. In other words, it represents the deviation of the true electron-electron
interaction from the mean-field approximation provided by the exchange term,
capturing the effects of electron correlation on the overall energy of the system.
Usually, the correlation part is a magnitude smaller, while exchange energy is
dominating, especially when we deal with smaller systems where interactions
between the electrons are not so complex[15]. For closed- and open-shell sys-
tems the exchange energy can be calculated exactly with the help of the Slater
determinant, as the difference between exact energy and Hartree-Fock, neglect-
ing correlation effects[16, 17]. In this specific case, only the correlation energy
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needs to be approximated. In practice, using DFT, we are approximating both
parts.

Constructing an exchange correlation functional is everything but an easy
task. In the last 40 years, hundreds of different functionals were constructed
and developed by various groups of theoretical physicists and chemists. Since
there is no unique and universal approximation that could give us the solution
for every property of the system, people usually choose the approximation which
is already proven to give satisfactory results for some specific attribute.

The story begins with the simplest model developed by Llewellyn Thomas
and Enrico Fermi in 1930s, called Thomas-Fermi model of the uniform electron
gas, which was introduced before formal introduction of DFT, but provides a
great starting point for approximations and models which came later[18, 19].
This model provides an exact approximation for an infinite uniform electron gas,
where the density is constant and homogeneous. One could be harsh, and say
that this model has a lot of flaws and it can’t be so useful, but if we go back, it
is easy to notice how Thomas-Fermi laid a great central idea for the later DFT
creation. Emphasising the important role of the electron density as a crucial
and main quantity which determines all other properties of a many-electron
system. The biggest drawback of the model was the impossibility of describing
the chemical bonds between the atoms, which was improved by future DFT
approximations.

Moving on, constructing exchange-correlation functionals can be done non-
empirically and semi-empirically[20, 21]. The non-empirical route means that
for the construction one must use theoretical principles without any experimen-
tal data. The main idea is to satisfy exact constraints with a parametrized
mathematical form. Semi-empirical methods use experimental data together
with theoretical assumptions. This approach is more flexible, based on physical
ingredients and coefficients which can be fitted to some reference values. It is
worth to mention how density functionals can be constructed using both meth-
ods combined which will be described more in detail later in this chapter[22].

During the development of a new functional, natural logic would be to in-
clude as many parameters we can in our approximations in order to make it
more accurate. But this is not the case. Systematic increase of the new ingredi-
ents aren’t promising in improving the description of interactions between the
particles inside a system[15].

In order to make our lives easier, one of the most influential physicists and
chemists in the DFT community, John Perdew, constructed an already popular
concept of hierarchy of computational methods and efficiency through Jacob’s
ladder (Fig. 1). Each step on the ladder will include more ingredients inside
a functional formalism. Before we step on the first rung and start with our
journey, everything is in the Hartree world where we don’t have any exchange
or correlation included[23, 24]. The Schrödinger equation is solved as a com-
bination of single electron equations which yields the electron density, thus the
probability to find an electron at some point in space. Improving the accuracy of
the electronic structure calculations begins with the first rung of exchange and
correlation functionals, called Local Spin-Density Approximation (LSDA)[25].
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This approximation includes the local electron density and the spin polarization.
Here, the exchange and correlation energy depends only on the local electron
density and doesn’t take into account variations which evolve around the lo-
cal region. LSDA works well for the uniform electron gas, but fails badly for
producing molecular properties, such as band-gap underestimation, chemical
reactivity and binding.

ELSDA
XC [ρ] =

∫
eUEG
XC [ρ](r)dr. (4)

Equation 4 clearly shows that the exchange-correlation energy density, eXC [ρ](r),
depends only on the electron density, ρ.

Figure 1: Perdew’s Jacob’s ladder constructed with five rungs. Starting from
no exchange and correlation to the rest of the rungs. Local Spin-Density Ap-
proximation (LSDA), Generalized Gradient Approximation (GGA), meta-GGA
(m-GGA), Hybrid GGA and Double Hybrid. As we climb through the rungs,
we add new physical constraints (parameters) and the computational cost in-
creases.

The systems are rarely homogeneous and an improvement is necessary in
order to catch the electron correlation effects when the density is fluctuating.
That’s why the next rung is introducing a density gradient,∇ρ, as a new physical
ingredient. This second rung is called Generalized Gradient Approximation
(GGA) and it is allowing the spatial variations of the electron density[26].
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EGGA
XC [ρ] =

∫
eXC [ρ,∇ρ](r)dr. (5)

GGA improved upon bong lengths and reaction barriers, but it is still lacking
for some properties such as weak dispersion forces and has it’s difficulty to cope
with strongly correlated systems.

At this point, DFT showed some great promises for the future of the quan-
tum chemical calculations and its popularity significantly increased. The next
step was to include either the kinetic energy density, τ , or Laplacian of the
electron density, ∇2ρ, or both. This inclusion lead to the third rung named
meta-GGA and improved calculations for a wide range of different systems and
properties, such as better description of non-local effects, chemical bonding,
band-gap predictions and reduced self-interaction error[27].

EmGGA
XC [ρ] =

∫
eXC [ρ,∇ρ, τ,∇2ρ](r)dr. (6)

Functionals from this rung require more computational power, but their biggest
advantage is the removal of the one-electron self-interaction error. Between
these two new parameters, the kinetic energy is used more because it requires
only first derivatives, while the Laplacian is numerically less stable and needs
second derivatives of the basis functions.

The scientific community understood that going to the higher derivatives
of the density is not that beneficial. The main problems were self-interaction
error (SIE), dispersion interaction and strong correlation[15]. Self-interaction
error is something that occurs because the exchange correlation functional is
not exact and it is leading to wrong results and unphysical bahaviour[28]. This
happens when an electron is interacting with its own charge distribution which
has serious impact to the electron wavefunction. Second, dispersion interaction
happens when we want to capture and understand the correlation effects at long
distances. It is coming from the Coulomb repulsion between electrons. Func-
tionals up to this point can’t really cope with dispersion forces and van der Waals
interactions, since they are built up on local or semi-local parameters[29]. Lastly,
strong correlation problem needs to be treated accordingly. For example, when
we have a system constructed of transition metals, electrons may localize and
thus increase the Coulomb repulsion and correlation[30]. The aforementioned
problems are still ongoing research and the day-by-day larger DFT community
is working on new methods in order to find solutions.

After the realization of these problems, a little stagnation followed as far
as the develompment of the DFT is concerned. That was interrupted by a
remarkable idea from Axel Becke to combine exact exchange (Hartree-Fock)
together with density functionals[21]. This type of mixing opened the door for
a new family of functionals on the fourth rung called hybrid functionals.

EGH
XC = cEHF

X + (1− c)EDFT
X + EDFT

C . (7)
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The universal mixing fraction, c, will determine how much exact exchange there
is in some hybrid functional. It goes from 0% to 100%, but the most popu-
lar functionals have between 20% and 25%. The idea was to partially treat
exchange interaction between the electrons as exact and to take care of the non-
local behaviour. Also, the important problem of SIE is partially corrected with
the appropriate amount of exact exchange, typically from 10% to 30% which
leads to more accurate results for band gaps, excited states, and charge transfer
properties.

Since one part of this thesis is dealing with local hybrid functionals, it should
be stated that they belong to the fourth rung[31, 32]. They represent a separate
family of functionals with more flexible exact exchange admixture. In local
hybrids, the mixing fraction becomes real-space dependent and it depends on
the local chemical environment. The mathematical formulation of the local
hybrid functionals includes a mixing of exchange energy densities, eX , instead
of semi-local and exact exchange integrated energies like in global hybrids.

ELH
XC =

∫
[a(r)eHF

X (r) + (1− a(r))eX(r) + eC(r)]dr. (8)

An important ingredient is the local mixing function (LMF), a(r), which is
responsible for the exact exchange admixture. LMFs are built upon some theo-
retical constraints and often contain at least one empirical parameter. The most
popular versions are the ones based on the kinetic energy (t-LMF) and s-LMF,
based on the dimensionless density gradient s[33],

at−LMF
δ (r) = b

τWδ (r)

τδ(r)
. (9)

ss−LMF
δ (r) =

1

k

γ
1
2

δδ(r)

ρ
4
3

δ (r)
. (10)

Equations 9 and 10 are representing the t- and s-LMF, respectively. The
first is based on the ratio of the von-Weizsäcker, τWδ (r), and conventional kinetic
energy density, τδ(r), while b stands for the optimal scaling factor. The second
one is constructed from the dimensionless reduced spin-density gradient, where
k is the prefactor and the γδδ square of the spin-density gradient. Later, sδ
is reformulated and has to be mapped onto the [0,1] interval with the error
function gδ = erf(bsδ).

3 Linear Response TDDFT (LR-TDDFT)

When it comes to the excited states, describing the properties is getting more
problematic and we need to find an adequate balance between the computational
cost and accuracy for our systems. While the ground state exists in isolation,
separate from other states, excited states often exhibit similarities at higher
energies, involving more than one electronic state. As the calculation evolves
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over time, the chemical picture, encompassing all possible properties, may vary.
Still, the usual and pretty accurate method for calculating excited states is
linear-response time-dependent DFT (LR-TDDFT)[34, 35]. Of course, like every
other method, it has a lot of flaws and it is not perfect, especially for charge-
transfer states, strongly-correlated systems and it has difficulty dealing with
excitations in open-shell species[36, 37, 38]. In general, TDDFT arises from the
two principle theorems given by E. Runge and E. K. U. Gross in 1984, as an
extension of the already known two Hohenberg-Kohn theorems with the time-
dependent framework for the external potentials[35]. They explained how the
entire system evolves in time when you apply some small perturbation or a fully
time-dependent potential, starting from the ground-state density.

The entire TDDFT is reflected through the Kohn-Sham framework, as a con-
struction of the non-interacting system which can be related to the interacting
one, but both are time-dependent.

iℏ
∂ϕi(r, t)

∂t
= ĤKS [ρ](t)ϕi(r, t). (11)

In the equation, ϕi(r, t) are the time-dependent Kohn-Sham spin orbitals and

ĤKS is the Hamiltonian expressed as a function of the time-dependent density.
The Hamiltonian is following the time-dependent external potential, hartree
potential and exchange-correlation potential. Among these potentials, only
exchange-correlation is depending non-locally to the all densities which evolved
through the time, while other are local.

Equation 11 can be solved in two ways, using the real-time integration or
with the linear-response theory, which is the main focus of our research[39, 40].
Using the real-time integration solution we can directly simulate how our quan-
tum system evolve after the applied perturbation, while in the linear-response
theory we are focused on the system reaction on a weak electric field, without
following the whole motion. That’s why the linear-response is much more useful
when we try to understand, for example, how some molecules absorb light. The
linear response of the density to a small time-dependent perturbation in the
non-interacting system is represented as

δρ(r, t) =

∫ t

−∞
dt′

∫
dr′ζ(r, r′, t− t′)δvext(r

′, t′). (12)

where ζ is the response function and vext the external potential. Applying the
Fourier transformation we can write the response function depending on the
Kohn-Sham orbitals, ϕ, and eigenvalues, ϵ

ζ(ω) = lim
η→0+

∑
pq

(fq − fp)
ϕpϕ

∗
pϕqϕ

∗
q

ω − (ϵq − ϵp) + iη
. (13)

where fp and fq are occupation numbers. The next step is to substitute the
external potential from eq. 12 and get to the form of the Dyson equation in
which we can define the exchange-correlation kernel, fk,
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(1− ζ(ω)fk(ω))X(ω) = ωX(ω). (14)

X is representing the eigenvector, and the kernel can be expressed as

fk(ω) =
δvH(ω)

δρ(ω)
+

δvxc(ω)

δρ(ω)
. (15)

This popular equation for the LR-TDDFT is usually represented through the
Casida formulation with the expansion on the Kohn-Sham orbitals.[

A B
B∗ −A

] [
X
Y

]
= ω

[
X
Y

]
. (16)

A and B are matrices containing the response function, difference in eigenvalues
and exchange-correlation kernel[34, 37].

Aia,jb(ω) = δijδab(ϵa − ϵi) + (ia|f̂k(ω)|bj). (17)

Bia,jb(ω) = (ia|f̂k(ω)|jb). (18)

Since our work is concentrates mostly on local hybrid functionals, local hybrid
exchange kernel integrals will be used for the LR-TDDFT calculations. For
these extensions, one can check the equations 22 and 23 from the Ref. [41].

This approach allows us to reveal how an excited electron is promoted from
one orbital to the other, and to calculate some properties like dipole moments
and oscillator strengths. It gives us a tool to analyze and describe the nature of
electronic excitations in molecules and materials. The interested reader can take
a look at the Ref. [42] for more detailed explanation of the TDDFT methods
in general.

4 Dye-Sensitized Solar Cells (DSSCs)

In today’s world there is no need to emphasise further how things need to
change when we talk about energy consumption. Natural gas and fossil fuels
take around 80% on a daily basis, the amount of cabon dioxide emission rises
every day which at the end causes global warming, greenhouse effects, polar
vortex and so many issues, threatening to destroy the quality of our lives if we
don’t react properly[43, 44, 45, 46]. We need to find an alternative way using
sustainable energy sources that have good efficiency, that are cheap and thus
available to all households, and finally something that can be renewed. Using
energy from the sun and converting it into electrical energy is the way to go.
This can be done by solar cells and photovoltaic technology. The first example
of a solar cell was designed in 1954. by a team of scientists at the Bell Labora-
tories with a silicon p-n junction. This was a breakthrough which opened the
door for the developments and finding a way to somehow increase the efficiency,
since they reported it around 6%[47]. Scientists continued working on silicon
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solar cells and by the newest reports achieved a laboratory highest efficiency
of 26.6%[48]. Overall, this has been a great advancement in the photovoltaic
technology, but there are three major problems with silicon solar cells concern-
ing environmental impact, high costs and manufacturing complexity. Firstly,
production of cells results in emission of greenhouse gases while mining and re-
fining silicon. Second, the cost is high, they are more expensive than fossil fuels
and people will always choose a cheaper option. Lastly, they include very com-
plex manufacturing process with crystal growth, doping and high-temperature
treatments with expensive and very precise tools.

This is the reason why over the last decades scientists are intensively in-
vestigating the third generation of solar cells, called dye-sensitized solar cells
(DSSCs), which are a promising alternative from the efficiency and low-cost
point of view. They were introduced by Michael Grätzel and Brian O’Regan,
as was already mentioned earlier[3]. The first reported energy conversion effi-
ciency was 7.1% and this increased to 13% in 2014[49]. The operation mecha-
nism of DSSCs is very clever and simple. It is constructed from five different
parts: transparent conductive oxide (TCO) glass substrate, semiconductor layer
(TiO2), sensitizer (dye), electrolyte and a counter electrode deployed on another
TCO glass substrate (Platinum) (Fig. 2).

One side represents a photoanode consisting of a mesoporous oxide (TiO2)
and the dye sensitizer which is covalently bonded to the mesoporous layer. All
of this is deployed onto a TCO glass substrate. The other side is represent-
ing a counter electrode, usually made of platinum which has a great electrical
conductivity and catalytic activity (other alternatives can be silver or carbon).
At the end, the entire structure is sealed with an electrolyte with some redox
couple (usually iodide/triiodide). The working principle of DSSCs is divided
in four different steps (see Fig. 2). At the beginning, solar energy from the
sun falls onto a photoanode which will absorb the incident energy. With all
of this energy, electrons are excited from the ground to an excited state. In
the context of the one-electron or mean-field approximation, this means that
the electrons jump from their highest occupied molecular orbital (HOMO) to
the lowest unoccupied molecular orbital (LUMO), and this is the first step. It
is important to note that in reality we have a more complex picture, where
electronic excitations are more like a collective behaviour of all electrons in the
present system, where electron can distribute its charge density over multiple
orbitals. The second step involves an oxidation of the dye, thus electrons jump
to the conduction band (CB) of the semiconductor (TiO2). At the third step
we go back and ”fill the gaps”. The process requires the lost electrons to be
replaced accordingly and the electrolyte will donate the electrons to the dye and
regenerate it to its initial state. At the end, the catalytic counter electrode is
returning an electron to the electrolyte through reduction process and external
circuit.

The most important part of DSSCs is the dye sensitizer. They are responsible
for the efficiency enhancement through absorption of light in the visible and
infrared spectrum and strong covalent binding with the semiconductor layer. In
principle, the LUMO of the dye needs to be at the higher energy then CB of
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Figure 2: Shematic structure and working principle of DSSCs.
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the semiconductor and the HOMO must have a smaller energy then the redox
couple. This is the basic requirement for the device to have a proper charge
injection and regeneration and to work efficiently. Until now, ruthenium (Ru)
- polypyridyl-complexes achieve the highest efficiency of 11%, but they are not
the best choice because of their toxicity and easy degeneration in combination
with some electrolyte, like water[50, 51, 52]. The focus is rather on organic and
metal-free type of dyes which can work efficiently under diffuse light and be
completely eco-friendly.

Organic dyes have donor-π-conjugated spacer-acceptor (D-π-A) structures.
This constellation allows us to alternate and change different parts of the dye
in order to make improvements. Donor groups should be electron rich and
the π-linker is in most cases build from thiophene units because of their great
charge transfer features, plus so far, the acrylic acid group is found as the
most promising acceptor unit[53]. DSSCs based on organic dyes are still not as
efficient as the ruthenium one but there is more room for improvement since
they have more flexible structure, which can be altered.

When it comes to the semiconductor, a large surface area is needed to ad-
sorb the dye and accept the excited electrons during the process. In most of
cases, several metal oxides are used (TiO2, ZnO and SnO2)[54, 55]. After some
time, experiments showed that the best option is TiO2, while the other two in
comparison produced lower efficiency[55, 56, 57]. The most studied structure
of TiO2 is anatase, providing satisfactory results, including a wide band-gap
of 3eV which makes the structure more chemically stable[58, 59]. It has more
surface area to adsorb the dye molecule, reduced chances for the recombination
process with faster electron transport and high stability, avoiding corrosion and
material deterioration.

The most used electrolytes are liquid, but in the recent times solid-state
and quasi-solid gained attention as the alternative choices and they are still
an ongoing research. The electrolyte should receive electrons from the counter
electrode and it is responsible for the whole process of the regeneration. They
need to be thermally and electrochemically stable and should not overlap with
the dye absorption spectrum. Experiments showed that the iodide/triodide
redox couple has the slowest recombination rate, although the main problem of
the liquid electrolyte remains a significant leakage after some time of usage[60,
61].

The counter electrode regenerates the electrolyte and platinum is the most
used one. It is very conductive, a good catalyst, chemically inert and has low
charge transfer resistance[62]. The only problem is that platinum has high costs
and this forced research with some other materials, like graphite and graphene,
but both of them exhibit lower effciency in comparison to platinum[63, 64].

Improving the DSSCs efficiency is still one of the most important challenges
in the photovoltaic community. The manufacturing costs are very low and this
knowledge alone could change the way how people use energy sources. It could
provide a path to a cleaner world if the efficiency increase, at least to the level
of silicon solar cells. Every mentioned component needs advancement in order
to massively commercialize these type of solar cells on the market and offer to
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people for long-term use.

5 Electronic structure, optical properties, and
electron dynamics in organic dye-sensitized TiO2

interfaces by local hybrid density functionals
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5.1 Abstract

In this work, we present theoretical investigations of dye-sensitized solar cells
(DSSCs) using linear response time-dependent density functional theory (LR-
TDDFT) and electron dynamics within the hybrid TDDFT/ configuration in-
teraction methodology. To evaluate the potential of local hybrid density func-
tionals for such hybrid systems, we study the electronic properties of two organic
dyes, both isolated and anchored on a typical semiconductor substrate (TiO2).
The implemented strategies can accurately predict electronic structures, optical
properties, and energetic alignments of the investigated dye@TiO2 systems. The
accuracy of charge transfer excited states and the hybridization between the in-
terfacial states depend appreciably on the used exchange correlation functional.
This work emphasizes the performance of local hybrid functionals in comparison
to the most commonly used global hybrid and range-separated hybrid function-
als. Investigation of laser-induced charge migration dynamics sheds light on the
effect of hybridization between the dye and the substrate at the interface on
both the population transfer dynamics and the charge injection rate.

5.2 Introduction

As our daily global consumption of energy is ten thousand times smaller then
what earth receives from the sun[65], harvesting solar en- ergy through photo-
voltaic (PVs) devices is the natural, promising choice for a sustainable devel-
opment. Within PV technologies, dye-sensitized solar cells (DSSCs) represent
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an appealing and cheaper alternative to traditional silicon-based solar cells, of-
fering the advantage of being flexible, transparent and working with diffused
light[3, 7, 8].

The peculiar feature of DSSCs is that light harvesting, electron transport,
and hole transport are operated by different components in the cell. As a matter
of fact, the overall cell performance is governed by a number of interplaying
factors[66], such as the optical and electronic properties of dye sensitizers and
semiconductors, the structure of the hybrid molecule/metal oxide interface, the
efficiency of the electron transfer from the redox mediator to the oxidized dye,
and of the electron injection into the conduction band (CB) of the semiconductor
substrate. Focusing on the charge injection, the two key quantities dictating
the kinetic of the process are the electronic coupling between the donor (dye)
and the acceptor (semiconductor), that is the extent of hybridization between
the interfacial states, and the driving force, which is related to the alignment
of dye/semiconductor energy levels. In particular the excited state oxidation
potential of the dye should be higher (more negative) than the CB edge of the
semiconductor[67, 68, 69]. Concerning the regeneration process, the energetic
requirement is that the ground state oxidation potential of the dye is lower
(more positive) than that of the redox couple[70]. In order to realize an efficient
and unidirectional charge transfer, organic sensitizers are usually built following
a push–pull (D-π-A) architecture, with the donor group (D) being an electron-
rich unit, connected via a conjugated bridge (π) to the electron acceptor group
(A), which is covalently bound to the semi- conductor surface, usually through
a carboxylic or cyanoacrylic function.

In the last decades, theoretical and computational studies have provided
fundamental information and atomistic understanding of DSSCs materials and
processes, useful to assist experiments toward boosting the device efficiencies[71,
72, 73, 74, 75, 76, 77, 78]. Due to the complexity of the systems, density func-
tional theory (DFT) and its linear response time-dependent density functional
theory (LR-TDDFT) represent the methods of choice to describe most of the
important properties of the individual dye/semiconductor systems and of their
hybrid interfaces. However, while standard LR-TDDFT approaches can accu-
rately describe the optical properties and the system energy level alignment
of Ru(II)- complexes grafted on the TiO2 surfaces, the characterization of the
excited state properties of push–pull organic dyes and of the corresponding dye-
sensitized TiO2 interfaces is problematic[79, 80, 81]. This is the result of the
erratic description by conventional exchange–correlation (XC) functionals of the
charge transfer excitations, which characterize the visible absorption of typical
(D-π-A) organic dyes and consequently of the related dye-sensitized interfaces.

Some of us have shown that available LR-TDDFT methods are not capa-
ble to deliver at the same time a balanced description of the dye-TiO2 excited
states and of the alignment of the dye excited states with the semiconductor
manifold of unoccupied states[82]. Indeed, standard B3LYP provides the cor-
rect alignment of the dye/semiconductor Kohn–Sham energy levels along with a
wrong dye’s excitation energy, stronger hybrids or long-range corrected hybrids
deliver the accurate prediction of the dye’s excitation energy with an nonphys-
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ical description of the relative Khon-Sham eigenvalues. These results are the
consequence of a different and unbalanced description of the dye and semicon-
ductor excited (or unoccupied) states. Reliable energetics for bulk materials
as well as for charge transfer excited states in organic dyes have been obtained
resorting to many-body Green’s functions theory within the GW approximation
and the Bethe–Salpeter equation (BSE). As the computational cost of GW and
GW-BSE calculations is significantly higher than that of DFT and LR-TDDFT
simulations, their application to problems of such a large size and complexity
has been rather limited and only recent advances in algorithms have allowed a
wider utilization[83, 84, 85, 86, 87, 88, 89, 90, 91, 92].

A recent and promising new family of DFT functionals, whose flexibility
seems to be favourable for the description of hybrid organic–inorganic DSSC in-
terfaces, are local hybrid density functionals[32, 33, 93, 94, 95, 96]. As we shall
detail in subsection 4.3, in the construction of a local hybrid functional, different
amounts of exact exchange are used at each point in space, thus allowing much
more flexibility with respect to global hybrid and long-range corrected function-
als. To the best of our knowledge, the performance of local hybrid approaches
in predicting the interfacial energy level alignment and the optoelectronic prop-
erties of dye-sensitized-TiO2 systems has not been assessed so far.

Here we tackle this issue and, following the work of Ref. [82], consider
two prototypical organic dye sensitizers[97], and their interface with an anatase
(TiO2)82 slab. Titanium dioxide exhibits a large band gap and high CB edge
energy, which can lead to higher efficiencies[9, 7]. While a large band gap
reduces the light which can be absorbed, it can increase the oxidation power
of electrons by moving the valence band to the higher energy level relative to
the redox potentials[98]. In order to accurately represent the CB structure
we used a (TiO2)82 anatase cluster established in previous works. This three-
layer slab represents the electronic structure equally well as a larger (TiO2)82
cluster[72, 99, 100].

The two dyes investigated in this work are shown in Fig. 3. They have
markedly different electronic structure and charge transfer properties: the indo-
line D102 dye has a moderate push–pull character and is connected to the TiO2

surface via an unconjugated rhodadine-3-acetic acid anchoring group, while the
JK2 sensitizer is characterized by a strong charge separation in the lowest singlet
excited state. JK2 also exhibits a sizeable coupling with the TiO2 CB states, in-
duced by the conjugated cyanoacrylic anchoring group. As discussed in Ref. [82]
the different electronic structure and optical properties of the chosen dye-TiO2

systems require different fraction of exact exchange to get a reliable estimation
of the optical absorption spectrum, which may result in an unphysical descrip-
tion of the relative energy level alignment at the dye-sensitized semiconductor
interface.
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Figure 3: Representation of the D102@TiO2 and JK2@TiO2 structures. Tita-
nium atoms in blue, oxygen in red, carbon in tan, hydrogen in white, sulfur in
yellow.

5.3 Theory

5.3.1 Density functionals

The most general form of a global hybrid functional is given by

EGH
X = a0E

ex
X + (1− a0)E

sl
X , (19)

where a fixed fraction a0 of the exact exchange energy Eex
X is combined with a

seminumerical approximation Esl
X [101]. This fraction is a compromise between

the cancellation of self-interaction error (SIE) and static (nondynamic) correla-
tion which is associated with semi-local exchange functionals. Inherently, many
molecular and solid-state properties depend on the amount of exact exchange
(excitation energies, magnetic properties and band gaps)[102]. Consequently,
for different kind of systems the amount of exact exchange is frequently ad-
justed and many different global hybrid functionals are available. This strategy
becomes, however, unpractical in donor–acceptor systems or at interfaces where
the optimal a0 may vary strongly for a given subsystem.

A related problem is the description of charge-transfer excitations with linear
response time-dependent DFT (LR-TDDFT). Semilocal functionals typically
fail here and the use of global hybrid functional leads to limited improvement[103,
104, 105]. With the introduction of range-separated or long-range corrected
functionals, accurate characterization of charge transfer states became possible
within LR-TDDFT[36, 106]. In these functionals the interaction is separated
into a short and a long-range part. For molecular systems exact exchange is
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used at long range to yield the correct asymptotic behaviour of the XC poten-
tial and cancel self-interaction error in the asymptotic region, thereby improving
the description of Rydberg states and long-range charge-transfer. The distance
at which these functional switch from short- to long range is dictated by a fixed
parameter and its optimal value is distinctly system-dependent.

Clearly, heterogeneous systems, such as the DSSC models studied here, re-
quire a more flexible approach regarding the fraction of exact exchange, as the
one offered by the more recently introduced local hybrids functionals. The main
idea is to use different amounts of exact exchange at each point in space by in-
troducing a local mixing function (LMF) a(r).

ELH
X =

∫
a(r)ϵexX (r)dr +

∫
(1− a(r))ρ(r)ϵslX(r)dr. (20)

Here, on the right-hand side we distinguish the exact exchange energy density
ϵexX , the semi-local exchange energy density ϵslX and a local mixing function a(r).
The local mixing function is the central element and in this work we focus on two
main types, namely t- and s- LMFs[107, 108, 109]. The first is based on the ratio
of the von-Weizsäcker and the conventional, orbital-dependent kinetic energy
density. This quantity identifies regions dominated by one orbital to remove the
self-interaction through exact exchange. The s-LMF on the other hand employs
the dimensionless density gradient which is related to the detection of regions
of the r-space where static correlation is important. Both contain one empirical
parameter that has been fit to basic chemical properties. In case of the t-LMF it
is a simple prefactor determining the maximum amount of exact exchange used
in one-orbital regions. The parameter in the s-LMF is buried inside the error
function that is used to project the reduced density gradient onto the interval
between 0 and 1, and thus dictates the slope of the LMF between these limiting
values.

The overall task of the LMF is to balance cancellation of self-interaction error
through exact exchange while retaining static correlation mimicked through
semi-local exchange (second term on the right- hand side in Eq. 20). Local
mixing functions based on the kinetic energy (t-LMF) are currently the most
effective ones. They satisfy the limit of homogeneous densities and exhibit a
steep increase in the intermediate region[109, 96]. The intermediate region is the
transition between valence and asymptotic region, which was found to be crucial
for the accuracy of calculated excitation energies and has been an important part
for the description of charge-transfer in long-chain-donor–acceptor systems[110].
As mentioned above, this fine balance between exact and approximate exchange
is far more important than complete elimination of the self-interaction error[33].
The s-LMF, on the other hand, has a slower increase in the intermediate region
but satisfies and corrects the asymptotic limit. This is not guaranteed with the
currently used versions of the t-LMF[111, 112].

Several local hybrids have shown remarkable accuracy for excitation energies,
magnetic properties and other basic molecular properties[111]. Special attention
was paid to the correction and removal of self-interaction error (SIE) in the
density functional. One way to deal with errors brought by the LDA correlation
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functional is to separate it into a short- and long-range part and apply self-
interaction correction only at short interelectronic distances. This retains the
error cancelation between LDA exchange and correlation at long range where
it is most effective[113]. Removing, or at least significantly reducing, the self-
interaction error at short range in the correlation functional allows for higher
prefactors in the definition of the t-LMF and, thus, leads to overall increased
exact-exchange admixtures in the functional. By readjusting the parameter
in the exchange part, two new local hybrid functionals have been obtained,
one with self-interaction-free (sif) and one with self-interaction reduced LDA
correlation (sir) at short range. In the latter, only as much one-electron SIE
in the short-range correlation is removed as the maximum amount of exact
exchange determined through the prefactor in the t-LMF. In the following, we
will investigate the potential of these local hybrids to reproduce the electronic
structure of excited states in challenging hybrid materials – organic dyes@TiO2

– which were previously found to be inaccurately described by LR-TDDFT with
all available functionals. The development of local hybrid functionals has also
been extended to periodic systems with a plane-wave basis. A symmetrized
LMF based in the reduced density gradient was employed showing promising
results for level alignments at solid interfaces[114].

5.3.2 Many-electron dynamics

We simulate laser-induced electron injection in the model DSSC using the hybrid
time-dependent density functional theory/configuration interaction methodol-
ogy (TDDFT/CI)[115, 116, 117], in the reduced density matrix formulation
(ρ-TDCI)[118, 119, 120]. The reduced density matrix evolves according to the
time-dependent Liouville-von Neumann equation

∂tρ̂(t) =− i

ℏ

[(
Ĥel − µ̂ · F(t)

)
, ρ̂(t)

]
− 1

ℏ

[
Ŵel, ρ̂(t)

]
+

− 1

2

∑
mn

([
Ĉmnρ̂ (t) , Ĉ

†
mn

]
+
[
Ĉmn, ρ̂ (t) Ĉ

†
mn

]) (21)

where Ĥel is the field-free many-electron Hamiltonian and the interaction with
an external electric field F(t) is treated in the semi-classical dipole approxima-
tion, with the molecular dipole µ̂. The anti-commutator [Ŵel, ρ̂(t)]+ describes
the coupling of the many-electron wave function with the TiO2 bulk. Lindbald

operators[121, 122, 123], Ĉmn =
√
Γnm

2

∣∣Φn

〉〈
Φm

∣∣, account for energy exchange
between electronic states m and n at a rate Γnm. It is due to electron-vibration
coupling in the titanium cluster. To drive the photo-induced injection elec-
tron dynamics, an external electric field with polarization along the cluster-dye
direction is used

F(t) = F0 sin
2(πt/T ) sin

(
ω0(t− T/2)

)
(22)

The frequency ω0 is chosen for each functional to be resonant with the transition
from the ground to the first optically active excitation. Realistic laser pulse
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duration T = 20fs and amplitude F0 = 15MV/cm are used throughout.
The many-body reduced density matrix operator ρ̂(t) is represented as a

combination of many-body excited states, ρ̂(t) = ρnm(t)|Φn⟩⟨Φm|. The ener-
gies and coefficients of the many-body states are obtained from LR-TDDFT[115,
116, 117], which retain a pseudo-CIS structure. This hybrid TDDFT/CI method
yields good balance between accuracy and computational efficiency. We intro-
duce in this work a new quantitative measure of the electron injection rate
into the titanium oxide bulk. A complex absorbing potential (CAP) is used
to impose outgoing boundary conditions to the one-electron density. First, we
represent each excited state using natural transition orbitals (NTO), obtained
by singular value decomposition of the transition density matrix. This allows
to define particle and hole orbitals for state n, which are then combined to form
NTO particle (ρ(n)(rH)) and hole (ρ(n)(rP )) densities.

The NTO densities are used to quantify the coupling between an excited
state to the TiO2 bulk. The hole density in the systems studied is completely
localized on the dye. Thus, only injection of the particle density is considered.
The injection rate for a given many-electron state is evaluated as the expectation
value of a transmission-free CAP over the particle density

Wn =

∫
ρ(n)p (rP )

( 1

1− ζ4(rP )
− 1

)
drP (23)

The CAP is defined from the surface normal Sn to the TiO2 cluster boundaries,
ζ(rP ) =

(
(rP · Sn − rmin)/(rmax − rmin)

)
. The parameters {rmax, rmin} define

the end of the integration grid along a given direction and the end of the cluster
– here the titanium atom furthest from the interaction region.

The non-adiabatic coupling rates Γmn in Eq. (21) are approximated from
first-order time-dependent perturbation theory [124, 125]

Γmn =
(η
ℏ

)
L(∆mn, η)P

(cls)
m P (cls)

n (24)

with Lorentzian broadening L(∆mn, η) = (η/2)2

(∆Emn)2+(η/2)2 , and the transition

energies Emn between states |Φn⟩ and |Φm⟩. A phonon broadening ranging
from η = {0.1, 0.2, 0.3} eV is chosen for all simulations. Vibrationally-induced
relaxation occurs most efficiently via the TiO2 vibrations within the cluster.
Hence, the Lorentzian is multiplied by the projector of the particle on the cluster,

P
(cls)
n , computed from the NTO particle densities as

P (cls)
n =

∫
cluster

ρ(n)p (rP )drP (25)

Dynamical simulations are performed using in-house codes [126, 118, 127, 119,
120]. For a more detailed description of the method, the reader is referred to
the Supporting Information.
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5.4 Computational Details

All electronic structure calculations were performed with the
TURBOMOLE[128] modular program suite for ab initio quantum-chemical and
condensed-matter simulations. The DFT and LR-TDDFT calculations were
performed with seven different exchange-correlation functionals: PBE0 [22, 129],
a modified PBE-based hybrid functional with 35% of exact exchange (referred to
as PBE35), CAM-B3LYP[130], Lh12ct-SsirPW92[111],
Lh12ct-SsifPW92[111], Lh07t-SVWN[96], and Lh07s-SVNW[108]. In our cal-
culations we employed the def2-SVP basis set[131] and m3 grid size[132]. The
dye- and dye@TiO2-structures were taken from Ref. [82]. Additional optimiza-
tions were performed for the dyes with PBE0. Solvation effects are treated in
the conductor-like screening model, COSMO, with standard settings for water
as a solvent. All LR-TDDFT calculations for the D102@TiO2 and JK2@TiO2

systems are performed with all orbitals below the HOMO frozen, thus allowing
for excitations from the HOMO only. Post-processing of the TURBOMOLE
data for the subsequent electron dynamics calculations was performed with
ORBKIT[133, 134, 135], a parallel Python program for post-processing wave
function data from standard quantum chemical programs.

5.5 Results

5.5.1 Static

A reliable protocol for the characterization of DSSC models should provide re-
sults with the same accuracy for the separate systems, i.e. the dyes and the TiO2

cluster, and their combination. We compare therefore three different energetic
properties calculated with the local hybrid functionals and some more usual ones
as a benchmark to experimental values: the first lowest-energy excitation in the
dye alone and when grafted on the semiconductor, the HOMO-LUMO gap in
the TiO2 cluster, and the level alignment from LR-TDDFT calculations in the
dye@TiO2-system. To get insight into the effect of solvation on the energetics,
we also present results in the gas phase.
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Table 1: Absorption maxima (in eV) from LR-TDDFT calculations for the free
D102 dye and for D102@TiO2, in the gas phase and including solvent effects via
COSMO. Results are showing the lowest dye - dye excited state. The amount of
exact exchange for Lh07s-SVWN is given in parenthesis. Experimental results
are taken from Refs. [136] and [97], respectively.

gas phase in water
D102 D102@TiO2 D102 D102@TiO2

PBE0 2.59 1.95 2.36 2.51
PBE35 2.80 3.10 2.58 2.79

CAM-B3LYP 2.92 3.49 2.80 3.32
Lh12ct-SsirPW92 2.66 2.70 2.42 2.53
Lh12ct-SsifPW92 2.71 2.85 2.48 2.66
Lh07t-SVWN 2.50 2.42 2.27 2.22

Lh07s-SVWN (0.22) 2.51 2.63 2.28 2.45
Lh07s-SVWN (0.10) 2.22 1.91 1.99 /
Lh07s-SVWN (0.30) 2.67 2.74 2.44 2.62

exp. 2.53 2.30

Starting with the D102 dye, Table 1 reports the calculated lowest-energy
excitation energies for the isolated and TiO2-anchored dye molecule for differ-
ent XC functionals, in comparison to experimental values obtained in EtOH.
Overall, the range-separated functional CAM-B3LYP yields the highest exci-
tation energies for the dye and the dye@TiO2 system. Increasing the amount
of exact exchange in a global hybrid functional (from 25 to 35% in PBE0 and
PBE35, respectively) leads, as expected, to larger excitation energies. This is
in agreement with the well-known requirement to include exact exchange to de-
scribe CT-like excitations. Inclusion of the solvents through the COSMO model
leads to consistently decreasing excitation energies of roughly 0.2 eV. Here, the
smallest effect is observed for CAM-B3LYP which is probably due to smaller
hybridization between dye and cluster orbitals. In water, the best agreement
of the excitation energy with the experimental value is obtained with PBE35,
while it is significantly overestimated with CAM-B3LYP. All other functionals
underestimate the excitation energy as compared to the experimental value.
Keeping in mind that CAM-B3LYP uses between 65% exact exchange (at large
interelectronic distances) and 19% (at short interelectronic distances) with a
range-separation parameter of 0.33 Bohr−1, it probably uses overall more exact
exchange than PBE35, especially in regions relevant to describe the interface
between the organic dye and the TiO2 cluster. Focusing on the results with local
hybrids, we observe that for the D102 dye in water, the t-LMF performs clearly
better than the s-LMF. For both types, a trend similar to global hybrids can be
observed: the calculated excitation energy decreases with the maximum amount
of exact exchange used in the core and asymptotic regions. In the t-LMF based
functionals it is largest in the Lh12ct-SsifPW, followed by Lh12ct-SsirPW and
then Lh07-SVWN with values of 0.709, 0.646, and 0.48, respectively.
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Table 2: Absorption maxima (in eV) from LR-TDDFT calculations for the free
JK2 dye and for JK2@TiO2, in the gas phase and including solvent effects via
COSMO. Results are showing the lowest dye - dye excited state. The amount of
exact exchange for Lh07s-SVWN is given in parenthesis. Experimental results
are taken from Refs. [136] and [97], respectively.

gas phase in water
JK2 JK2@TiO2 JK2 JK2@TiO2

PBE0 2.04 1.94 1.87 1.81
PBE35 2.25 2.29 2.10 2.14

CAM-B3LYP 2.56 3.09 2.43 3.00
Lh12ct-SsirPW92 2.11 2.05 1.93 1.88
Lh12ct-SsifPW92 2.16 2.14 2.00 2.01
Lh07t-SVWN 1.94 1.72 1.76 1.53

Lh07s-SVWN (0.22) 1.95 1.79 1.78 1.67
Lh07s-SVWN (0.10) 1.66 1.33 1.48 1.05
Lh07s-SVWN (0.30) 2.12 2.13 1.95 1.99

exp. 2.84 2.70

Looking at the combined dye-semiconductor systems, the most accurate re-
sults are obtained with the Lh07t-SVWN functional. It underestimates the ex-
perimental excitation energy by only 0.08 eV, while all other functionals (except
the one with a modified s-LMF) overestimate it. The CAM-B3LYP functional
yields the largest deviation of roughly 1 eV from the experimental result. An
optimal amount of exchange to describe the lowest excitation in the D102@TiO2

system would be significantly below 25 % but close to 35 % for the dye alone.
It becomes clear from the local hybrid results, that in particular the optimal
prefactor in the t-LMF should be lower for the combined systems than for the
dye. Yet, the local hybrids with reduced self-interaction (Lh12-SsirPW92 and
Lh12-SsifPW92) provide a good compromise although it was initially optimized
for thermochemical ground state properties of small molecules.

Turning to the larger dye, JK2 (cf. Table 2), we observe a general underes-
timation of the lowest excitation energy with all functionals. This is even more
pronounced with the solvation model, as it lowers all energies, although to a
smaller extent than for the smaller dye. CAM-B3LYP yields the closest value
to the experiment but with a rather large deviation of more than 0.4 eV. A
possible explanation for this failure of all functionals may be an unreasonable
structure used for the dye alone, which was here obtained by simply removing
the cluster from the optimized dye@TiO2 geometry. For the lowest excitation
energy in the dye attached to the TiO2 cluster, CAM-B3LYP performs best but
with a considerable overestimation of the transition energy of 0.3 eV. All the
other functionals severely underestimate the excitation energy, with deviations
between 0.7 and 0.8 eV for the two best local hybrids (SI-free and SI-reduced
local correlation at short range). Judging from the PBE0 and PBE35 (35%
of exact exchange) results, a much larger amount of exact exchange would be
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Table 3: Absorption maxima (in eV) from LR-TDDFT calculations for the
free D102 and JK2 dyes, in the gas phase and including solvent effects via
COSMO. The ground state geometry has been reoptimized at the PBE0/def2-
SVP level of theory, with and without solvent. Results are showing the lowest
dye - dye excited state. The amount of exact exchange for Lh07s-SVWN is given
in parenthesis. Experimental results taken from Refs. [136, 137]. The amount
of exact exchange in the Lh07s-SVWN is given in parenthesis.

gas phase in water
D102 JK2 D102 JK2

PBE0 2.65 2.19 2.45 2.06
PBE35 2.89 2.47 2.69 2.35

CAM-B3LYP 3.05 2.86 2.88 2.76
Lh12ct-SsirPW92 2.72 2.28 2.51 2.15
Lh12ct-SsifPW92 2.77 2.35 2.57 2.22
Lh07t-SVWN 2.57 2.08 2.36 1.93

Lh07s-SVWN (0.22) 2.57 2.09 2.36 1.95
Lh07s-SVWN (0.10) 2.29 1.73 2.09 1.57
Lh07s-SVWN (0.30) 2.74 2.31 2.53 2.17

exp. 2.53 2.84

required to obtain reasonably accurate results with a global hybrid functional.
To shed light on the origin of the large deviations in the lowest excitation en-

ergy of the JK2 dye, we have reoptimized the structure of both dyes with PBE0
in water. The corresponding excitation energies obtained with all XC function-
als are shown in Table 3. For the smaller dye, the effect on the resulting energies
is less pronounced. All excitation energies are increased by approximately 0.1
eV and the best agreement with the experiment is now obtained by the local
hybrid with reduced SI in the correlation (Lh12-SsirPW92). The increase in
the excitation energies is more distinct in case of the JK2 dye. After optimiza-
tion, CAM-B3LYP provides an excitation energy of 2.76 eV which is in good
agreement with the experimental value of 2.84 eV.

Semilocal XC functionals famously underestimate the band gap in semicon-
ductors and a certain amount of exact exchange is usually needed to obtain
reasonable band gaps with DFT.[139, 140] To assess the performance of local
hybrids for the semiconductor part of our DSSC models, we compare the cal-
culated HOMO-LUMO gaps to the experimental band gap of TiO2 in Table 4.
First, we note that with COSMO, the HOMO-LUMO gaps are by 0.3 to 0.4
eV larger than in the gas phase. This is probably due to the finite size of the
cluster. In the gas phase, the best agreement with the experimental band gap
of 3.2 eV is accomplished with Lh07s-SVWN (3.50 eV). This particular local
hybrid uses a LMF based on the (reduced) density gradient which in turn has
been used before to estimate a ’local’ band gap in a series of semiconductors and
insulators.[141] This kind of LMF seems to be therefore particularly suited for
the semiconductor. The s-LMF contains one parameter (set to 0.22 by default)
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Table 4: Experimental and theoretical band gap (in eV) for the semiconductor
TiO2 in ground state gas phase (gas) and solvent (sol). Experimental results
from Ref. [138]. The adjusted parameter in Lh07s-SVWN is given in parenthesis.

TiOgas
2 TiOsol

2

PBE0 3.78 4.15
PBE35 4.68 5.08

CAM-B3LYP 6.76 7.09
Lh12ct-SsirPW92 4.20 4.57
Lh12ct-SsifPW92 4.45 4.83
Lh07t-SVWN 3.54 3.88

Lh07s-SVWN (0.22) 3.50 3.82
Lh07s-SVWN (0.10) 2.51 2.79
Lh07s-SVWN (0.30) 4.16 4.51

exp. 3.20 3.20

Figure 4: Alignment of the energy levels in the D102@TiO2 system in water from
LR-TDDFT-COSMO calculations with three different functionals labeled in the
figure: PBE0, CAM-B3LYP and Lh12ct-SsirPW92. Black dotted lines indicate
the experimental TiO2 CB edge and dye’s ground state oxidation potential
(GSOP).
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related to the slope of the LMF between the limiting values of 0 and 1. The
larger the parameter the more exact exchange is used on average. Consequently,
the HOMO-LUMO gap opens, as confirmed by additional calculations with a
modified parameter inside the s-LMF. The respective band gaps are 2.79 eV
and 4.51 eV with the parameter set to 0.1 and 0.3. An optimal value for the
TiO2 would thus lie somewhere between 0.22 and 0.1. We have also recalculated
the properties of the dyes with these two modified local hybrids based on the
s-LMF. The one with 0.3 yields exactly the experimental excitation energy of
the smaller D102 dye and is also among the best local hybrids for the larger
JK2 dye alone and in combination with the TiO2 cluster.

After assessing the functionals for the properties of the individual con-
stituents of our DSSC model systems, we chose three representatives to analyse
the level alignment at the dye-semiconductor interface. The level alignment is
visualized in Figs. 4 and 5 for the PBE0 as a standard global hybrid, CAM-
B3LYP as a standard range-separated hybrid, and the local hybrid functional
Lh12ct-SsirPW92. The latter provides the best balance in the description of
the D102 dye alone and in combination with the semiconductor. For the JK2
dye it performs similarly to the best local hybrid Lh12ct-SsifPW92. The level
alignment with the latter is comparable (see supporting information). In both
figures, we note that the local hybrid gives HOMO energies in excellent agree-
ment with the experimental ground state oxidation potentials (GSOP). The
energy of the LUMO located on the TiO2 (corresponding to the first excited
state in the LR-TDDFT calculation for the combined system) is also very close
to the experimental CB edge with PBE0 and the local hybrid. Although our
calculations showed an underestimation of the first excitation energy in the
case of JK2 alone and JK2@TiO2, still the correct level alignment is obtained.
The performance of the local hybrid is similar to PBE0. The number of the
TDDFT excitations required to reach the lowest dye-dye excitation is signifi-
cantly smaller in the case of JK2@TiO2, for the same functional, as can be seen
from the Fig. 4 and Fig. 5. From Fig. 5 we can notice that CAM-B3LYP yields
a wrong level alignment at the interface between JK2 and the semiconductor:
the dye-HOMO lies below the TiO2-LUMO, confirming previous findings.[82]
As will be shown below, this will have a strong influence on the laser excitation
and charge injection dynamics.
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Figure 5: Alignment of the the energy levels in the JK2@TiO2 system in water
from LR-TDDFT-COSMO calculations with three different functionals labeled
in the figure: PBE0, CAM-B3LYP and Lh12ct-SsirPW92. Black dotted lines
indicate the experimental TiO2 CB edge and dye’s ground state oxidation po-
tential (GSOP).

5.5.2 Dynamics

To shed light on the effect of the level alignment on the photoinduced charge
injection, we investigate the dynamics upon excitation by a short laser pulse.
To this end, the CAM-B3LYP and Lh12ct-SsifPW92 functionals are used. As
described above, the former shows a poor alignment of the TiO2 conduction
band to the first optically accessible band corresponding to the HOMO-LUMO
excitation located on the dye. The poor description of TiO2 using the range-
separated hybrid shifts the conduction band upwards, and the first bright state
of the dye does not hybridize strongly with the titanium dioxide cluster. As
will be shown below, this also has an influence on vibration-induced population
of the TiO2 conduction band. On the contrary, the level alignment is much
more realistic using the Lh12ct-SsifPW92 functional, with a more pronounced
dye-cluster hybridization.

The pulse parameters are described in the caption of Figs. 6 and 7 and cho-
sen to represent a realistic experimental setup. The relatively low field am-
plitude of F0 = 15MV/cm leads to a peak intensity of Ipeak = 0.5cε0F

2
0 =
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Figure 6: Population dynamics of selected states upon excitation of two dyes
(D102 and JK2) on titanium dioxide using a sine-squared laser pulse of duration
20 fs and maximum amplitude 15MV/cm, polarized along the cluster-dye direc-
tion. For the dynamics simulations, the lowest-lying Nstates = 38 (Nstates = 15)
excited states up to an energy of 4.27 eV (3.97 eV) computed using CAM-B3LYP
are used for dye D102 (JK2). The states labeled “TiO2 CB” describe states of
the conduction band for which the particle is localized on the cluster. The
frequency of the laser pulse is chosen resonant with the transition from the
ground to the bright state, which amounts to ℏω = 3.32 eV and ℏω = 2.99 eV
for D102 and JK2, respectively. The resulting field is depicted as a thin black
line. Top panels: dynamics without dissipation. Bottom panels: dynamics with
a vibration-induced broadening η = 0.2 eV.

3.0 × 1011 W/cm2. For this peak intensity, little to no electron loss through
ionisation can be expected. In each case, the field frequency is chosen resonant
with the transition from the ground to the first bright state or, in the case
JK2@TiO2 described with the Lh12ct-SsifPW92 functional, the first group of
optically accessible states.

The population dynamics of the ground and first bright state during laser
irradiation is reported in Fig. 6 for the case of CAM-B3LYP. The driving field
is shown as a thin black line to guide the eye and illustrates the origin of small
oscillations observed in the populations as a response. The frequency of the
electric field is related to the energy difference between the ground and target
state, ∆Emn = ℏωmn.
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Without vibration-induced relaxation (top panel), only the optically-active
target becomes significantly populated in both cases. The transition dipole of
JK2@TiO2 is much larger than for D102@TiO2. This is indicative of a stronger
degree of charge separation along the cluster-dye direction in the excited state.
Consequently, the excitation probability becomes much larger because of the in-
creased coupling to thee external electric field. This leads to a larger population
of the excited state, which reaches a crossover point and undergoes an almost
complete first Rabi cycle. It is known that excitation using short, intense laser
pulses along the dipole direction leads to important non-linear dynamical effects.
These can be treated variationally by including a large number of pseudo-CIS
states in the basis used for the dynamics. Because the number of states remain
modest in the present simulations, the results should be interpreted with care.

Comparison with the case where energy relaxation is included (broadening
η = 0.2 eV and T = 300K), does not reveal any change in the dynamics for
JK2@TiO2. This is because of the poor band alignment of the dye excited
state and the TiO2 conduction band with CAM-B3LYP, associated with a weak
hybridization due to the small density of TiO2 states at the correct energy.
While the overall dynamics for the D102 dye are also almost unaffected by the
inclusion of vibrationally-induced energy relaxation, some states of the TiO2

conduction band becomes populated (black line in the bottom left panel of
Fig. 6). This is accompanied by a depopulation of the excited state (green line),
which is visible at the end of the pulse. Although this indirect mechanism is
typical of type II DSSC, it is found to be very inefficient when the electronic
structure is characterized using the CAM-B3LYP functional.

The picture proposed by the dynamics at the Lh12ct-SsifPW92 level of the-
ory is quite contrasting. The resulting population evolution under application
of similar laser pulses as above is shown in Fig. 7 (see figure caption for the
pulse parameters). For the D102 dye, the dynamics without energy relaxation
(top left panel) already show an important population of the TiO2 conduction
band during the laser pulse excitation. This represents a more pronounced di-
rect electron transfer character in this case, due to the stronger hybridization
and the larger cross section for the direct excitation from the dye-HOMO to
the substrate. Allowing for vibration-induced relaxation increases the impor-
tance of the indirect electron transfer from the D102 dye to the TiO2 conduction
band, as can be seen in the bottom left panel of Fig. 7. Vibration-induced en-
ergy redistribution leads to a rapid transfer of the electron from the strongly
hybridized dye-LUMO to the cluster. This comes at the expense of a smaller
overall depopulation of the ground state (purple line) and a less efficient popu-
lation of the excited state (green line), both compared with the CAM-B3LYP
dynamics and the case without energy dissipation.

The JK2 dye behaves even more differently at the Lh12ct-SsifPW92 than at
the CAM-B3LYP level of theory. The first obvious difference stems from the
increased density of TiO2 states around the LUMO of the dye, which amounts to
a spreading of the bright state among at least three dominant contributions. All
three are significantly populated during the laser excitation, as can be seen from
the top right panel of Fig. 7. During the excitation, the ground state is almost
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Figure 7: Same as for Fig. 6 but using the Lh12ct-SsifPW92 functional. For
D102, the energy of the laser pulse is chosen resonant with the transition from
the ground to the bright state, which is ℏω = 2.66 eV. For JK2, the average
frequency (1.98 eV) of the three bright states strongly hybridized with the TiO2

cluster of the first absorption band is used. For the dynamics simulations, the
lowest-lying Nstates = 45 (Nstates = 20) excited states up to an energy of 2.73 eV
(2.22 eV) are used for dye D102 (JK2). The top and bottom panels report
the dynamics without and with a vibration-induced broadening η = 0.2 eV at
T = 300K.

completely depopulated due to the stronger transition dipole to the bright states
as compared with the D102 dye. Contrary to the CAM-B3LYP situation, the
system does not undergo a full Rabi cycle and some hybridized states of the TiO2

conduction band (thick black line) are directly photoexcited. The frequency of
the transition is also markedly smaller than in D102, as can be directly seen from
the reported field (thin black line). As in the case of D102, vibration-induced
relaxation leads to an increased population of the TiO2 conduction band (see
bottom right panel). On the contrary, including energy dissipation leads to a
more important depopulation of the ground state for the JK2 dye excitation,
which appears to land mostly in the TiO2 conduction band. This will be seen
to have an effect on the electron injection efficiency.

The anti-commutator in Eq. (21) leads to a loss of norm in the many-body re-
duced density matrix, which is due to the presence of the CAP in the equations-
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Figure 8: Charge injection dynamics for the D102 and JK2 dyes adsorbed on
TiO2 upon laser excitation. The injection efficiency with various vibrational
broadening is reported in black and red for the Lh12ct-SsifPW92 and CAM-
B3LYP functionals, respectively. The yellow shaded areas represent the interval
during which the pulses are applied (see Figs. 6 and 7 for the pulse parameters).

of-motion. This absorption through the CAP is related to the loss of an excited
particle, and it can be assimilated to the injection of an electron into bulk
TiO2. Fig. 8 reports the charge injection efficiency for D102@TiO2 (left panel)
and JK2@TiO2 (right panel) for different dissipation strengths. The results are
reported in black for the CAM-B3LYP functional and in red for the local hy-
brid Lh12ct-SsifPW92. The shaded area represents the interval during which
the external field is on. For the D102 dye, most of the charge injection takes
place after the pulse has been switched off, although this is more pronounced at
the CAM-B3LYP level of theory. Using this functional, gradually increasing the
dissipation strength from η = 0 (dotted line) to 0.3 eV (solid line) accelerates
the charge injection from about 1ps to about 50fs duration. The charge injec-
tion yield is not markedly affected and remains around 50% for all relaxation
times investigated. This correlates well with the population dynamics observed
in Fig. 6, which reveals a change from a direct excitation of the dye LUMO when
neglecting dissipation to an indirect charge injection via the TiO2 conduction
band via vibration-induced energy redistribution.

To understand the interplay between band alignment, hybridization, relax-
ation, and charge injection, Fig. 9 shows the projected NTO particle density for
the lowest-lying states for both dyes. For D102, the first bright state can be read-
ily identified as a large peak in both spectra. It reaches a larger value of about
1 and slightly above 0.8 for CAM-B3LYP and Lh12ct-SsifPW92, respectively.
This indicates a strong degree of localization on the dye and weak hybridization
with the TiO2 conduction band. As a consequence, very little coupling to the
titanium dioxide bulk – and with a low charge injection – is expected. At the
CAM-B3LYP level of theory, the first bright state is found to be located very
low within the conduction band, in a region of low density of states. This implies
that energy will not have many lower-lying states to dissipate the energy, as the
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Figure 9: Projection of the NTO particle density on the dye evaluated as the

complement to Eq. (25), 1 − P
(cls)
n . The lowest-lying excited states obtained

from the Lh12ct-SsifPW92 (blue for D102, purple for JK2) and CAM-B3LYP
functionals (yellow for D102, green for JK2) are reported to the left and right
of the vertical dashed line, respectively.

density of states is low. Despite being still relatively localized on the dye, the
bright state of D102 computed at the Lh12ct-SsifPW92 level of theory is found
in a region of the conduction band with higher density of states. This leads
to stronger hybridization and increased potential for vibration-induced energy
redistribution.

From a dynamical perspective, slow charge injection has to be expected for
the D102 dye when studied at CAM-B3LYP level of theory, since the LUMO is
more strongly localized on the dye and only weakly interacts with the absorbing
potential. As the conduction band becomes populated via energy relaxation,
these strongly delocalized states interact more with the absorbing potential and
charge injection becomes faster. A similar acceleration of the charge injection
dynamics, as a function of the increased dissipation strength, is also observed at
Lh12ct-SsifPW92 level of theory, even if at a lesser extent. The larger density
of states close to the dye LUMO leads to a stronger hybridization of all states
within the conduction band. This, in turn, leads to a delocalization of the par-
ticle density over the whole cluster and to a faster overall charge injection rate,
such that most of the charge departs by the end of the pulse and within the 20fs
following the excitation. The reduction in the charge transfer efficiency observed
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with increasing dissipation rate originates solely from the smaller depopulation
of the ground state.

The case of JK2@TiO2 is quite different (right panel of Fig. 8). As can be
expected from the population dynamics at the CAM-B3LYP level of theory
(see Fig. 6), increasing energy relaxation has no effect on the charge injection
rate (black lines). This is due to the poor TiO2 band alignment with the dye
LUMO, which appears now below the CB states and is completely localized
on the dye (see green lines in Fig. 9). The charge injection dynamics reveal
two timescales: an ultrafast one during the excitation with the external electric
field, and a longer one on the order of 1ps stemming from the slow popula-
tion leakage from the excited state with LUMO character into the TiO2 bulk.
At the Lh12ct-SsifPW92 level of theory, the charge injection proceeds on the
timescale of the laser excitation and it is mostly completed by the end of the
pulse. The efficiency is high (circa 90%) even without accounting for vibration-
induced relaxation. Contrary to the D102 case, increasing energy dissipation
also increases the charge injection efficiency while not accelerating the charge
injection rate. As the vibrational broadening reaches its largest value, charge
injection is almost complete (solid red line). This can be traced back to the more
quantitative depopulation of the ground state during the excitation, as seen in
the bottom right panel of Fig. 7. Further, the indirect population of the TiO2

conduction band via excitation of the strongly hybridized bright states becomes
more efficient and, with it, the coupling of the excited states with the bulk. The
better band alignment obtained from the Lh12ct-SsifPW92 functional and the
stronger hybridization observed in Fig. 9 (purple lines) thus leads to a markedly
different picture for the electron injection efficiency and the associated rates.

5.6 Conclusion and Outlook

In this work we investigated the potential of local hybrid functionals to char-
acterize the electronic structure of two highly efficient organic dyes (D102 and
JK2) for applications in DSSCs, both free-standing and anchored to a semi-
conductor (TiO2). To get deeper understanding of band alignments effect on
the photo-induced charge dynamics we used hybrid TDDFT/CI method with
two functionals, CAM-B3LYP and Lh12ct-SsifPW92. When it comes to the ab-
sorption maxima of the smaller dye alone (D102) and with the semiconductor
(D102@TiO2), the presented local hybrid functionals are showing great accu-
racy, especially in the gas phase. In the solvent, their accuracy can be compared
with hybrid functionals with adjusted value of exact exchange like PBE35 (35%
of exact exchange). Inherently, the well-established range-separated functional
CAM-B3LYP is overestimating the experimental values, which points at the
negative influence of excessive exact exchange admixture in the functional. The
optical excitation in the larger dye (JK2) is significantly underestimated in all
cases, except with CAM-B3LYP, which is also the most accurate value in com-
parison to the other used functionals. Level alignment analysis showed that
PBE0 and two local hybrids provide sufficient accuracy with respect to the CB
of the TiO2 and ground state oxidation potential. This is the case with both sys-
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tems. Interestingly, CAM-B3LYP yields a wrong and unphysical level alignment
for the bigger dye (JK2), where the HOMO of the dye lies below the LUMO of
the TiO2. This is an indication of the wrong description of the asymptotic be-
havior in systems with pronounced long-range charge transfer character. When
we isolate and optimize D102 in water, there is an excellent agreement with the
experimental value in the lowest absorption maxima in the case of an adjusted
local hybrid functional Lh07s-SVWN (0.3), while Lh12ct-SsifPW92 and Lh12ct-
SsirPW92 are very close to the actual value. Results for the band gap of TiO2

are highly overestimated with all of the functionals except for a slightly adjusted
local hybrid with a LMF based on the reduced density gradient. Concerning
the development of refined local hybrid functionals, further improvement for
dyes stronger charge separation in their first excited state could be obtained by
incorporating additional long-range exact exchange into local hybrids. At the
same time more information on the performance of local hybrid functionals for
semiconductors is required to make necessary adjustments to the LMF.

The electron dynamics simulations reveal a considerable dependence on the
XC functional used for the underlying electronic structure calculation. In par-
ticular for the JK2@TiO2 system, the qualitatively different level alignment ob-
tained from CAM-B3LYP, as compared to the local hybrid Lh12ct-SsifPW92, is
correlated with larger injection times and a lower overall charge injection. With
Lh12ct-SsifPW92 functional the JK2 dye showed an increased density of TiO2

states around LUMO, while the ground state is completely depopulated due
to the strong transition dipole moment. This is not the case with D102 where
the population of the ground state is only reduced to about 50 % (with both
functionals). The calculated charge injection efficiency showed that for D102
most of the injection takes place after switching off the pulse of the external
field, which is more pronounced with CAM-B3LYP. Projection of D102 NTO
particle densities with CAM-B3LYP and D102 case implied that the energy
will not have many channels to dissipate, while Lh12ct-SsifPW92 functional
showed stronger hybridization and an increased potential for vibration-induced
energy redistribution. In case of JK2 with CAM-B3LYP, increasing relaxation
has no effect on the charge injection rate due to the poor TiO2 level alignment
with the dye LUMO, fully localized on dye, appearing below the semiconductor
CB levels. With the Lh12ct-SsifPW92 functional, charge injection will proceed
through the end of the pulse with high efficiency.
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6.1 Abstract

Recently, local hybrid density functionals have been assessed in conjunction with
electron dynamics to simulate the charge injection at two dye-semiconductor
interfaces (Chem. Phys. 559, 111521, 2022). Building on these results for
two typical dyes, this work extends the application of this method to sev-
eral double-donor dyes with a central triphenylamine-unit. Energies of excited
states are approximated by linear-response time-dependent density functional
theory and the laser-induced charge-injection is subsequently simulated with the
time-dependent configuration-interaction methodology. Our findings confirm a
significant dependence of the level alignment at the interface and the degree
of hybridization of dye and semiconductor states on the underlying exchange-
correlation functional. Consequently, the charge injections calculated using dif-
ferent functionals vary qualitatively and quantitatively. In comparison with
standard global or range-separated hybrid functionals, the local hybrid func-
tionals provide an overall more balanced description of excited states in the
dyes and the dye-TiO2 system if a sizable cluster model for the semiconductor
is employed.

6.2 Introduction

Harvesting solar energy offers a clean alternative source of energy to fossil fuels,
which are responsible for greenhouse emissions at the center of the current en-
ergy crisis [142]. Third generation photovoltaic cells such as dye-sensitized solar
cells (DSSCs) demonstrated great potential and are strong candidates for com-
mercial applications [7, 8]. In particular, metal-free organic dyes are attracting
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lots of attention since they are environment-friendly and easy available. How-
ever, the highest incident Photon-to-Current Efficiency (PCE) for this family
of dyes is 12.5%[143] and the search for more efficient DSSCs remains an active
field of research, which is often assisted by theoretical studies.

A crucial step for the optimization of metal-free organic DSSCs is the cre-
ation and separation of charge carriers at the hybrid organic-semiconductor
interface.[66]. For indirect injection cells, sunlight falls onto the device and ex-
cites first the electrons from the highest occupied molecular orbital (HOMO) to
the lowest unoccupied molecular orbital (LUMO) of the dye. The orbital pair
is mostly localized close to the acceptor anchoring group, directly bound to the
conduction band of the semiconductor. Depending on the alignment of the elec-
tronic levels of the semiconductor conduction band and of the dye LUMO, this
may lead to a strong hybridization at the interface and an important variation
of the charge injection efficiency. From a theoretical perspective, optimization
of DSSCs thus requires an accurate description of the electronic structure of
both the free dye and of the organic-semiconductor interface.

Figure 10: Molecular structures of the three organic dyes labeled WD-6, WD-7,
and WD-8. All presented dyes have the same donor and acceptor groups, but
different conjugated linker: benzene, thiophene, and furan (from left to right).
Individual parts of the first molecule (D-donors, π-linker and A-acceptor) are
marked with rectangles.

A promising design for efficient organic dyes adopts a donor-acceptor struc-
ture connected through a delocalized π linker (D-π-A). By incorporating an ad-
ditional donor, leading to a D-D-π-A structure, PCEs can be improved through
broadening and intensifying the dye absorption spectrum and preventing dye
aggregation[144, 145]. Our investigation builds on two experimental and the-
oretical studies for such double donor systems attached to titania (TiO2) as a
semiconductor. Photovoltaic performaces for three double donor dyes with vary-
ing conjugated linker groups (benzene, thiophene, and furan, see Fig.10) were
reported.[146]. Identifying furan as the best linker, another series of dyes was
designed using DFT (see Fig.11) by systematically varying the donor groups.
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Based on ground state calculations with periodic boundary conditions for the
dyes attached to a TiO2 surface, the phenothiazine donor was identified as the
most promising candidate[147]. To simulate the UV-Vis spectra of the combined
system a single TiO2 unit was employed.

Figure 11: Molecular structures of various dyes derived from the WD-8 structure
(see Fig.10). The anchoring furan group remains unchanged while the donor
part is changed for every different structure. The dyes are labeled ME101-
ME105 in the following.

In the present work, we investigate theoretically all aforementioned dyes
attached to a sizeable (TiO2)38 cluster using a combination of density functional
theory (DFT) [1, 2], linear response time-dependent DFT (LR-TDDFT) in the
Casida framework [148, 34], and many-electron dynamics[117, 115, 116].

In a previous study, [149], we have assessed the performance of local hy-
brid density functionals for DSSC models and dependence of electron dynamics
on the exchange-correlation functional. The rather recent family of exchange-
correlation functionals, appear to be favourable for the description of hybrid
organic-inorganic DSSC interfaces for two prototypical dyes. In the present
study our approach is extended to the aforementioned double-donor dyes.

This paper is organized as follows. The methods used in this work and the
associated computational details are summarized in Section 5.3. Section 5.4
reports on the performance of the local hybrid functionals for the static prop-
erties in the different DSSC models. Simulations of the laser-induced electron
injection dynamics are presented and discussed in section 5.5, which is followed
by general conclusions.

6.3 Methods and Computational Details

All electronic structure calculations were performed with the TURBOMOLE
modular program suite for ab initio quantum-chemical and condensed-matter
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simulations [128]. Ground-state and electronic absorption spectra calculations
were performed with DFT and LR-TDDFT in the Casida formulation[34, 150].
All structures were built and visualized with Avogadro [151] and VESTA [152],
and optimized using a 6-31G* basis set [153] and the B3LYP exchange-correlation
functional [101, 154] with grid size m3 [155]. Solvation effects are included via
the conductor-like screening model, COSMO, with standard settings for ace-
tonitrile as a solvent. All LR-TDDFT calculations for the combined dye@TiO2

systems are performed by freezing all occupied orbitals below the HOMO, thus
allowing only excitations from the HOMO. In order to accurately represent the
conduction band (CB) structure of titania, the same (TiO2)38 anatase cluster es-
tablished in previous works was used [72, 99, 100]. Excited states are computed
using the global hybrid functional B3LYP, the range-separated functional CAM-
B3LYP [130], and the local hybrid functional Lh12ct-SsifPW92 [113, 156, 41].

In contrast to the constant exact-exchange admixture that is applied in
global hybrid functionals, in local hybrid functionals the amount of exact ex-
change varies throughout the molecule. It is governed by a local mixing function
a(r) that depends on the density, the gradient or the kinetic energy density.

ELH
XC =

∫
a(r)ϵexX (r)dr+

∫
(1− a(r))ρ(r)ϵSlaterX (r)dr+ EsifPW2

C . (26)

Lh12ct-SsifPW92, the local hybrid employed in this work, mixes Slater exchange
with the exact-exchange energy-density, using a LMF based on the kinetic en-
ergy density, along with a one-electron self-interaction free version of the PW92
fit for LDA correlation. More details about the theoretical background of local
hybrid functionals in comparison to global hybrids and range-separated func-
tionals are given in the supplementary material and in Ref. [149].

To retrieve dynamical information about the photon-to-current conversion
mechanism and efficiency, we simulate laser-induced electron injection with the
hybrid TDDFT/configuration interaction method (TDDFT/CI) [117, 115, 116].
Here, the energies and coefficients of the excited states are obtained from a LR-
TDDFT calculations that is performed once for every functional and dye@TiO2

system. Note that, the full Casida matrix-equations were solved (without the
Tamm-Dancoff approximation). Following previous work[157], the excited states
are thus also referred to as energy levels in section 5.4. when the level alignments
at the dye-semiconductor interface are discussed. Subsequently, the TURBO-
MOLE data was post-processed for the electron dynamics calculations with
ORBKIT [133, 134, 135]. An external electric field was applied vertically along
the dye@TiO2 direction as

F(t) = F0 sin
2(πt/T ) sin

(
ω0(t− T/2)

)
(27)

The frequency, ω0, is chosen for each system and functional in resonance with the
transition from the ground state to the low-lying excited state with the largest
oscillator strength. For every case the same laser pulse duration T = 20 fs and
amplitude of F0 = 15MW/cm are used. The effect of the electric field on the
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system is treated as a semi-classical interaction with the molecular dipole. Ar-
tificial reflections over the edges of the cluster are prevented using an absorbing
potential. The latter simultaneously describes the coupling of the many-electron
wave function with the semiconductor. Finally, non-adiabatic coupling between
the electrons and nuclear vibrations is simulated by introducing Lindblad-type
operators and using first-order time-dependent perturbation. Theoretical back-
ground of the electron dynamics and calculation of charge injections is detailed
in the supporting information and in Ref. [149]. All dynamical calculations are
performed using in-house codes [118, 158, 120, 126, 127].

6.4 Results

6.4.1 Static

The calculated transition energies of the lowest excited state in all free-standing
dyes are reported in Table 5. For the first three dyes (WD-6, WD-7 and WD-8),
they are compared to the experimental results obtained in previous work [146].
The excitation energies are presented for three different types of functionals
(B3LYP, CAM-B3LYP and Lh12ct-SsifPW92). With a mean absolute error
(MAE) of 0.08 eV, that is dominated by the dye with a thiophene linker (WD-
7), the range-separated CAM-B3LYP functional performs best. Both, the global
and the local hybrid functionals underestimate the transition energies, with the
former lying much further away from the experimental values. It thus confirms
that, with about 65% of Hartree-Fock exchange at long-range and only 19% at
short range, CAM-B3LYP is able to capture the intramolecular charge transfer
character of the free dye excitations accurately. The constant amount of exact
exchange in B3LYP (20%) leads to a severe underestimation of the transition
energies, which is likely to be seen in similar dyes such ME101-106. In all cases,
the local hybrid functional yields results between the two other functionals. This
is indicative that the local mixing function somewhat alleviates the problems of
B3LYP and improves the description of intramolecular charge transfer states,
albeit not perfectly.

Table 6 shows the first excitation energy for the same series of dyes adsorbed
on the surface of TiO2. The experimental transition energies for the three first
dyes (WD-6, WD-7, WD-8) are found to be barely affected by the adsorption.
This is also what is observed using the local hybrid functional, which adapts well
to the electronic structure of the hybrid organic-semiconductor interface. On
the contrary, CAM-B3LYP is severely overshooting the experimental findings
in this case. As for the free dyes, B3LYP is severely underestimating all values,
indicating the necessity of using a more flexible functional. With local hybrids,
the maximum amount of exact exchange is located around the atom cores and
in the asymptotic region. The LMF exhibits a shell structure, leading to lower
exact-exchange admixtures on average for heavier elements. This seems to be
sufficient to adapt to the different electronic environments, from the organic
fragment to the semiconductor, while the imperfect treatment of intramolecular
charge transfer is likely to remain present. Yet, local hybrids offer the best
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dye B3LYP CAM-B3LYP Lh12ct-SsifPW92 exp.

WD-6 2.30 3.30 2.70 3.22
WD-7 2.20 2.90 2.54 3.05
WD-8 2.29 2.93 2.61 2.94
MAE 0.81 0.08 0.45

ME101 2.13 2.82 2.42
ME102 2.18 2.76 2.45
ME103 2.14 2.82 2.42
ME104 2.01 2.79 2.34
ME105 1.89 2.80 2.28
ME106 1.76 2.68 2.09

Table 5: Absorption maxima (in eV) from TDDFT calculations for the free dyes
including solvent effects via COSMO. Results are showing the lowest dye → dye
excited state. Experimental results are taken from Ref. [146].

balance and lowest MAE for the benchmarked systems, which we attribute in
part to the reduced self-interaction error. For the other systems, although no
experimental results are available, our CAM-B3LYP results confirm previous
findings for the absorption maxima [147], e.g. that ME06 has the absorption
maximum at the lowest energy and that the maxima for ME03 and ME04 are
red-shifted compared to the other dyes. With the local hybrid the energy range
of the absorption maxima is smaller. Yet, all functionals indicate that small
changes in the donors group can significantly alter the energetic position of
low-lying charge-transfer states, which will in turn affect the level alignement
between dye-dye excitation and the semiconductor conduction band.

dye@TiO2 B3LYP CAM-B3LYP Lh12ct-SsifPW92 exp.

WD-6 2.12 3.96 2.77 3.22
WD-7 2.08 3.44 2.52 2.97
WD-8 2.10 3.91 2.74 2.93
MAE 0.94 0.73 0.36

ME101 2.14 3.10 2.42
ME102 2.24 3.15 2.57
ME103 2.63 3.88 3.00
ME104 1.99 4.09 2.41
ME105 1.80 3.28 2.33
ME106 1.73 2.86 2.06

Table 6: Absorption maxima (in eV) from LR-TDDFT in Casida form calcula-
tions for the dye@TiO2 combined systems including solvent effects via COSMO.
Results are showing the lowest dye → dye excited state.

The top panel of Fig. 12 shows the Gaussian-broadened absorption spectrum
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from CAM-B3LYP calculations of three dyes with different linkers. As discussed
above, CAM-B3LYP yields an excellent agreement with the experimental values,
especially for WD-8, while the maxima for WD-6 is slightly blue- and the one for
WD-7 is slightly red-shifted. All three dyes exhibit a similar second absorption
band between 3.8–5.2 eV, which is composed of a multitude of excited states
with relatively lower intensities. They can be seen in the top panel of Fig. 12.

The central panel of Fig. 12 highlights the strong blue-shift of the absorption
maxima upon adsorption of the dye on the TiO2 cluster with values ranging from
313 nm, 362 nm, and 317 nm. It is interesting that the experimental absorption
spectra remain more or less the same upon absorption on TiO2 films. Wan et
al. [146] attribute that conduct to the starburst 2D structure of the dyes, which
may prevented their aggregation on the TiO2 film. As shown in previous work,
this could stem from the wrong level-alignment at the CAM-B3LYP level of
theory, where the first excitation is predominantly a HOMO-LUMO transition
localized on the dye and within the semiconductor gap. This leads to almost
no overlap of the dye-LUMO with TiO2 and low hybridization with the semi-
conductor conduction band. Hence, excited electrons are only injected slowly
in the semiconductor after photoexcitation, which will be demonstrated below.

The spectra also show a dramatic decrease in intensity for the WD-6@TiO2

andWD-8@TiO2 systems upon adsorption, revealing very low oscillator strengths
with the range-separated CAM-B3LYP functional. Excluding the highest-intensity
peak of the WD-7@TiO2, the remaining excitations present similarly low oscil-
lator strengths as in the two other systems. A potential cause for low oscillator
strengths could come from the linkers, which is a crucial ingredient in the pho-
tovoltaic performance.Here, we provide evidence that it could originate from
the spatial distribution of the charge densities on the donor groups. Per con-
struction, it is composed only of the HOMO in our model. The charge density
of the HOMO in the WD-6@TiO2 and WD-8@TiO2 systems is localized on a
single donor. For the WD-7@TiO2 system, the particle density is delocalized
over the whole dye. This is illustrated in Fig. 13. All other examined systems
(ME101-ME106) present a HOMO density on both donors as for WD-7@TiO2

and, as a result, they have higher oscillator strengths even when considering
only excitations from the HOMO.

The effect of excitations from lower-lying orbitals on the spectrum can be
appreciated in the bottom panel of Fig. 12. By increasing the number of occu-
pied orbitals in the LR-TDDFT calculations for the WD-6@TiO2, the lowest-
lying absorption band is red-shifted and the intensity varies importantly. When
incorporating HOMO, HOMO-1, and HOMO-2 that are located on the other
donor group or both, respectively (shown in Fig. 14), the intensity increases
drastically and the transition energy decreases to 3.47 eV. This improves the
agreement with experiment, although the error remains large (see Table 6).
This demonstrates that the choice of orbitals for the excitations, the degree of
delocalization of these orbitals, and the associated level alignment with respect
to the semiconductor levels are of utmost importance to describe quantitatively
electronic excitations at organic-semiconductor interfaces.

Lin et al. [147] reported the theoretical spectra for ME106 and ME106@TiO2,
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Figure 12: Absorption spectra for selected dyes of the WD series, calculated with
the CAM-B3LYP functional and broadened with a Gaussian distribution. The
top and central panels show the spectra for the isolated dyes and dyes@TiO2,
respectively, when allowing only for excitations from the HOMO. The bottom
panel shows the spectrum for the WD-6@TiO2 system obtained by allowing
excitations from the one to three occupied orbitals (HOMO, HOMO-1, and
HOMO-2). The insets show a zoom of the framed region of the associated
spectrum. Dashed lines represent experimental reference values.

with the conclusion that the absorption spectrum of the adsorbed dye is con-
sistent with the isolated dye. The spectra computed using the same range-
separated functional are reported in Fig. 15. For the free ME106 in acetonitrile,
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Figure 13: Isocontour of the HOMO density for WD-6@TiO2 (left) and WD-
7@TiO2 (right). The isocontour value is chosen as 0.01 a−3

0 .

there are three significant absorption peaks at 462 nm, 302 nm, and 269 nm.
Attaching the dye on the TiO2 cluster notably reduces the oscillator strengths
of all individual states, which was not observed previously. Further, only two
major peaks at 432 nm and at 415 nm appear in the spectrum. The origin of
this contrasting behaviour lies in the different approach to treat the interaction
with the TiO2 surface. Here, a three-layer (TiO2)38 cluster is used to repre-
sent the anatase surface, while a minimal model with a single TiO2 unit was
used in the previous study [147]. The latter is unable to reproduce the correct
density of states in the semiconductor, thereby underestimating the degree of
hybridization at the interface.

The level alignment at the dye-semiconductor interface can be assessed for
the three functionals used in this work by projecting the many-electron states
on the different fragments of the system [82]. It is shown in Fig. 16 for WD-
7@TiO2 and ME103@TiO2. The level alignment behaves similarly for all other
investigated systems and can be found in the Supporting Information. The
particular behaviour shown here confirms previous findings for single-donor sys-
tems [149], where it was observed that a poor agreement of the first excitation
energy for the free and anchored dyes can still lead to the correct level align-
ment. In the present case, global and local hybrids show similar accuracy, while
the range-separated CAM-B3LYP yields a wrong level alignment: the HOMO
of TiO2 and of the dyes are much too low, and the LUMO of TiO2 is close or
even above the LUMO of the dyes. This could be explained by spurious ex-
act interaction in the semiconductor introduced through the exact exchange at
long range in this functional. A better description for the cluster could be ob-
tained with screened hybrids that use exact exchange only at short range, thus
highlighting a mismatch of the range-separation procedure for the description
of dye-semiconductor interfaces. Interestingly, all three functionals place the
LUMO of the dye at about the same energy. One reason why the local hybrids
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Figure 14: Isocontour of the HOMO, the HOMO-1 and HOMO-2 density for
WD-6@TiO2 with CAM-B3LYP. Positive isocontour is colored yellow, while
negative is colored blue. The isocontour value is chosen as 0.01 a−3

0 .

Figure 15: Absorption spectra for (top) the isolated ME106 dye and (bottom)
the ME106@TiO2, calculated with the CAM-B3LYP functional and broadened
with a Gaussian distribution.

provide a more balanced description of the isolated dye and the combined dye-
TiO2 system is rooted in the local mixing function. It exhibits a pronounced
shell structure leading to more oscillations for heavier atoms and an overall lower
exact exchange admixture in the TiO2 cluster than in the molecule. But, so far,
local hybrid functionals have been developed and optimized for molecules and
improved result for the combined system might be obtained by adjusting the
LMF for solids or large clusters.

It is known that local hybrids are inferior to range-separated functionals for
charge-transfer excitations and in order to describe the charge-transfer in the iso-
lated molecule more accurately additional long-range exact is mandatory [111].
One route, that has been proposed recently is adding range-separation to a local
hybrid functional [159]. Another option is a generalization of range-separated
exchange functionals by replacing the constant range-separation parameter by a
position-dependent function. This concept has been explored for basic chemical
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properties showing its superiority over range-separated functionals with a fixed
range-separation parameter, but an assessment for larger systems or excited
states is still pending [160, 161].

Figure 16: Alignment of the energy levels in (a) WD-7@TiO2 and (b)
ME103@TiO2 in acetonitrile obtained from LR-TDDFT-COSMO calculations
with three different functionals: B3LYP, CAM-B3LYP, and Lh12ct-SsifPW92.
The black line is representing the experimental TiO2 conduction band (CB)
edge.
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Figure 17: Charge injection efficiency for all investigated systems obtained from
many-electron dynamics simulations using the local hybrid functional Lh12ct-
SsifPW92.

6.4.2 Dynamics

The level alignment obtained with LR-TDDFT can potentially have a strong
influence on the dynamical properties, not the least on the photon-to-current
efficiency and the charge carrier injection rate. To shed light on these effects,
many-electron dynamics simulations of charge injection induced by short laser
pulses were performed. The employed parameters described in the Computa-
tional Details section are chosen to represent a realistic experimental setup, with
a field amplitude of F0 = 15MV/cm, which is polarized along the dye-cluster
axis, and duration of 20 fs. Fig. 17 shows the charge injection efficiency for each
system of the ME series, based on the LR-TDDFT reference with the local-
hybrid functional. The yellow shaded area represents the time during which the
pulses are applied. For completeness, similar graphs for the other functionals
can be found in the Supporting Information. In all systems but one, charge
injection is over by the end of the pulse. Yet, the injection mechanism in type II
DSSCs is indirect, that is, electron loss to the conduction band of the semicon-
ductor occurs after HOMO-LUMO excitation on the dye. This implies strong
hybridization of the LUMO with TiO2 orbitals and an important delocalization
of the particle density over the whole cluster, which leads to an injection rate
faster than the excitation dynamics.

The efficiency is satisfactorily high in most cases – in excess of 60% – ex-
cept for the ME105 and ME104 dyes. The weak electron-donating effect of
the methoxy group in ME105 seems to be screened by the phenyl linker, as
the charge injection efficiency is much diminished as compared to the similar
ME106 dye. This reduction in efficiency could also be caused by a steric effect
because the latter dye is more compact than both ME0104 and ME105. The
ME103@TiO2 system containing the azo group and the electron-withdrawing
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nitro group produces the highest charge injection. The second most efficient
dye, ME101, is also elongated and spatially compact, which confirms that steric
effect ought to play an important role in determining the charge injection effi-
ciency in such double donor systems. Interestingly, ME103@TiO2 is the only
one in which some amount of charge injection is also taking place after the pulse
is switched off. This implies that energy redistribution from the dye-LUMO to
the conduction band through non-adiabatic coupling is slower in this system.
In general, the charge injection efficiency computed using the local hybrid func-
tional is much higher in every examined system in comparison to the global
hybrid results. The range-separated functional predicts similar charge injec-
tion efficiencies (see Supporting Information), although it yields a wrong level
alignment in the ME102@TiO2 system.

The dynamical effect of the electronic structure stemming from different be-
haviour for the various functionals can be related to the population dynamics
during laser excitation, which is shown in Fig. 18 for selected systems. Studying
WD-7@TiO2 using CAM-B3LYP (left panel), a large transition dipole moment
is observed for WD-7 because of the stronger charge separation in the target
excited state. This results in a faster population of the excited state than for the
ME103@TiO2 system (right panel), which shows a lesser degree of charge trans-
fer character when studied using the local hybrid functional. The general effect
is that a population remains trapped longer in the excited state in WD-7@TiO2,
with subsequent relaxation to the states of the semiconductor conduction band
via non-adiabatic coupling. At longer times, all excited states lose their pop-
ulation via charge injection into the TiO2 bulk, as quantified by the coupling
through the complex absorbing potential.

Using CAM-B3LYP, the conduction band of WD-7@TiO2 is shifted upwards
and the first bright state does not strongly hybridize with the TiO2 cluster. On
the contrary, using Lh12ct-SsifPW92 for ME103@TiO2 yields a better level
alignement and leads to a stronger hybridization with the semiconductor. The
faster charge injection in ME103@TiO2 due to this stronger hybridization pre-
vents accumulation of population in the bright state. This can be confirmed by
looking at the projection of the NTO particle density on the dye for the low-lying
excited states in both systems (see Fig. 19). Whereas the first excited state has
its largest peaks for WD-7@TiO2, the largest contribution of the LUMO on the
dye for ME103@TiO2 is buried deep in the conduction band of TiO2. Despite
a strong level of localization on the dye, the bright state rapidly decays to the
large density of states delocalized over the TiO2 cluster, which favor injection
into the conduction band.

6.5 Conclusion and Outlook

We show that local hybrid functionals provide a balanced description of the
excited states in isolated double-donor dyes and the dyes adsorbed on a size-
able TiO2 cluster. Confirming previous findings, the range-separated functional
CAM-B3LYP overestimates the band gap in the TiO2 cluster, leading to wrong
level alignments at the dye-TiO2 interface and spurious blue shifts of the ab-
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Figure 18: Population dynamics of selected states during the excitation of two
dyes (a) WD-7 with CAM-B3LYP and (b) ME103 with Lh12ct-SsifPW92 on
titanium dioxide using a sine-squared laser pulse of 20 fs and maximum ampli-
tude of F0 = 15MV/cm. The lowest-lying Nstates = 30 excited states up to an
energy of 4.24 eV are used for (a) and Nstates = 70 excited states up to an en-
ergy of 3.29 eV for (b). The frequency of the laser pulse is chosen resonant with
the transition from the ground to the bright state, which amounts ℏω = 3.42 eV
and ℏω = 3.00 eV for (a) and (b), respectively.

sorption maxima for dyes upon adsorption on TiO2. For double donor dyes,
excitations from other occupied orbitals close to the HOMO may need to be
considered if the HOMO is mainly located on only one of the donor groups to
increase the overall oscillator strengths and obtain meaningful absorption spec-
tra. Starting from a LR-TDDFT calculation with local hybrid functionals, the
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Figure 19: Projection of the NTO particle density on the dye. The lowest-lying
excited states are reported for the (a) WD-7 with CAM-B3LYP and (b) ME103
with Lh12ct-SsifPW92.

laser-induced charge injection from the dye to the cluster is readily available.
Based on comparison with experimental date for three dye-semiconductor sys-
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tems, this approach may serve as a protocol for the prediction of charge-injection
rates and efficiencies in cluster-based models for DSSCs. Among six dyes that
have been proposed in an earlier DFT study, four dyes are found to be good
candidates for improved DSSCs with charge injections between 60 and 80 %,
while one dye with modified triphenylamino-donors appears to feature inefficient
charge injections. Flexible hybrid functionals such as the local hybrids employed
in this work are subject to on-going development. For instance, the recently in-
troduced exchange functionals with local range-separation or range-separated
local hybrids are likely to provide better quantitative agreement of excitation
energies in DSSCs with experimental UV-Vis spectra and will be studied in the
future.
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7 Hydroxyapatites

Apatites represent a group of minerals with a similar structure and they can be
found in various environments. Biological apatites are the main constituents of
the hard tissue in the human body, from bones to teeth enamel. But also, they
are a main part of some rocks and meteorites in the nature[162]. Investigation
started around 1930, scientists performed the first X-ray pattern which showed
apatites inside bone and tooth[163, 164]. In 1964 and 1980, we already knew
everything about the crystal structure of the apatites, provided by the precise
Reitveld analysis of the X-ray data[165, 166, 167].

It was discovered that the key component of bone tissues is a special fam-
ily of apatite minerals, called hydroxyapatites (OHAp), which have calcium-
phosphate phase form[168, 169, 170], with the chemical formula

Ca10(PO4)6(OH)2. (28)

When we talk about bone tissue, OHAp has a hexagonal structure and non-
stoichiometric form because a lot of substitutions can occur during the miner-
alisation process, providing a defective structure without strict ratios between
the components. Opposite case is the monoclinic structure, which is thermo-
dynamically more stable with the stoichiometric Ca:P ratio of 1.67, found as a
mineral in earth crust[171, 172, 173, 174, 165, 175, 176, 177, 178].

Hydroxyapatites attracted attention because they can be used as a bioactive
ceramic material in medicine as a promising material for bone reconstruction
and implants in dental medicine. It is of great importance to investigate all
of the possible defects and substitutions/vacancies that can occur in the hy-
droxyapatite structure in order to develop a suitable biomaterial for medical
purposes. For now, OHAp is indeed the most used biomaterial. Knowing the
surface properties of the material and its growth is the essential property, since
it will be in contact with human cells[169, 170, 172]. In order to achieve that,
we need to fully understand electronic structure of OHAp and DFT is proven
to be a great tool for this kind of clarification.

Figure 20 is showing the differences between the two main structures of
OHAp, hexagonal and monoclinic. The hexagonal structure has a P63/m crys-
tal space group with lattice parameters: a = b = 9.417 Å and c = 6.875Å,
while monoclinic carry P21/b group with a = 9.48Å, b = 18.96Å and c = 6.83Å
parameters of a unit cell[179]. The unit cell for the hexagonal form consists of
44 atoms and monoclinic from 88 atoms, since the unit cell is doubled in one
axis. There is a difference between the OH− groups in the structures. Hexago-
nal OHAp has only one type of OH− group, while in monoclinic there are two,
hydroxyl (same as in hexagonal) and protonated hydroxyl group (HPO2−

4 ),
which can behave as a proton donor or acceptor. In different words, monoclinic
structure can have both, parallel and antiparallel configuration of OH− groups,
while in hexagonal structure there is only an antiparallel arrangement. It is
worth to mention how any defect in the structure will result in different unit
cell composition.
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Figure 20: Crystallographic structure of hexagonal and monoclinic unit cell of
hydroxyapatite.

When it comes to the substitutions and defects, a lot of things can hap-
pen. For example, instead of Ca atoms one can have Sr,Ba,Cd etc., P can
be substituted with As, V, CO3,Mn etc., and OH− group can be replaced by
CO2−

3 , F−, Cl−, Br− and many more[180]. Published work in the next chapters
will be dealing with the three main types of substitutions, type-A, type-B and
type-AB. It was discovered that the biological apatite contains carbonate ions
in the range from 1.95 to 3.66% for human dental enamel[181, 182, 183, 184].

In the type-A substitution, carbonated ions take the place of the hydroxyl
group inside the Eq. 28, while in type-B case they substitute some of the
phosphate ions, including sodium (Na) atoms to maintain the charge balance.
Type-AB is the mix of both substitutions at once, and this is the most common
occurrence for the biological apatite inside a human body. Defects, vacancies
and substitutions are very important for improving biomimetic characteristics
of the hydroxyapatites and it also helps for preserving a hexagonal structure at
room temperature[171].

Next chapters will provide the introduction to the IR and Raman spec-
troscopy and two already published papers about orientation effects in the Ra-
man spectra of hydroxy-and carbonated apatite and surface phonons in the vi-
brational spectra, with much more detailed description about hydroxyapatites,
methods and gathered results[185, 186].

53



8 Infrared and Raman Spectroscopy

In order to obtain significant information about the molecular structure and
chemical properties of materials (samples), scientist use Infrared (IR) and Ra-
man spectroscopy techniques[187, 188, 189]. Both are based on the interaction
of electromagnetic radiation with the material, where we neglect the magnetic
component of the field and focus only on the electric field, since the light-
molecule interaction requires only electric dipole moments. Radiation is issued
in discrete units or packets of energy, called photons, which have specific ener-
gies that can be absorbed by a material[190]. IR and Raman spectroscopy use
different mechanisms and experimental setups for measuring the desired spec-
tra, but they are complementary, filling each others ”blanks”, and only with
both techniques we can get a full and complete spectra of vibrational modes
inside of a molecule. In principle, a photon is absorbed and this changes the
vibrational state of the system in both techniques, but the way in which the
energy transfer occurs is different.

When a molecule absorbs light, it undergoes a fundamental
transition, a leap from its ground state to the first excited state. This tran-
sition alters the total energy of the molecule, encompassing contributions from
rotational, vibrational, and electronic energy components. From the IR and
Raman point of view, the main interest is in vibrations and rotations, involv-
ing only the lower range of the electromagnetic spectrum. Figure 21 illustrates
a potential energy diagram for the quantum mechanical harmonic oscillator.
This model serves as a valuable tool for describing oscillatory behavior, partic-
ularly in the context of molecular vibrations. The harmonic oscillator assumes
perfect periodic motion, which is a simplified representation suitable for many
situations. However, it’s important to note that real molecular vibrations of-
ten deviate from this idealized behavior due to factors such as anharmonicity.
These deviations become particularly significant at higher energy levels. Addi-
tional terms in the Taylor expansion of the potential energy function provides a
mathematical framework to describe these anharmonic effects, offering a more
accurate representation of molecular vibrations under various conditions. The
potential energy exhibits U-symmetric-shape around the equilibrium position,
leading to discrete energy levels which are determined by their corresponding
wavefunctions (Ψ). The square of the wavefunction provides the probability
density of finding the oscillator at a specific position relative to the equilibrium.
This analysis begins with the ground state, denoted by n = 0, with associ-
ated energy E0 and wavefunction Ψ0. In the quantum mechanical description
of the harmonic oscillator, energy levels can be calculated using the following
formulation

En =
(
n+

1

2

)
hf (29)

where n represents a discrete quantum number (0, 1, 2...), h is the famous
Planck’s constant and f is a classical vibrational frequency. In practice, devi-
ations from the idealized quadratic potential curve are common in real-world
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Figure 21: Potential energy diagram of a quantum mechanical harmonic oscil-
lator with respect to the displacement. U-symmetric-shaped potential energy
curve is represented with the corresponding energies (E) and quantum states
(n). X0 is the point of the equilibrium.

molecular systems. Anharmonicity refers to the departure of vibrational mo-
tion from the simple harmonic oscillator model, introducing higher-order terms
in the potential energy function. To correct for these deviations and achieve
more realistic results, it becomes crucial to account all vibrational states be-
yond the simple harmonic oscillator’s ground state. In the harmonic oscillator
model, the potential energy curve is parabolic, and the vibrational levels are
evenly spaced. However, in an anharmonic system, the potential energy curve
deviates from this idealized form, and the vibrational energy levels become
unevenly spaced. By considering higher vibrational states and incorporating
anharmonicity into the theoretical framework, the resulting spectra more accu-
rately represent the complex vibrational behavior of molecules. This correction
is particularly important when aiming to align theoretical predictions with ex-
perimental observations[191, 192, 193].

IR spectrometer can cover different ranges of frequencies like near-IR (1400−
4000cm−1), mid-IR (4000− 400cm−1) and far-IR (400− 10cm−1). In the basic
experiment, monochromatic light is directed onto the sample. At this point,
the sample exhibits distinct vibrational levels characterized by molecular tran-
sitions. When illuminated, the sample selectively absorbs light at frequencies
corresponding to the differences in energy between these vibrational levels. It
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is essential to note that these transitions in molecules are not represented as
continuous bands but rather as discrete energy levels. The absorption of light
induces a frequency shift, which can be attributed to the distinctions between
the sample’s specific vibrational energy levels. The absorbed energy corresponds
to the energy difference between the initial and final vibrational states of the
molecules within the sample. This process results in a shift in frequency, pro-
viding valuable information about the molecular structure and composition of
the sample. Our resulting IR spectrum will show peaks of specific vibrational
bands and characteristic functional groups present in the analyzed sample. One
of the most important role of the IR absorption process is the molecular dipole
moment, µ. If our experiment is working and the frequency of the radiation
corresponds to the frequency on which molecule is vibrating (resonance), the
molecule will absorb energy and jump from the ground state to some specific
excited state. For this to happen, the molecule must have a permanent dipole
moment which is IR-active. This can also be seen on the spectra while the inten-
sity of the peaks is directly correlated with the size of the dipole moment change.
Total dipole moment can be expressed as the sum of these two components:

µ = µelec + µnuc. (30)

The electronic contribution operator (µelec) arises from the distribution of elec-
tronic charge in a molecule and is calculated as the sum of the product of each
electronic charge (qi) and its respective position vector (ri):

µelec =

N∑
i=1

qiri. (31)

On the other hand, the nuclear contribution (µnuc) accounts for the movement
of atomic nuclei. It is expressed as the sum of the product of each nuclear
charge (Qi) and the vector representing the displacement of the nucleus from a
reference position (Ri):

µnuc =

N∑
i=1

QiRi. (32)

Simply put, IR is causing a dipole moment change with respect to the vibrational
amplitude, A[190]. ( δµ

δA

)
̸= 0. (33)

Molecules without a permanent dipole (eg CO2) don’t absorb light in the
IR range. For these molecules there is no change in the dipole moment with
respect to a normal mode. This IR inactivity can be covered if we use some
other techniques such as Raman spectroscopy in order to get a complete picture
of the molecular vibrations. That’s why our intention is going from the dipole
moment to the molecular polarizability, α, as a key component in the Raman
spectroscopy. The polarizability is representing a value which is describing how
much an external electric field changes the dipole moment. Raman spectroscopy
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Figure 22: Schematic representation of Rayleigh, Raman (Stokes and anti-
Stokes) scattering.

has a working principle based on light-scattering processes and interaction of
incident light energy with the vibrational modes of a molecule. In principle, a
photon will carry a greater energy than the vibrational energy and during the
collision, the photon loses a fraction of its energy to the vibration, while the rest
scatter with lower frequency. Raman spectra can catch a broad frequency region
from 785cm−1 to 1064cm−1, which corresponds to UV, visible and near-IR
region[194]. A transition is visible only if we have a change in the polarizability
as a consequence of the electron interaction with an external electric field, E.

µ = αE. (34)

While this interaction influences the electron density, it also leads to changes
in the molecular structure, inducing vibrational motion. The overall effect en-
compasses alterations in both electronic and nuclear distributions within the
molecule, contributing to the observed transition and associated vibrations. In
Rayleigh scattering, the majority of scattered photons are elastically scattered,
meaning they retain the same energy (frequency) as the incident laser light.
However, in Raman scattering, the interaction involves inelastic behavior. Pho-
tons are absorbed from the vibrational ground state of the molecule, temporarily
elevating it to a virtual energy state. The molecule then returns to the same
vibrational ground state, emitting a photon with the same frequency as the in-
cident photon. This process results in what is known as Rayleigh scattering (no
change in energy) (see Fig. 22).[195, 196, 197].

Central to the success of Raman spectroscopy is the concept of phonons,
quanta of vibrational energy that illuminate the collective motion of atoms
within a crystal lattice. Phonons are quantized vibrational modes, representing
the discrete, quantized units of energy associated with the lattice vibrations of
atoms. These modes include various patterns of atomic motion, such as stretch-
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ing, compressing, and twisting to the collective dance of atoms within a crystal
lattice. Phonons, therefore, act as messengers of molecular vibrations, convey-
ing information about the structural and dynamic properties of a material. By
analyzing the Raman shifts, researchers can decipher the unique vibrational
fingerprint of a substance, unveiling details about its molecular composition,
crystal structure, and chemical environment.

As we delve deeper into the intricacies of vibrational phenomena, our at-
tention naturally turns to molecular vibrations, the fundamental oscillations of
chemical bonds within molecules. While phonons describe describe the vibra-
tional motion within a crystalline structure, molecular vibrations pertain to the
internal movements of atoms within individual molecules. This shift in focus
allows us to explore the finer details of a material’s chemical composition and
elucidate its molecular dynamics. To bridge these two realms, we turn our
intention to the Raman tensor, a 3x3 matrix. This mathematical construct
becomes a powerful tool, offering insights into the oscillations in polarizabil-
ity concerning the modes of molecular vibrations. In the context of Raman
spectroscopy, molecular vibrations refer to specific patterns of atomic motion
within a molecule. These vibrational modes are quantized and can be excited
by incident light, leading to characteristic changes in polarizability. Each mode
corresponds to a specific way in which the atoms within a molecule move in
relation to one another. Understanding these vibrational modes is crucial for
interpreting Raman spectra, as they directly influence the Raman scattering
process. αxx αxy αxz

αyx αyy αyz

αzx αzy αzz

x1

y1
z1

 =

x2

y2
z2

 . (35)

Here, indicies on the left side of the equation represent the interaction of the Ra-
man tensor components with the exciting radiation electric vectors (x1, y1, z1),
while on the right hand side we have vectors related to the Raman scattered
radiation (x2, y2, z2)[198]. Furthermore, Raman intensity ratios are calculated
when we transform the Raman tensors through the directions in the coordinate
system.

Density functional theory has a great potential in the field of spectroscopy,
since there is a great progress involving new computational software methods to-
gether with significant compromise between computational costs and accuracy.
DFT will provide molecular structures and in the harmonic approximation IR
and Raman spectra, while it can analyze the polarizability changes which can
be directly compared with experimental IR or Raman spectra. The next two
chapters are presenting a DFT calculations of IR and Raman spectra on hy-
droxyapatites, showing its bulk and surface properties on the same foot.
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9 Density funtional theory demonstrates orien-
tation effects in the Raman spectra of hydroxy-
and carbonated apatite

Work in this chapter has been published in
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in the Raman spectra of hydroxy- and carbonated apatite. Journal of Raman
Spectroscopy. 54. 10.1002/jrs.6465.
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9.1 Abstract

Raman spectroscopy is widely used to examine the carbonate content within
bone apatite, but Raman spectra are also sensitive to orientation effects be-
tween the polarisation of the incoming laser light and the sample orientation.
This may lead to discrepancies when using Raman spectroscopy to evaluate the
carbonate content as the extent of crystal organisation can change depending
on the type of bone, age, and presence of mineralisation disorders in the organ-
ism. It is experimentally very challenging to evaluate the effect of orientation
using individual bone crystals. Therefore, we have used density functional the-
ory to examine the effect of orientation in apatitic materials. We examined
hydroxyapatite and three different types of carbonated apatite: A-type where
the carbonate ion substitutes the two OH groups in the unit cell, B-type where
co-substitution occurs between carbonate in a phosphate position and Na+ for
Ca2+ to maintain charge balance, and AB-type where carbonate sits in both A-
site and B-site. Our simulations show that the OH group in hydroxyapatite has
a strong orientation dependence, consistent with previous literature. In addi-
tion, the phosphate and carbonate bands of the apatitic structures are predicted
to be orientation dependent, where the maximum scattering efficiency occurs in
configurations in which the laser polarisation is parallel to the crystallographic
axes of the material. The intensity changes of the phosphate and carbonate
bands are not consistent upon changing orientations and thus may lead to an
underestimation of carbonate contents if insufficient sampling points are used
during bone analysis.
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9.2 Introduction

Biological apatite found in bone, dentine, and enamel[199] is an inorganic, crys-
talline calcium phosphate material with an atomic structure similar to that of
abiotic hydroxyapatite (OHAp) found in geological materials. However, unlike
its abiological counterpart, significant chemical substitutions are found associ-
ated with this material, particularly the occlusion of carbonate ions (CO2−

3 )
either in place of a hydroxyl (A-type) or phosphate (B-type) group[12]. These
substitutions dramatically change the physical and chemical properties of the
crystals,[200, 201] enabling them to have specific functionalities in biological
tissues. Due to this, significant amounts of research have been undertaken in
the materials and medical science domains as changes in the chemical reactivity
of the material can be related to pathological mineralisation, such as in cardio-
vascular disease, deficient mineralisation,[202] including osteoporosis,[203] and
are important for the biocompatibility of bone and teeth implants[204]. Thus,
it is of great importance to characterise and gain insight into defective OHAp
structures. A key analytical tool for probing chemical changes in bioapatite,
that is the go-to method for the materials and medical scientific communities,
is vibrational spectroscopy: infrared (IR) and Raman spectroscopies. For ex-
ample, pristine vibrational bands respond to the chemical environment of the
carbonate group incorporated into the structure via the formation of new vi-
brational bands[205, 184, 206]. These methodologies are considered so robust
that it has become a standard procedure to obtain the carbonate percentage in
biological apatite from the ratio of the carbonate band(s) intensity versus the in-
tensity of the dominant phosphate band. However, there have been reports that
the relative intensities of the Raman bands are dependent on the orientation of
the crystals with respect to the incoming light source,[207, 208] which can be
highly variable in materials such as bone and dentine and change with age of
the organism[209] or tissue and in the presence of mineralisation disorders[210].

Raman spectroscopy is increasingly the focus of such research as it has been
suggested to be more sensitive to carbonate substitutions[211] and it is rela-
tively easy to examine the effects of orientation using this technique. As a
technique, it is particularly interesting for medical research because there is a
potential to apply it in vivo,[212, 213, 214] unlike many orientation and com-
positional analytical techniques, for example, 2D X-ray tomography or electron
microscopy. Hydroxyapatite and enamel have been measured using a Raman
spectrometer under different laser polarisations at selected orientations, and re-
sults show that some band intensities have a strong dependence on the sample
orientation[215, 216]. Similarly, bone samples orientated differently with re-
spect to laser polarisation produce Raman spectra where the intensity of the
biological apatite related bands varies[217]. Yet, the reported behaviour of the
bands between these studies is inconsistent. Particularly, the effect on the sym-
metric stretching band of PO4 (ν1) is critical because this is the band that is
used to normalise intensities between spectra to calculate the carbonate con-
centration. In large, abiotic hydroxyapatite crystals the intensity of the ν1 PO4
band is found to show minimal change with orientation,[216] yet within bone,
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this effect is significant[210]. In contrast to bone and dentine biological apatite,
enamel crystals are typically 100 times larger, have a lower carbonate content,
and have higher crystallinity[218, 219, 220]. Whether carbonated apatite shows
a similar orientational relationship to abiotic hydroxyapatite is unclear from
the current studies. To the best of our knowledge, orientation experiments with
synthetic carbonated hydroxyapatites have not been reported in the literature,
probably due to the logistical difficulties associated with the small size of the
crystallites produced. Similarly, mineral components in bone and dentine are
too small to evaluate the effect of orientation on individual crystals. Therefore,
in this study, we have used density functional theory to determine the effect of
laser polarisation and sample orientation on the Raman spectra of carbonated
apatites.

9.3 Methods

Density functional theory (DFT) calculations presented in this work were per-
formed using a linear combination of atomic orbitals (LCAO) basis set as im-
plemented in the all-electron code CRYSTAL (2017 release),[221, 222] where
the atoms were described using basis sets reported in literature (calcium,[223]
phosphorus,[224] oxygen,[225] hydrogen,[226] carbon,[227] and sodium[228]). The
global hybrid B3LYP exchange-correlation functional[21, 154] was used through-
out all calculations without further modifications. The geometry of each system
under scrutiny was optimised in both atomic coordinates and cell parameters,
while the Hessian was updated using the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm.

In CRYSTAL, the convergence of the real-space summation of the Coulomb
and exchange contributions to the Hamiltonian matrix is controlled by five over-
lap criteria. The values used in this study were 10−6, 10−6, 10−6, 10−6, and
10−12. The threshold on the self-consistent (SCF) energy was set to 10−7 Ha.
For the compounds of interest, the convergence with respect to k-points was
checked. Monkhorst-Pack meshes of 2 x 2 x 4 for bulk hexagonal hydroxyap-
atite and 2 x 4 x 1 for bulk monoclinic hydroxyapatite were used to sample the
first Brillouin zone[229].

Relative Raman intensities were computed analytically based on coupled-
perturbed Hartree-Fock/ Kohn-Sham (CPHF/KS) treatments implemented in
the code[230, 231]. Integrated Raman intensities are normalised so that the
most intense peak is set to 1000. The peak width is not explicitly available
within this treatment; thus, it was kept constant. The spectra are constructed
by using the transverse optical modes and adopting a pseudo-Voigt function with
the default VOIGT and DAMPFAC variables of 1.0 (pure Lorentzian functions)
and 8.0 (full width at half maximum used for the spec- tra), respectively. The
temperature and laser frequency, taken into account through a prefactor in the
expression for the Raman integrated intensity, were set to 295 K and 532 nm
to facilitate comparison with available experimental measurements. In CRYS-
TAL, the Raman spectra are obtained for an oriented single crystal and for a
powder polycrystalline sample. Different polarisation components are identified
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from the components of the polarisability tensor. The standard polarisation
notation is used throughout the work; for example, the xy polarisation de-
notes the response of the material in the x-direction as a result of an applied
incident light source polarised in the y-direction. Upon analysing the result-
ing spectra, the unit cell orientation axis were translated where required to
a common reference system (chosen to be the initial pristine hexagonal bulk
OHAp one, which corresponds closest to the crystallographic one) for consis-
tent and relevant comparison between the systems under scrutiny. Furthermore,
the chosen setup has been shown to reproduce the structure as well as vibra-
tional properties of apatite compounds in good agreement with experimental
data[232, 233, 234, 235]. Anharmonicity has been taken into account only for
the O–H stretching mode[236, 237].

Long range dispersion corrections were included using the semi empirical
D3 approach of Grimme et al. with Becke–Johnson damping[238, 239, 240].
Graphical drawings were produced using VESTA[152]. The crystal structures
and their corresponding lattice directions used through- out this work are shown
in Figure 23. Hexagonal OHAp was modelled in a unit cell with P63 (nr.
173) symmetry, instead of the experimentally noted P63/m (nr. 176) space
group to avoid the unphysical duplication of each OH group[225]; monoclinic
OHAp was modelled in a cell with P21/b symmetry (nr. 14), while all the
carbonate-bearing models are simulated in a triclinic trivial P1 symmetry (nr.
1). Estimations of the intensities related to orientations other than the six
calculated (xx, xy, xz, yy, yz, and zz) were found using a locally modified Matlab
script (originating from the VASPKIT MAE script[241]) whereby the intensities
were linearly interpolated before being plotted in a 3D diagram where notation
of the plot axes corresponded to the crystallographic axes.

9.4 Results and Discussion

9.4.1 Geometrical features

The calculated lattice parameters of pristine as well as carbonated hydroxyap-
atite are listed in Table S1. The calculated values compare well to experimen-
tally available data as well as earlier theoretical works, which is not sur- prising
as the adopted methodology and simulated geometries have been audited and
elaborated upon extensively in available literature[12, 225, 235, 242, 243, 244].
It is, however, noted that the inclusion of weak van der Waals (dispersive) forces
(via the Grimme’s D3 semiempirical approach) yields lattice constants that sys-
tematically underestimate the lattice parameters of OHAp when compared to
experiments. Further system-dependent tuning of the dispersion parameters
would be required to achieve results closer to measured ones, as demonstrated
by Civalleri and co-workers,[245] which was not pursued here in order to present
a systematic study with consistent parameters across all OHAp systems. The
comparison of anharmonic corrections to the OH stretching modes is reported in
Table S2. As CRYSTAL only applies anharmonic effects to stretching modes, it
is difficult to make full comparison with experimental data for reasons outlined
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Figure 23: Crystal structure of the four distinct unit cells coupled with DFT
used to determine the effect of laser polarisation and sample orientation on the
Raman spectra of carbonated apatites
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elsewhere[246].

9.4.2 Hydroxyapatite

Calculations of the effect of incoming light polarisation with respect to the crys-
tal structure orientation calculated using DFT demonstrate that all bands in the
Raman spectrum display an orientation dependency of their intensity (Figure
24a). Typically, the orientation of the incoming light perpendicular to the major
crystal axes results in the lowest band intensities observed. The exception to
this was the symmetric bending ν2 PO4 band at 474 cm−1, which becomes more
intense when the incoming light is orientated along the z-axis, but the crystal
has an x or y orientation. Many bands important for the study of bone are even
predicted to have close to zero intensity under the condition where the crystal
and incoming light are orientated perpendicular to one another. For example, in
the most extreme cases, such as the activity of the antisymmetric stretch of the
phosphate band (ν3 PO4) at 1095 cm−1 and symmetric stretch of the OH band
at 3790 cm−1, the only orientation under which they are activated is when the
crystal and incoming light are parallel along the z crystallographic axis (Figure
24b). This behaviour has been observed experimentally for the OH band, as de-
scribed by Iqbal et al.[247] and Tsuda and Arends[216]. A loss of the OH band
intensity upon rotation of the crystal from a parallel to 45◦ orientation of the
laser was also found experimentally by Tsuda and Arends[216] and is confirmed
by our calculations as shown in Figure 24b for this band. In Tsuda and Arends’
work, the most sensitive bands to sample orientation were determined to be the
antisymmetric bending ν4 PO4 bands around 590 cm−1. In our model, the rela-
tive intensity of the 597 cm−1 band is largest in the zz orientation, whereas the
intensities of neighbouring bands at 620 and 586 cm−1 become more dominant
in other orientations. This is consistent with the observations in the literature;
therefore, the DFT simulations reproduce the expected dependence of most Ra-
man band intensities with respect to the laser orientation for hydroxyapatite
crystals. However, previous experimental work has demonstrated that unlike
other bands in the spectrum, the 960 cm−1 ν1 PO4 band does not exhibit the
dramatic change in intensity found in the calculations[216, 247]. As hexago-
nal fluorapatite shows an orientation dependence of this band, the lack of an
orientation dependence for hydroxyapatite was explained in previous studies as
evidence for a monoclinic rather than hexagonal structure[247]. In contrast, our
simulations with a monoclinic structure for hydroxyapatite show the same scale
of orientational behaviour as that of the hexagonal structure (Figures S1 and
S2), demonstrating that differences in the lattice are not sufficient to result in
the observed retention of the ν1 PO4 band in the Raman spectra at different
orientations in single crystal experiments. Interestingly, Raman spectra of bone
materials obtained at different orientations with respect to the laser polarisation
do show a dependence of the ν1 PO4 band intensity when scattering-related er-
rors are minimised by using a high numerical aperture lens[210]. This behaviour
is most consistent with the hexagonal crystal structure as the highest intensity
is found when the laser polarisation is parallel to the long axis of the bone and
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Figure 24: Analysis of the dependence of Raman band intensity on sample
orientation of hydroxyapatite. (a) Raman spectra of hexagonal hydroxyapatite,
where, for example, xy refers to response of the material in the x-direction as
a result of an applied incident light source polarised in the y-direction. There
are no bands between 1800 and 3700 cm−1; therefore, this spectral range has
been omitted to aid visualisation. Similarly, the spectra have been offset for
clarity. (b) Three-dimensional plots showing the intensity of specific bands with
respect to specific crystal-laser orientations. The intensities calculated have
been linearly interpolated to predict band intensities when the laser is aligned in
other orientations to those computed. Here, the axes refer to those of the crystal
lattice. The colour scale reflects the highest intensity found in the spectrum,
and the axes lengths are normalised to the maximum intensity of the band of
interest to aid visualisation.
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therefore the c-axis of the mineral. Therefore, we expect that the behaviour of
this band found in the hexagonal model system is consistent with bone materials
and is not related to a change in symmetry due to the presence of carbonate
groups. We have thus continued to study the hexagonal form for the carbonated
apatites rather than the monoclinic system based on this analysis.

9.4.3 A-type carbonated apatite

To maintain charge neutrality, all OH groups in the unit cell are replaced by
carbonate in our A-type carbonated apatite model. Substitution of OH by
carbonate was found to produce a change in the sensitivity of the phosphate
bands with respect to the polarisation of the laser. In this material, there are
several ν1 PO4 bands with similar intensities when summed over all orientations,
where the most intense are found at 959 cm−1 and 965 cm−1 (Figure 25).
Overlap of these bands produced a band envelope with an apparent higher
wavenumber shoulder, also observed in published work on synthetic A-type
carbonate apatites[184]. Animations of these bands using CrysPlot demonstrate
that the band at 965 cm−1 corresponds to phosphate groups located close to
the carbonate, in contrast to the 959 cm−1 band of phosphate groups in the
centre of the unit cell. Overall, these bands have a similar behaviour to that
observed for the ν1 PO4 band in hydroxyapatite, whereby an intensity close to
zero was found for configurations when the laser polarisation was perpendicular
to the crystallographic axes and the highest intensity in parallel configurations.
But, their behaviour with respect to orientation is slightly different. For the 959
cm−1 band, there was a larger change in the intensities in parallel directions
where the ratios of Iyy : Ixx was 0.97 and 0.88 for Izz : Ixx, in comparison with 1
and 0.97, respectively, in pure hydroxyapatite. In contrast, the 965 cm−1 band
has a stronger orientation dependence producing ratios for Iyy : Ixx of 0.94 and
Izz : Ixx of 0.87, resulting in a higher prominence of this shoulder in spectrum
from the xx configuration. The ν4 phosphate band at 597 cm−1 showed only a
weak direction–intensity relationship in this material.

In A-type carbonated apatite, the occupation of carbonate in the hexagonal
channels within the apatite structure means that the carbonate group has a
high degree of rotational freedom. Although it remains aligned with the chan-
nel length, which lies along the z-axis of the crystal, DFT calculations have
demonstrated that there is a low energy barrier to rotation in the xy plane[248].
Thus, in experimental data, the carbonate signal should arise from an aver-
age of multiple orientations of carbonate within the channel. To evaluate how
the orientation of the carbonate within the apatitic crystal structure changes
the spectra under a differently polarised laser, we analysed three stable con-
figurations where the three-fold rotational axis (C3) of the carbonate group is
differently orientated: (1) 5◦, (2) 18◦, and (3) 79◦ from the crystallographic
x-axis (Figure 25c). In the Raman spectra, the most active carbonate band
was that associated with the symmetric carbonate stretch ν1. This band varied
its position by 3 cm−1 depending on the orientation of carbonate group from
1129 cm−1 in configuration 3, to 1132 cm−1 when there was the largest mis-
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Figure 25: Analysis of the Raman band intensity dependence on sample ori-
entation of A-type carbonate substituted apatite. (a) Raman spectra, where,
for example, xy refers to response of the material in the x-direction as a result
of an applied incident light source polarised in the y-direction. There are no
bands above 1800 cm−1 as in this material, the CO2−

3 replaced OH− in the
structure. The spectra have been offset for clarity. (b) Three dimensional plots
showing the intensity of phosphate bands with respect to specific crystal-laser
orientations. (c) The effect of carbonate ion orientation in the xy plane on
band activity. Intensity ratios of the carbonate versus the phosphate symmet-
rical stretch are plotted for the xx and yy configurations for models where the
carbonate ion threefold rotational axis is orientated at 5◦, 18◦, and 79◦ to the
x crystallographic axis. Due to the hexagonal unit cell, the C3 axis is orien-
tated along the y crystallographic axis at 60◦ in the plot. An estimate of the
intensity ratio for the yy configuration at this point (highlighted with a *) was
obtained by fitting the xx data with a polynomial function. Three-dimensional
plots show the band intensities associated with the laser-crystal orientations for
each model. Note, the plots in (a) and (b) correspond to configuration 1 in (c).
For (b) and (c) 3D plots, the calculated intensities were linearly interpolated to
predict band intensities when the laser is aligned in other orientations to those
computed. The axis labels refer to the axes found in the crystal lattice, and
the colour scale reflects the highest intensity found in the spectrum, with the
axes’ lengths normalised to the maximum intensity of the band of interest to
aid visualisation.
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alignment from the crystallographic axes (configuration 2). This corresponds
with a slight deformation of the hexagonal Ca ring in the different configura-
tions (Figure 25b) and is up to 20 cm−1 higher than described previously for
synthesised samples[184]. In addition to a change in position, the carbonate ν1
band intensity had a strong dependence on the laser orientation when it was
closer to the crystallographic axes, but is expected to decrease as the C3 axis
becomes unaligned (Figure 25c). Although both the carbonate and phosphate
bands vary their intensity with orientation differently, the ratios of carbonate
to phosphate ν1 bands calculated for the three carbonate orientation models
produced a very similar range for the xx and yy configurations, 0.07 to 0.33
and 0.08 to 0.28, respectively. By examining the different orientations, it is pre-
dicted that the maximum intensity ratios will be 0.37 when the carbonate C3

and laser polarisation are aligned with either the x or y crystallographic axes.
In contrast, there was very little variation in the car- bonate to phosphate ratio
(0.10 to 0.11) when the system was in the zz configuration, consistent with the
lack of carbonate rotation with respect to this axis.

9.4.4 B-type carbonated apatite

Placement of the carbonate band in the location of a phosphate group (B-type
substitution) with the concomitant substitution of a Ca2+ for a Na+ to main-
tain charge balance results in a similar behaviour of the Raman bands to that of
pristine hydroxyapatite. The lowest energy substitute configuration explored by
Ulian et al.[235] was adopted for this study (labelled as the Na6 configuration
model in the corresponding literature). Again, the dominant phosphate band,
the symmetrical stretch ν1 showed the highest intensity in parallel configura-
tion along the xx-axis with Iyy : Ixx andIzz : Ixx of 0.85 and 0.90, respectively.
In comparison, the ν4 PO4 band at 597 cm−1 retained its dominance in the
zz configuration but, as observed with the A-type carbonated apatite, also has
a larger intensity contribution in the other two parallel configurations, as well
as the perpendicular configurations (Figure 26). Examination of the vibra-
tions contributing to this band using CrysPlot demonstrated that unlike the
unsubstituted hydroxyapatite, in the B-type carbonated apatite, the band in
the spectrum is not a pristine phosphate vibration but rather is overlapped by
an additional OH stretch. Therefore, some of the orientational dependency may
also arise from that of the OH group. As for the A-type carbonated apatite,
the carbon- ate group shows a strong dependency on orientation. Here, the ν1
of carbonate in the phosphate site is found at 1091 cm−1, again consistent with
previous analysis of synthesised B-type carbonated apatite[249]. But this band
shows a high intensity along the zz direction with a very low intensity in the two
other parallel configurations. This information if somewhat latent and mixed in
the full spectra as a result of overlapping carbonate and phosphate bands, yet
it can be clearly identified from the orientational plots for specific vibrational
modes (Figure 26b). Thus, for a B-type apatite, the true carbonate content
would only be able to be measured in the parallel configuration along the zz,
with other parallel configurations resulting in an underestimation.
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Figure 26: Raman spectra and intensities of specific bands with respect to the
orientation between the laser and crystal structure for the B-substituted hydrox-
yapatite, where carbonate substitutes for a phosphate group within the apatite
structure. (a) Raman spectra of different orientations between the incoming
laser light and crystal structure. Here, for example, yz refers to the response
of B-substituted hydroxyapatite orientated in the y-direction as a result of an
applied incident light source polarised in the z-direction. There are no Raman
bands determinable from the simulations between 1800 cm−1 and 3700 cm−1;
therefore, this spectral region has been omitted. The individual spectra have
been offset to aid visualisation. (b) Plots showing the three-dimensional rela-
tionship between crystal orientation and laser polarisation. Intensities obtained
from the simulations were linearly interpolated to predict band intensities when
the laser is polarised in other orientations to those computed. Here, the axes
refer to the axes in the crystal lattice. The axes’ lengths are normalised to the
maximum intensity of the band of interest whereas the colour scale reflects the
highest intensity found in the spectrum.
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9.4.5 Type AB

As expected, due to the mixed nature of the AB substituted apatite structure,
this material shows a combination of the behaviours found thus far for the A and
B-type apatite materials with respect to sample orientation and laser polarisa-
tion. As observed for the A-type carbonate substituted apatite, the phosphate
ν1 symmetrical stretch is split into two bands, where the lower wavenumber
band (967 cm−1 in this model) has the highest intensity in all configurations
and corresponds to phosphate groups located in the centre of the unit cell (Fig-
ure 27). In contrast, the lower intensity band observed for this material at
974 cm−1 corresponds to phosphate located closest to A-type carbonate group
substituted the equivalent position to OH in hydroxyapatite. All bands show a
sensitivity to orientation, with the phosphate ν1 symmetrical stretching modes
retaining their maximum scattering efficiency when the laser is polarised parallel
to a crystallographic axis, with a maximum intensity found in the xx configu-
ration. Similar to the B-type apatite, the phosphate ν4 band at 597 cm−1

has its maximum scattering efficiency in the zz configuration, but, retains its
orientation dependence unlike the A-type substituted apatite.

In contrast to the A-type apatite, our simulations with different initial ori-
entations of the carbonate group in place of an OH group (A-type carbonate
substitution) in the AB-type model reverted to the lowest energy state described
previously by Ulian et al.[235] In other words, the rotational energy barrier for
carbonate in the hexagonal channel that runs along the z-axis seems to be much
higher in the AB-type carbonated apatite. This is likely due to the replacement
of a Ca2+ ion at the edge of the channel with an Na+ ion (Figure 23), required
to maintain charge balance when a phosphate group is replaced by carbonate
(B-type carbonate substitution). The carbonate C3 axis in the AB-type struc-
ture is positioned 78◦ from the x-axis in the AB-type model, which is almost
identical to configuration 3 in the A-type carbonated apatite model. However,
the orientation sensitivity of the carbonate ν1 band and its intensity were much
lower as the xx and yy carbonate to phosphate ν1 band ratios were 0.009 and
0.005 for the AB-type system, respectively, whereas they were 0.07 and 0.28
for the A-type model, respectively. A maximum scattering efficiency for the
carbonate ν1 band was found in the zz configuration for the AB-type carbonate
substituted apatite, with Ixx:zz and Iyy:zz of 0.51 and 0.24, whereas the maxi-
mum difference in the perpendicular directions (in the xz configuration) is also
0.24 with respect to the zz scattering efficiency, with other directions producing
an intensity even lower. The ν1 symmetrical stretch of carbonate in the B-site
of the AB substituted structure was found at the same location as the equiva-
lent band in the B-type carbonate substituted apatite. However, the presence
of the A-type carbonate appears to result in a change in the behaviour of the
bands related to the carbonate substituted for phosphate. For example, the ν1
symmetrical stretch of carbonate in the B-site found at 1091 cm−1 showed the
same scattering efficiency in both the xx configuration and yy configuration as
well as an intensity ratio for Izz:xx of 0.57, whereas in a perpendicular configu-
ration, the highest intensity ratio was 0.10. Despite showing a similar behaviour
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Figure 27: Raman spectra and intensities of specific bands with respect to the
orientation between the laser and crystal structure for the B-substituted hydrox-
yapatite, where carbonate substitutes for a phosphate group within the apatite
structure. (a) Raman spectra of different orientations between the incoming
laser light and crystal structure. Here, for example, yz refers to the response
of B-substituted hydroxyapatite orientated in the y-direction as a result of an
applied incident light source polarised in the z-direction. There are no Raman
bands determinable from the simulations between 1800 cm−1 and 3700 cm−1;
therefore, this spectral region has been omitted. The individual spectra have
been offset to aid visualisation. (b) Plots showing the three-dimensional rela-
tionship between crystal orientation and laser polarisation. Intensities obtained
from the simulations were linearly interpolated to predict band intensities when
the laser is polarised in other orientations to those computed. Here, the axes
refer to the axes in the crystal lattice. The axes’ lengths are normalised to the
maximum intensity of the band of interest whereas the colour scale reflects the
highest intensity found in the spectrum.
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with respect to the activity of bands in different configurations, the changes in
scattering efficiency are not the same for the phosphate and carbonate related
bands. In the parallel configurations, where the intensity is highest, the differ-
ence in scattering efficiency would result in a CO3 : PO4 ratio of 0.29, 0.35 and
0.18 for xx, yy, and zz, respectively.

9.5 Implications for Bone Analysis

Orientation of crystallites within bone is an important component of bone’s
mechanical function,[250] including during its regeneration[205]. It is known
that the bioapatite crystals within bone can be orientated with respect to the
collagen fibrils and thus the lamellae that are present at a higher level of the hi-
erarchical arrangement in bone[251]. The absolute orientation of the bioapatite
with respect to the bone characteristics will therefore be dependent on the type
of bone, as compact bone in long bones has a different organisation at higher
levels of the hierarchical material than spongy cancellous bone[252, 253]. Even
in woven bone, where there is no measurable fibril orientation, bone mineral
crystallites are observed to become orientated with time[254]. However, within
a single compact bone, there can be different amounts of organisation, for ex-
ample, two mineralised fibre arrangements are present, twisted, or orthogonal
plywood structure, where differences in the relative intensities of Raman bands
have been used to evaluate their presence[255]. Similarly, in rats, the level of
organisation was not found to be consistent across a single bone specimen[256].
In addition, the organisation of the bone structure and therefore the align-
ment of the bone mineral component can vary with age,[209] up to puberty in
humans,[257] and in cases where a bone mineralisation disease is present[258].

The observation that orientation would be expected to play a significant
role in characterising bone materials is reflected in Raman spectroscopic analy-
sis of these materials where the ν1 PO4 band intensity was found to depend on
the orientation of the mineral with respect to the polarisation of the laser[210].
However, while it is an acceptable method to use Raman spectroscopy to eval-
uate the carbonate:phosphate ratios within bone,[259] the effect of orientation
on this data is typically neglected in these analyses. The calculations conducted
here clearly show that apatite phosphate band intensities are orientationally de-
pendent. This not only applies to hydroxyapatite but also is consistent with our
models of carbonated apatite, supporting the use of phosphate bands for Raman
spectroscopy-based orientational studies as described in the literature. However,
the carbonate bands are also highly orientation dependent and are not expected
to scale directly with the intensity changes of the phosphate band based on the
simulations. Even Raman instruments without the ability to polarise the laser
along different directions can produce orientation effects in mineral spectra[260].
Therefore, this effect is expected to be present in mineral characteristic studies
as well.

In compact bone, it has been reported that 75% of thecrystallites lie outside
of the collagen matrix and that these crystals are highly aligned with their c-
axis lying parallel to the long axis of the bone[261]. Evaluation of the effect of
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orientation within the crystal on the measured ratios indicates a variability in
the ratios of up to 23% for the B- and 17% AB-type carbonated apatite. Based
on the calibrated lines of synthetic B-carbonated apatite,[262] this would be a
variation in the carbonate content of 10 weight %. Given that the largest dis-
crepancies for both the B and AB-type carbonated apatites are between the zz
and xx or yy orientations, this implies that limiting the difference in orientation
through analysing perpendicular to the long axis of the bone or collagen align-
ment should produce the most robust carbonate data, although they will reflect
an underestimation in the carbonate content. When examining the difference
between the xx and yy orientations, the difference in the carbonate:phosphate
ratios are much lower, 6% for both B- and AB-type car- bonated apatite, result-
ing in a difference of 1 weight % carbonate when using the synthetic calibration
lines. A previous study exploring longitudinally cross-sectioned compact bone
found higher carbonate contents of several weight % related to less crystallite
alignment in bone associated with a mineralisation disorder. In contrast, in
the same study, a decrease in carbonate with increasing alignment was found
related to age in normal mice[263]. This indicates that decreasing alignment
of the crystallites does not scale directly with increasing carbonate content,
which would be expected if an increased zz component was significant during
the analysis of less organised bone. Thus, increased carbonate content related
to bone mineralisation diseases was not the consequence of changes in the bone
organisation. The variability of organisation within the bone structure requires
that specific areas, such as close to osteons, should be avoided and many points
taken to make a statistically robust measurement that can account for more
variations. In addition, our findings suggest that there may be a population of
the bone crystals in the randomly organised crystals that are not being effec-
tively mapped by the Raman spectrometer during analysis if they are orientated
perpendicular to the laser polarisation.

Interestingly, B-type carbonated apatites have been reported to have a lower
OH band intensity with increasing carbonate substitution,[264] consistent with
the observation of a lack of OH within the crystal structure in bone
crystallites[220]. Our simulations demonstrate that for a structure that has
17% carbonate content, that is, one out of six phosphate sites it taken up by a
carbonate ion, which is higher than the typical content reported for synthesised
samples, the OH band should remain Raman active.

In the B-type carbonated apatite, the OH band becomes split due to the
lowering of symmetry in the simulations from P63 in hydroxyapatite to P1.
Yet, the OH/ν1 PO4 intensity ratio was very similar (0.61) for the most intense
OH band of the B-type carbonate hydroxy- apatite compared with that found
in the hydroxyapatite (0.60). Therefore, if OH was present in bone bioapatite
and the sample was randomly orientate or along zz, the simulations indicate
OH stretching bands should be visible in the Raman spectrum. Its absence
in previous work[220] that studied an extracted powder that is assumed to be
randomly orientated, thus, supports the hypothesis that bone bioapatite does
not contain significant amounts of OH consistent with later NMR analyses[265].

A range of positions for the B-type carbonate ν1 band have been reported

73



from 1072 to 1080 cm−1 depending on the phase composition, including the pres-
ence of other substitute ions such as silica, and crystallinity[266]. Most synthetic
materials of the A- or B-carbonated apatite report ν1 carbonate bands that are
30 cm−1 apart consistent with previous simulations of different AB-carbonate
structures with the exception of one model where the ν1 band positions of A-
type carbonate were found to be lower than the equivalent B-type band[235].
A later paper has demonstrated that the exact spacing of these bands changed
depending on pressure[267]. Therefore, there is a chance that there may be
some overlap between A- and B-type ν1 carbonate bands depending on the
sample chemistry. Critically, even if the bands are distinguishable, our model
demonstrates that the activity of the A-type band is expected to be lower in
the AB-type carbonated apatite system. Thus, it is possible that in bone and
synthesised carbonated apatite, some carbonate also substitutes for the OH but
is not detectable using Raman spectroscopy. This would be consistent with IR
spectroscopy analysis of bone, which detects carbonate in the A-type site[268].

9.6 Conclusion

Density functional theory calculations of hydroxyapatite and carbonated apatite
structures have demonstrated a consistency with experimentally derived systems
reported in the literature, including their response to orientation where this
information is available. It became clear from the simulations that the apatite
system has a strong orientation dependency of the Raman band intensities and
that these behaviours differ depending on the band examined. This means
that ratios of critical bands, such as the ν1 of phosphate and carbonate, are
not consistent between different orientations. In particular, the zz orientations
have the highest sensitivity to both phosphate and carbonate and produce the
largest ratio value. In comparison, there is almost no intensity observed for
the phosphate and carbonate bands in orientations where the laser is aligned
perpendicular to the crystallographic axes of the apatites studied. This means
that for orientation studies, evaluations of bone cut perpendicular to the collagen
structure will produce the most sensitive information. However, samples cut
parallel to the collagen structure will be most effective for examining changes
in carbonate content between specimens as the ratios of the carbonate and
phosphate band intensities are most robust in this orientation because they are
not as affected by orientation of the crystallites.
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9.8 Appendix C. Supplementary material

Supplementary data associated with this article can be found, in the online
version, at https://doi.org/10.1002/jrs.6465.
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10 Identifying surface phonons in the vibrational
spectra of carbonated apatite using density
functional theory
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10.1 Abstract

Vibrational spectroscopy is widely used to examine the mineralogy of bone ap-
atite. Yet, these spectra may be significantly influenced by the nanometre size of
the crystallites through either phonon confinement or surface phonon contribu-
tions. This could lead to misinterpretations of the implications of non-apatitic
environments that have been described previously as additional bands in the
vibrational spectra. Here we use density functional theory to simulate bulk
and slabs of hydroxyapatite as well as A-type, B-type, and AB-type carbon-
ated apatite to test for eventual contributions of surface phonons. The analysis
showed that surface phonons can have a significant intensity in the vibrational
spectra. They are expected at both higher and lower wavenumbers than their
bulk counterparts, unlike phonon confinement which has been linked with only
lower wavenumber shifts. The band shift of surface phonons was up to 40 cm−1,
which is determinable by both Raman and Infrared spectroscopy. All internal
modes of evaluated molecular groups (OH, CO3, PO4) were affected by the
surface presence. Therefore, it is expected that surface phonons are likely to be
present in the vibrational spectra of bone minerals and contribute to spectral
effects such as line broadening, presenting a crucial factor in their interpretation
and application.

10.2 Introduction

Apatite is the inorganic component of biological hard tissues such as bone,
dentin, and enamel[199, 12] and as such is a critical target in thin film research to
enhance the biocompatibility of implants into these tissues [269, 270, 271]. Bioa-
patite found in hard tissues is a crystalline calcium phosphate material with an
atomic structure similar to abiotic hydroxyapatite (OHAp, Ca10(PO4)6(OH)2).
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However, unlike its abiological counterpart, significant chemical substitutions
have been detected within the structure of bioapatite including the inclusion
of carbonate ions (CO2−

3 ) at different structural sites [268] and cations such
as Mg2+ and Na+ [272]. These substitutions dramatically alter the physical
and chemical properties of the crystals and reflect the role of these materials
within different hard tissues. Further changes in the crystal chemistry are also
observed in situations where there is deficient mineralization[273, 274], includ-
ing osteoporosis[203], which may have negative feedbacks for the functionality
of the crystals within the biomaterial.

A key method used to probe chemical changes in bioapatite is vibrational
spectroscopy: infrared (IR) and Raman spectroscopies. For example, carbonate
is known to substitute into two different sites within the apatite structure, in
place of an OH group (A-type substitution) or a phosphate group (B-type substi-
tution), where charge balance is maintained during B-type substitution through
the concomitant substitution of a divalent cation by a monovalent cation, i.e.,
Na+ for Ca2+. As the pristine vibrational bands respond to the chemical envi-
ronment of the carbonate group, new bands appear in the spectrum for A- and
B-type substitution and carbonate adsorption[243, 184]. Analysis of IR spectra
from bone also indicates that a third chemical environment for car- bonate is
present, described as non-apatitic carbonate[268], which has led some authors
to suggest that bone minerals are in fact sheathed with a less crystalline, highly
labile layer [275]. A recent study has predicted that for a 4 nm thick particle
this layer could be as wide as 0.8 nm [276]. Although the presence of a non-
apatitic carbonate environment has been considered to occupy a layer at the
crystal exterior simply the presence of a surface gives rise to strain within the
crystal structure reducing crystallinity in the surface region. As bone crystals
have been reported to have a platelet morphology of around 20 nm width and
6 nm thickness[277], there will be a high surface to bulk ratio, making the ef-
fect of the surface region’s difference in crystallinity measurable. Indeed, the
additional strain in this region is thought to be responsible for line broadening
effects in X-ray diffraction measurements[278].

Two effects may occur in the vibrational spectra due to the presence of
nano-sized crystalline material. The first is phonon confinement, whereby new
vibrational modes become detectable when a material is typically smaller than
10 nm[279]. The second is the presence of surface related phonons. Here recon-
structions of the atomic arrangement to accommodate the surface bond termi-
nations will break site symmetry also resulting in the potential formation of new
vibrational bands or shifts in the modes due to changes in nearest neighbour
distances, thus bond lengths. Band broadening observations from bone vibra-
tional spectra have been attributed to phonon confinement[277, 280], but, the
platelet like shape of bone crystallites[278] would limit this effect [281] and it
cannot explain the presence of the additional carbonate environment observed
in IR and nuclear magnetic resonance data. In contrast, the presence of surface
phonons are typically not considered. Direct correlation of surface phonons with
specific structural sites is not possible from experimental data. Therefore, we
use density functional theory calculations to test the hypothesis whether surface

77



phonons are visible in the vibrational spectra of nanosized apatite. To do this
we have examined hydroxyapatite slabs of different thicknesses as well as A-,
B- and AB-type carbonate substitution to evaluate whether different carbonate
groups are sensitive to structural reconstruction at surfaces.

10.3 Computational details

Theoretical results presented in this work are based on density functional the-
ory (DFT) calculations performed using a linear combination of atomic or-
bitals (LCAO) basis set as implemented in the all- electron code CRYSTAL
(2017 release) [221, 222] and the B3LYP hybrid exchange functional [21, 154].
This functional has been shown to provide a reliable description of geome-
try, electronic structure, energetics, and phonons in a wide range of materials
[282, 283, 284, 285, 286, 287]. With respect to the basis set, atoms were de-
scribed using basis sets reported in literature (calcium [223], phosphorus [224],
oxygen [225], hydrogen [226], carbon [227], and sodium [228]).

In CRYSTAL, the convergence of the real-space summation of the Coulomb
and exchange contributions to the Hamiltonian matrix is controlled by five over-
lap criteria. The values used in this study were 10−6, 10−6, 10−6, 10−6, and
10−12, ensuring convergence of the vibrational frequencies up to 1 cm−1. The
threshold of the self-consistent (SCF) energy was set to 10−7 Ha for single-point
and relaxation calculations, while it was set to 10−10 for frequency calculations.
For the compounds of interest, the convergence with respect to k-points was
checked. Monkhorst-Pack meshes of 2 × 2 × 4 for bulk hexagonal hydroxya-
patite and 2 × 1 × 4 for bulk monoclinic hydroxyapatite were used to sample
the first Brillouin zone[221].

Relative Infra-red and Raman intensities were computed analytically where
possible, based on coupled-perturbed Hartree-Fock/Kohn-Sham (CPHF/KS)
treatments implemented in the code[288, 229, 231, 230]. Integrated Raman in-
tensities are normalized so that the value for a selected reference mode is set
to 1000. The spectra are constructed by using the transverse optical modes
and adopting a pseudo-Voigt function with the default VOIGT and DAMPFAC
variables of 1.0 (pure Lorentzian functions) and 8.0 (full width at half maximum
used for the spectra), respectively. The temperature and laser frequency, only
taken into account through a prefactor in the expression for the Raman inte-
grated intensity, were set to 295 K and 532 nm, for relevant comparison with
experimental measurements. In CRYSTAL, the Raman spectra are obtained
for a powder polycrystalline sample. The chosen setup has been shown to re-
produce the structure as well as vibrational properties of apatite compounds in
good agreement with experimental data[234, 235, 232, 233]. However, for two
systems in the given study, namely i) the bulk AB-type carbonated apatite sim-
ulated in the 2×2×1 supercell and ii) the (100) AB-type surface cleaved from the
2×2×1 bulk supercell, the system size prohibited us from using the CPHF/KS
approach when computing vibrational frequencies, so we instead resorted to
the use of the Berry phase approach to obtain relevant information about the
infrared spectra[236, 289]. The differences between the two approaches for com-
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puting the vibrational frequencies were assessed and found not to exceed 1
cm−1. Anharmonicity has been taken into account only for the OH stretching
mode[236, 237]. Graphical drawings were produced using Ovito[290].

Hexagonal OHAp was modelled in a unit cell with P63 (nr. 173) symmetry,
instead of the experimentally noted P63/m (nr. 176) space group to avoid the
unphysical duplication of each OH group[225]; monoclinic OHAp was modelled
in a cell with P21/b symmetry (nr. 14), while all the surfaces and defect-bearing
models are simulated in a triclinic trivial P1 symmetry (nr. 1). Crystallographic
parameters of the surfaces can be found in Table S1.

The surfaces were modelled as two-dimensional slabs periodic in the x- and
y-direction, but not in the z-direction. This means that there is no parameter
for the vacuum thickness needed. To characterize the surface, the surface energy
(γ) as a measure of the thermodynamic stability has been calculated through
the following expression:

γ =
E(n)− nEbulk

2A
(36)

where E(n) is the energy of the slab containing n-layers, Ebulk the energy of
the bulk, and A the area of one side of the slab. Low Miller index surfaces were
created from each relaxed bulk structure and further filtered based on the fol-
lowing criteria: stoichiometry, coordination environment, and polarity. Surfaces
obtained by cleaving the phosphorus tetrahedral and/or carbon trigonal geo-
metrical environment were neglected as this represent chemically unfavourable
configurations and therefore very unlikely to be found in real systems. Further-
more, out of the initially screened geometries, those which have the lowest total
dipole moment perpendicular to the surface (Tasker I and Tasker II type sur-
faces in his seminal work[291]) were chosen. Slabs structures with large dipole
moments undergo complex reconstruction to cancel the inherent dipole present
at the unreconstructed surfaces. Stabilization methods include metallization
(charge transfer across the slab), vacancy formation, adatoms, etc., however,
such reconstructed dipolar surfaces are usually less stable and due to the addi-
tional complexity have therefore been neglected in this study. After applying
the aforementioned criteria, a handful of surfaces were identified as suitable,
which are summarized in Table 7. Our previous work demonstrated that the
hexagonal form of hydroxyapatite replicates the orientation dependent spectral
behaviour of hydroxyapatite best[185], thus we focused on this system in this
work. However, the lowest energy surface for the monoclinic system has been
included in Table 7 for completion.

The radial particle distribution function (PDF) measures the probability of
finding a particle at distance r given that there is a particle present at position
r = 0, yielding a histogram of pair-wise particle distances. The PDFs have
been obtained with OVITO using the DFT relaxed structures. The separation
distance for the histogram bins was set to 0.02Å.
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System Surface
termina-
tion

Γ(J/m2) Surface
dipole (D)

Surface
thickness
(nm)

Hexagonal HAP (010):Ca-O 1.19 0.91 2.38
Hexagonal HAP (001):Ca-O 1.01 0.04 2.00
Monoclinic HAP (010):Ca-O 0.97 0.00 2.10
Type A (100):Ca-O 0.75 0.88 2.08
Type B (100):O-H 0.98 2.43 2.45
Type AB (from
1x1x1 bulk)

(001):Ca-O 0.85 3.44 2.00

Type AB (from
2x2x1 bulk)

(100):Ca-O 1.14 0.96 3.21

Table 7: Identified suitable surfaces of hydroxyapatite together with their
termination indicator, calculated relaxed surface energies (Γ), final surface
dipole moment, and slab thickness, respectively. For type AB hydroxyapatite,
two different slabs were considered, one cleaved from a pure hydroxyapatite
bulk doped in the 1×1×1 simulation cell and one from a pure hydroxyapatite
bulk doped in the 2×2×1 simulation cell.

10.4 Results and discussion

10.4.1 Hexagonal hydroxyapatite

Pristine bulk Our presented results on pure bulk hydroxyapatite are found
consistent with earlier experimental and theoretical works [225, 292], but to aid
comparison with the data derived from the modelled slab structures we have
described it together with its related vibrational spectroscopy signatures briefly
here. Hexagonal hydroxyapatite is characterized by tetrahedrally coordinated
phosphate groups that interconnect Ca2+ ions sitting in two distinct sites, one
coordinated to 9 different O atoms of the phosphate groups and a second co-
ordinated to 7 different O atoms of which one is part of the OH group. From
the calculations, these sites have a distance between the Ca-O of 2.5 and 2.4Å,
respectively (Fig. 28). The 7-fold coordinated Ca2+ ions are organized in a
hexagonal ring structure that is described in the third dimension by a screw
axis along the c direction. In the centre of the ring, the OH groups point down-
wards along the c-axis. Focusing on the vibrational spectral region above 400
cm−1, where internal modes related to specific molecular units are found, the
simulations of bulk hydroxyapatite produced multiple bands between 550 and
650 cm−1, 950–1150 cm−1 and above 3600 cm−1 (Fig. 29).
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Figure 28: Pair distribution functions for the nearest neighbours and longer-
range distances between similar sites for hexagonal hydroxyapatite bulk and
slab with a thickness of 2.38 nm.

Most bands in the spectral region between 550 and 650 cm−1 arose from
a mixture of OH group bends (δ) and a phosphate bend (ν4) in the IR and
Raman spectrum. The exception to this are the bands at 565 and 620 cm−1 in
the Raman spectrum, which was found to be a pure phosphate ν4 stretch. The
565 cm−1 band corresponds well with experimental observations[293]. However,
the 620 cm−1 is very weak but has been detected in IR spectroscopy of exper-
imentally synthesised hydroxyapatites[294]. In the IR spectrum a phosphate
symmetric stretching mode (ν1) was found, albeit with low intensity, at 971
cm−1 as well as a dominant and degenerate phosphate asymmetric stretching
modes (ν3) at 1044 cm−1 and slightly weaker third ν3 phosphate mode at 1053
cm−1. A final degenerate ν3 mode was found at 1109 cm−1. Of the ν1 modes,
only the band at 971 cm−1 was found in the Raman spectrum, where it was
now the most intense band for the internal modes. In contrast, multiple ν3
modes were observed from 1040 cm−1 to 1100 cm−1 spectral range, of which
some had a small component of an OH bending mode. In the Raman spectrum,
the symmetric stretch (ν1) of the OH group was also visible at 3598 cm−1 after
correction for anhar- monicity effects (Table 8). These results on anharmonicity
are consistent with earlier experimental and theoretical work, describing such
effects in greater detail[246].

Pristine surfaces Cleaving the bulk structure along the (010) plane (which
is equivalent to the (100) plane as a result of the crystal symmetry of the bulk)
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Figure 29: Comparison between the Infrared and Raman spectra of hexago-
nal hydroxyapatite as a bulk material and slab with increasing thickness in
the spectral region between 400 cm−1 and 1300 cm−1 and the OH stretching
region between 3725 and 3850 cm−1. The spectra have been offset and the
wavenumbers between 1300 and 3725 cm−1 have been omitted to aid visualiza-
tion. vibrational
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System No. of OH
sites

Harmonic
frequency
cm−1

Anharmonic
stretching
frequency
cm−1

∆cm−1

Hexagonal
(010) 1 layer

2 3777.7
3749.7

3607.2
3585.3

170.5
164.4

Hexagonal
(010) 2 layers

4 3771.1
3761.6
3783.7
3763.6

3612.7
3589.2
3625.1
3600.9

158.4
172.4
158.6
162.7

Hexagonal
(010) 3 layers

6 3771.4
3762.4
3767.1
3766.4
3782.1
3759.4

3613.0
3591.2
3607.1
3605.6
3622.9
3596.7

158.4
171.2
160.0
160.8
159.2
162.7

Type B (100) 6 3777.7
3758.7
3768.5
3748.0
3884.7
3817.0

3613.8
3598.2
3608.4
3585.9
3725.4
3658.1

163.9
160.5
160.1
162.1
159.3
158.9

Table 8: Vibrational frequencies of the O-H stretching mode corrected for
anharmonicity in the relevant studies OHAp systems. All values reported for
the B3LYP functional.
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resulted in an asymmetric slab with differently terminated surfaces on either
side (Fig. 30). Here the Ca ring structure that contains the OH group in the
bulk was longitudinally cut and the most stable configuration of the system was
found with the (010) surface terminated by the exposed OH groups and the
(010) terminated by Ca ions (complete values listed in Table 7). When the slab
is a single layer thick (0.73 nm), the OH groups angled upwards from the surface
and changes in the site characteristics related to this group resulted in splitting
of the OH ν1 band to 3607 and 3585 cm−1 (values corrected for O-H stretch
anharmonicity). Unlike the bulk, these bands also become IR active and were
clearly visible in the predicted IR spectrum (Fig. 29). Creation of the single
layer slab also resulted in a tripling of the number of bands within the region
between 400 and 1800 cm−1. The bands at 556 and 656 cm−1 are dominated
by the OH δ vibrational mode and could be observed in both the predicted
Raman and IR spectra. Visualizations of the computed vibrations associated
with the different modes demonstrate that although some modes are degenerate
in the bulk, these modes are found at different spectral positions when a surface
is introduced as the phosphate groups at the OH terminated surface required
lower energies (IR and Raman band found around 550 cm−1) than those closer
to the centre of the slab (IR and Raman band found around 571 cm−1). This
difference also explains some of the additional bands in the phosphate ν1 and
ν3 region between 900 and 1200 cm−1, which were related to vibrational modes
of phosphate ions positioned away from the hydroxyl groups, e.g., the IR and
Raman active band at 927 cm−1. For the same type of vibration, such as
ν3 PO4 stretch, phosphate closest to the OH groups occurred at the highest
wavenumbers.

Increasing the layer thickness produced Raman and IR spectra that showed
more similarities to the bulk hydroxyapatite spectra. At two layers thickness
(1.57 nm) the system had enough atoms that two distinct OH regions were
present, the first exposed at the surface due to the cut through the (010) plane
and the second enclosed within a bulk- like Ca ring, see Fig. 30, when the
simulation cell is orientated along the x axis which is parallel to the c axis
of the crystal structure. This led to the presence of four active modes within
both the IR and Raman spectra, where the three modes found at the lowest
wavenumbers (see Table 8 for complete anharmonic values) belonged to the
OH groups within the bulk-like Ca ring and the mode at higher wavenumbers
(3625 cm−1) corresponded to the symmetric stretch of the OH groups at the
(010) surface. In the case of the three-layer system (thickness of 2.38 nm),
reconstruction of the material resulted in the presence of three distinct OH
sites: at the OH terminated surface, within a distorted Ca-ring and within a
bulk-like Ca ring and produced six vibrational modes that were both IR and
Raman active. Three of these modes were dominant as they have the highest
intensity of which the central band at 3613 cm−1 corresponded to the symmetric
stretch of OH groups at the surface. Thus, when the thickness was greater than
2 nm, the surface groups no longer correspond to the modes with the highest
wavenumbers, although they remained more energetically demanding than the
bulk mode (band at 3598 cm−1).

84



Figure 30: Optimized crystal structures of bulk hexagonal hydroxyapatite to-
gether with the (010) surface with increasing surface thickness in views along
the x and y axes. The vividly coloured atoms represent the unit simulation
cell, while the transparently rendered ones represent 2D periodic images. The
thickness of the respective slabs is indicated as well.
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Between the slabs of 0.73 and 2.38 nm thickness the number of active vi-
brational modes in the spectral region 400–1800 cm−1 also tripled, although
many were predicted to have very low intensity. Shifts in bands can be re-
lated to changes in the energy required for specific modes that are directly
controlled by the chemistry of the next atoms within a crystal structure. This
is the result of many factors including a change in the intramolecular force,
where a weakening results in a redshift and a strengthening would result in a
blue shift[295]. For example, in carbonate minerals that have the same crystal
structure a variation of 0.02 Å in the C-O bond length due to the difference
in adjoining cations results in a blueshift shift of up to 15 cm−1 in the Raman
vibrational modes[296, 297, 298]. In contrast, changes in the structure of a site,
e.g., due to differences in the coordination with cations or shifts in the atomic
positions both of which can occur related to surface reconstruction, would re-
sult in the production of new bands within the vibrational spectra. These new
bands could have a red or blue shift depending on the characteristics of the
new site. It can be seen from the pair distribution function (Fig. 28) that such
changes in bond length do occur within the structure upon the formation of
a 2.38 nm thick slab. Similarly, it can be seen from Fig. 30 that there is a
shift in the orientation of groups such as the phosphate when they are exposed
at the surface. Therefore, shifted surface phonon bands most likely represent
a change in the intramolecular force within a vibrating group in response to
changes in the distance to the next atoms and bond length within the group.
Here, red shifted would reflect a lengthening of the intramolecular interactions
whereas blue shifted is the result of a shortening implying a stronger bond, both
of which can be observed in the P-O distances in Fig. 28. In the ν4 phosphate
spectral region increasing the layer thickness resulted in an increase in the IR
intensity of the most bulk-like environment band (at 632 cm−1) with equiva-
lent bands related to the OH-terminated surface found at lower wavenumbers
(630 cm−1) and the Ca-terminated surface at higher wavenumbers (640 cm−1)
in the thickest slab. Similarly, the bulk phosphate ν1 was found at 971 cm−1,
whereas the OH- and Ca-terminated surface bands were found at 956 and 988
cm−1, respectively. However, this is the opposite behaviour to the δ OH bands
whereby the OH groups just below the Ca-terminated surface were found at
lower wavenumbers to the bulk-like OH groups, 555 and 571 cm−1, respec-
tively, and the OH-terminated surface groups had the highest energy (found at
573 cm−1). In previous work with another insulator, namely diamond, phonon
confinement resulted in the shift of vibrational bands to lower wavenumbers
compared to that of the bulk material[299]. In contrast, our DFT calculations
demonstrate that surface phonon bands are expected to appear at both higher
and lower wavenumbers than the bulk groups, where the exact behaviour is
dependent on the surface termination. Surface phonon related bands decreased
in intensity relative to bands with bulk contributions as the slab thickness in-
creased (Fig. 29). As the largest simulated surface system has a size closest
to that expected in bone minerals, had a fully converged surface energy (see
Table 7 for complete results) and shows both bulk as well as surface phonons,
we used slabs of thickness greater than 2 nm to evaluate the different types of
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Figure 31: Pair distribution functions for the A-type apatite bulk and slab are
shown for the nearest neighbour interactions as well as similar site distribution.
There were no C-C pairs found below 5 Å distance in this material.

carbonated hydroxyapatite.

10.4.2 Type A carbonated apatite

In type A carbonated apatite the OH groups were replaced by CO2−
3 groups.

Despite this substitution, most PO4 groups show the same bond lengths as in the
hexagonal hydroxyapatite structure with a few groups deviating by up to 0.02
Å (c.f. Fig. 28 and Fig. 31). Whereas the Ca-O groups show some distortion
with the majority of sites showing a bond length of 2.4 Å. Spectroscopically,
substitution of carbonate in the OH site results in a loss of the OH spectral
bands and the introduction of carbonate related bands in the vibrational spectra
(Fig. 31a). For example, the IR active carbonate ν2 band was observed at 873
cm−1 and the ν3 antisymmetric stretch was found at 1519 and 1604 cm−1.
The ν1 carbonate symmetric stretch was only visible in the Raman spectra at
1130 cm−1. Phosphate related bands showed the same behaviour as described
for hydroxyapatite above, but the ν1 symmetric stretch shifted to 960 cm−1.
Although the exact band positions are about 10 cm−1 off between the DFT
model and experimental observations, a downshift of 10 cm−1 for the phosphate
symmetric stretch in the Raman spectrum has also been reported for synthesized
A-type carbonated apatite[184].

The most stable surface for this system was found to be the (100). In this
case, both sides of the slab were terminated by Ca and phosphate groups with
the carbonate groups occupying the Ca-ring structure about 3 Å below the
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surface (Fig. 32). As for the hexagonal hydroxyapatite, formation of a more
than 2 nm thick slab caused the formation of PO4 group with different bond
lengths. Although the C-O bond lengths were only minimally affected by the
presence of a surface, their shape became distorted as the internal angles in the
bulk-like centre of the slab were 117, 118 and 125◦ between O-C-O, whereas
the two carbonates close to the surface had angles of 119, 120 and 121◦ or
117, 119 and 124◦. A change in the Ca groups was also observed as a different
distribution of the Ca-O lengths as well as changes in the spacing between
different PO4 groups and Ca sites (c.f. Fig. 31c and Fig. 31d). In addition, as
before the slab showed a tripling of the bands present in the vibrational spectra.
This included clearly visible carbonate bands in the IR and Raman spectra due
to three distinct carbonate bearing Ca-ring channels in the three-layer slab,
one close to each surface and the third running through the centre of the slab
(Fig. 33). For example, in the carbonate ν2 spectral region, the most bulk-
like carbonate channel was found at 877 cm−1 (Table 10.4.2), thus was shifted
to higher wavenumbers than observed in the bulk. Whereas the carbonates
associated with the surface were found at 881 and 884 cm−1. Similarly, the two
ν3 antisymmetric carbonate stretch were split into six bands upon the formation
of the slab. However, no shift of the band related to an asymmetric stretch in
the [010] direction, or the bulk-like bands (found at 1604 cm−1) was found,
in contrast to the large shift to 1546 cm−1 for the asymmetric stretch along
[001]. In addition, unlike the ν2 bands where the surface related vibrations
were found at higher wavenumbers compared to the bulk-like, for the ν3 bands
the surface phonons were observed to appear at lower wavenumbers. For the
Raman active ν1 symmetric stretch of carbonate the bulk-like central channel
was shifted to 1128 cm−1 whilst the surfaces appear at lower wavenumbers e.g.,
1093 cm−1. There was, however, significant overlap with the surface and bulk
phonons related to the asymmetric stretch of phosphate that are also present in
this spectral region.
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Table 9: Carbonate group positions for different materials studied. (I) refers to bands that are predicted to have zero spectral intensity for a specific

simulation. abulk-like group in centre of slab, bsurface group.

CO3

mode
Activity A-type B-type AB-type (1x1x1) AB-type (2x2x1)

Bulk Slab Bulk Slab Bulk Slab Bulk Slab
ν4 IR (weak)

Raman
(strong)

661 (I)
675
697 (I)
721 (I)
761 (I)

662a (I)

677b (I)
688b (I)
696a (I)
701b (I)
716a (I)
721b (I)
739b (I)
758b (I)
762a (I)
788b (I)

705
714

702b

705a

708b

716b

718a

725b

729b

662
693
721
760

661a

677b

693a (I)
701b

716a

721b

738b

758b

761a

787b

664
691
719
782

659b

664a

688a

692a

706b

721a

738b

787a

ν2 IR 873 870b (I)

874b (I)
877a

878b (I)
893b (I)
895a (I)

875 868b

875a

876b

875
890

870b

874b

877a

878b

893a

895b

877
899

878ab

887a

892b

ν1 IR
Raman

1130 1090b

1093b

1101b

1106b

1130a

1134a

1108 1106a

1108b

1112a

1130b

1085
1091

1080a

1090a

1095b

1105b

1129b

1098
1127

1062b 1080b

1099a

1129a

ν3 IR (strong)
Raman
(weak)

1519
1605

1442b

1447a

1467a

1474b

1479b

1501b

1541a

1558b

1577b

1586b

1609a

1621b

1480
1562

1468b

1473b

1482a

1574a

1592b

1638b

1442
1468
1546
1593

1442b

1447a

1467a

1474b

1479b

1500b

1541b

1558b

1579b

1586b

1609a

1622b

1471
1503
1565
1610

1389b

1415b

1474a

1492b

1513a

1569a

1612a

1652b

89



10.4.3 Type B carbonated apatite

The bulk material of type B carbonated apatite (modelled in a simulation cell
as outlined in earlier works [235, 185]) showed a similar behaviour to the hy-
droxyapatite with little change in the nearest neighbour distances (c.f. Fig. 28
and Fig. 34). Similarly, the OH symmetric stretch was visible in the Raman
spectrum but had a very low intensity in the IR spectra. However, unlike the
bulk hydroxyapatite, the Raman spectrum already showed a splitting of the OH
symmetric stretch into two separate bands (Fig. 35) due to the change in the
symmetry of the material upon carbonate substitution from P63 to P1. When
the carbonate is substituted for phosphate with co-substitution of a neighbour-
ing Na+ in a Ca2 site, rather than OH as in the A-type carbonate, some C-O
bonds increase in length to 1.32 Å (Fig. 34). These changes resulted in a shift
of the carbonate antisymmetric stretch (ν3) doublet visible in the IR from 1519
and 1604 cm−1 in A-type carbonated apatite to 1480 and 1562 cm−1 in the
B-type. This is consistent with previous DFT and experimental studies[12].
In contrast, the carbonate bend was only shifted by 3 cm−1 in comparison to
the same band found in A-type carbonate. Again this shift agrees well with
reported computational work and experimental work[12, 268]. The phosphate
bands showed the same behaviour as the hydroxyapatite, with the exception
that the carbonate symmetric stretch was visible at 1108 cm−1 and obscured
the phosphate antisymmetric stretch in this spectral region.

Cutting the structure along the (100) plane resulted in a similar carbonate
distance from the surface to that found with the A-type carbonated apatite, but
now the (100) surface was Ca-terminated whereas the (100) also had exposed
OH groups. There is another carbonate site within the bulk at around 10 Å
from either surface. O-C-O angles within the carbonate changed from 119,
120 and 121◦ in the bulk-like site within the slab to 119 and 123◦ or 116, 120
and 124◦ in the carbonate groups at the surfaces. The presence of the surface
and the structural rearrangements that occur due to this resulted similar Ca-O
bond distances as well as a shortening of the distance between different Ca and
OH groups (Fig. 34). As observed for the hydroxyapatite slab, the number of
spectral bands tripled between the bulk and slab. Again, the vibrational modes
with the highest wavenumbers were associated with the Ca-terminated surface,
including those of carbonate. However, carbonate modes associated with the
bulk site were found at the lowest wavenumbers. Interestingly, the OH mode at
lower wavenumbers predicted for the bulk is absent in the spectrum of the cut
structure, whereas all surface related bands are located at higher wavenumbers
to the bulk band at 3778 cm−1.

10.4.4 Type AB carbonated apatite

Two sizes of simulation cell were tested for the AB-type carbonated apatite. In
the smaller cell incorporation of carbonate at both the A- and B-type sites means
that no OH was present in the simulation cell. The carbonate groups were also
separated by only 3.9 Å (Fig. 36), meaning that they are both localised around
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Figure 32: Optimized crystal structures of the A-type, B-type, and AB-type car-
bonated apatite surfaces in views along the periodic axes. The vividly coloured
atoms represent the unit simulation cell, while the transparently rendered ones
represent 2D periodic images. The thickness of the respective slabs is indicated
as well.
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Figure 33: Infrared and Raman spectra of apatite with carbonate substituting
for the OH group, thus A-type carbonate. The spectra for the bulk and a slab
with a thickness of 2.08 nm are shown and have been offset for clarity. Note, as
the carbonate group has replaced the OH groups there are no bands predicted
above 1700 cm−1.
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Figure 34: Pair distribution functions of the B-type hydroxyapatite between
nearest neighbours and similar sites in the bulk and the slab simulated struc-
tures.

the same Na+ ion within the simu- lation cell (Fig. 32). In contrast, expansion
of the simulation cell to double the size in the [100] and [010] direction enabled
us to probe the effect of a more diluted carbonate concentration and when the
carbonate groups are separated by more than 5 Å. The larger simulation cell also
included OH groups as not all were substituted by carbonate. Increasing the cell
size did not produce a difference in the spacing between nearest neighbours and
these spacings replicate those found in the other carbonated apatite structures.
However, extension of the cell parameters allowed us only to simulate the IR
spectrum as the Raman spectral features are more computationally expensive
to evaluate. Therefore, the information below focuses on the IR spectra only.

For both simulation cell sizes, the bulk AB-type carbonated apatite pro-
duced spectral features that are a mixture of both the A- and B-type carbonate
models described above. In both simulation cell sizes the phosphate dominant
v1 stretches were found close to 960 and 970 cm−1, consistent with what was
observed in the A- and B-type carbonated apatite simulations, respectively.
Similarly, in the larger simulation cell that included OH groups two dominant
vibrational bands were found in the OH stretching spectral region, comparable
with what was observed in the B-type model. However, interestingly the most
intense band in this region was found at much lower wavenumbers (3609 cm−1),
similar to what is observed experimentally in hydroxyapatite, even without tak-
ing into account the effects of anharmonicity. The carbonate ν2 region of the IR
spectra both A- and B-type carbonated apatite showed similar band positions,
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Figure 35: A comparison between the infrared and Raman spectra of B-type
carbonated hydroxyapatite for the bulk and slab with thickness of 2.45 nm.
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Figure 36: Next site pair distribution functions found for the bulk and slab of
the 1×1×1 and 2×2×1 simulation cell sizes of the AB-type carbonated apatite.
Note, in the 1×1×1 model all OH groups are substituted by a carbonate group
therefore there are no H-H distances to report. Similarly, the C-C distance in
the 2×2×1 simulation cell is larger than 5 Å thus was not plotted.
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873 and 875 cm−1, respectively. However, in the AB-type structure with the
small simulation cell these bands became separated with the A-type carbonate
apatite found at higher wave- numbers (891 cm−1). With the larger cell two A-
type sites ν2 bands were found at 887 and 892 cm−1, where the 892 cm−1 band
had the highest intensity. This is comparable to the relationship between these
bands reported in the literature, however, the A-type site is 10 cm−1 higher
than described previously for synthesised materials[293]. Similarly, the pres-
ence of both carbonate in A- and B-sites resulted in the doubling of the bands
found in the ν3 antisymmetric stretching region between 1450 and 1650 cm−1.
In the small simulation cell, these bands were found at lower wavenumbers than
in the A- or B-type models (Table 10.4.2). Whereas expansion of the model
to space the carbonates groups further apart resulted in the ν3 antisymmetric
stretching region that more closely corresponded with the band positions found
in the A- and B-type only models. Previous experimental work on AB materials
reported six bands in this region within the IR spectra, attributed to two differ-
ent A-type sites present in the materials synthesized[293]. In the smaller model,
A-type carbonate occupies only one site. However, in the larger simulation cell
there are indeed two different A-type and 2 different B-type sites present in the
bulk, which each produced multiple bands in the ν3 antisymmetric stretching
region (Fig. 37). Thus, the larger simulation cell is a better representation
of the structure found in synthetic AB-carbonated apatites. This is further
supported by the positioning of the ν1 symmetric stretch bands, which are ex-
pected to be IR and Raman active in this material, albeit with low intensity in
the IR spectra. For these bands the position found with the smaller simulation
cell showed an erroneously low band position for the A-type carbonate of 1080
cm−1 compared to that described from bone and dentine samples [268, 184].
In contrast, the presence of carbonate groups that are spaced further apart in
the structure resulted in a shift of the A-type carbonate band back to the same
position as found in the A-type only model (Table 10.4.2) that is also consistent
with previous observations of AB-type carbonated apatite materials as well as
bone and dentine. This is also consistent with the phosphate ν4 spectral region
findings where no bands are predicted between 520 and 530 cm−1 in the smaller
simulation cell. In contrast, experimental data of bone apatite does show bands
in this region [300] as does the 2×2×1 simulation of AB-type carbonated apatite
(comparative spectra reported in Fig. S1).

Unlike the A- and B-type carbonate apatite models, termination of the the
AB-type carbonated apatite along the (001) plane resulted in the production of a
slab with the B-type carbonate exposed at the (100) surface for both simulation
cell sizes. In addition, in the larger simulation cell the (100) surface contained an
A-type group. Introduction of the surfaces follows the same trend as observed
before where the number of bands triples for both sizes of simulation cell. As
for the OH groups in the hydroxyapatite and B-type carbonate, the carbonate
groups exposed at the surface of the smaller simulation cell show the highest
energy for the vibration, whereas the bulk groups (deeper than 10 Å into the
structure) had a band at the lowest wavenumber for a specific vibrational mode.
Although there are many bands in the spectral region between 1000 and 1200
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Figure 37: Infrared and Raman spectra of AB-type carbonated apatite modelled
in 1×1×1 simulation cell. Spectra are offset for clarity.
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cm−1 most bands were mixed modes between phosphate antisymmetric stretch
and carbonate symmetric stretch modes. For the bulk IR spectra two bands
were found for the carbonate ν2 domain at 875 and 890 cm−1, where the first
band corresponds to the B-type carbonate and the second to the equivalent
motion of the carbonate in the A-type site. Upon formation of a slab these
bands are split (Table 3) where new bands related the carbonate B-site are
shifted from the bulk by 5 cm−1. A-type carbonate showed a larger shift of 14
cm−1. This is consistent with a deformation of the carbonate sites where O-C-O
angles were originally 114, 120 and 126◦ or 118, 120 and 122◦ for A and B bulk-
like sites within the slab, respectively. Whereas these became 117, 119 and 124◦

or 114, 119 and 127◦ in the surface A and B sites, respectively. For the larger
simulation cell A type carbonate showed a shift of the ν3 and ν4 surface bands
to lower wavenumbers, whereas the ν2 band was shifted to higher wavenumbers.
In contrast, new bands appeared at both higher and lower wavenumbers related
to the surface B-type carbonate in the ν2 spectral region and the band was not
affected by changes in the structural environment.

10.4.5 Implications for bone related research

The exact surface configuration related to bone will be more complex than what
can be modelled here as surface stabilities are related to the adsorption of or-
ganic and inorganic components in the solutions from which the crystals grow,
the structural chemical substitutions and how adsorbed and substituted ions
vary as the bone/crystallites mature, all of which will affect the final crystal
morphology [301, 302]. However, the importance of surface phonons can be
evaluated initially by looking at the most stable surfaces of the structures sim-
ulated without adsorption effects, as these have the lowest surface energy and
thus the least difference to the bulk structure. The Raman ν1 phosphate mode
showed the least overlap with other vibrational modes in the different slab thick-
ness simulations of hydroxyapatite and showed individual bands for the groups
directly at each surface and within the centre of the three-layer slabs. Therefore,
this band has an intensity that was not influenced by other vibrational modes
in the hydroxyapatite model. As the surface phonons were so dominant in the
modelled hydroxyapatite, there was only a 1% change in intensity ratio related
to bulk and surfaces phonons of this mode between the 1.57 and 2.38 nm thick
systems. In the 2.38 nm thick system, the band position for phosphate in the
centre of the slab was the same as in the crystal bulk simulation. If the intensity
of a vibrational mode can be related to the concentration of a specific group
when site symmetry is retained e.g.,[303], then the intensity of the bulk sites
should increase linearly with increasing slab thickness. In contrast, the intensity
of the bands related to the surface sites would be expected to remain constant as
the slab thickness increases. Therefore, it is possible to estimate the importance
of the surface phonons on the Raman spectrum in systems with a thicker slab
than can be modelled (Fig. 38). In this case, the intensity ratios were found
assuming the in- tensities from the 2.38 nm thick slab system but doubling
the intensity of the bulk whilst holding the surface phonon intensity constant.

98



Based on this analysis in the smaller AB-type carbonated apatite system, as the
Raman activity cannot be modelled in the larger system, both the carbonate-
and phosphate-terminated surfaces would be expected to show a quarter of their
intensity when the hydroxyapatite slab thickness reached 8 nm. The contribu-
tion of the surface bands then becomes minimal at even larger sizes, consistent
with the thin film literature where sintered apatite particles estimated to be ∼
20 nm in size based on X-ray diffraction results and a maximum agglomeration
size of 50 nm based on scanning electron microscopy, already show bulk like
Raman and IR spectra with no clear evidence of additional bands or significant
broadening effects[304].

Given the plate-like structure reported for bone crystallites and their typical
thickness in the shortest direction of ∼ 5 nm [278, 305], which is perpendicular to
the surface with the largest area, surface phonons modelled for hydroxyapatite
should be able to influence the measured vibrational spectra. Our simulations
demonstrate that both small changes in bond length as well as distortion of site
structures has a large effect on the spectral features. Fig. 38 shows that different
bands may have varying contributions to the spectrum, but several bands that
are used to analyse carbonate content of apatites, e.g., the 1400 cm−1 IR bands
(ν3), are expected to be influenced by surface phonon contributions and as the
bands studied here reflect the phosphate and carbonate groups exposed at the
surface itself, it is expected that phonons related to other apatite surfaces will
show a similar behaviour[306].

There is a significant shift related to the Ca-terminated surfaces in the thick-
est hexagonal HAp system, which could be resolvable in vibrational spectroscopy
analysis. For example, reports of nano-apatite indicate that there is a shift
to higher wavenumbers for at least one IR phosphate asymmetric stretching
band[307], thus this could be a surface phonon effect. Comparison with bone
analysis demonstrates that multiple changes occur in the IR spectra that affects
both the phosphate and carbonate bands. Firstly, the phosphate ν4 domain
shows evidence for three new bands when poorly crystalline material is present,
two in the region between 520 and 530 cm−1, and two between 540 and 550
cm−1 that are attributed to HPO+

4 substitution within apatite. In addition, a
labile phosphate environment is invoked to explain additional bands in the 610 –
615 cm−1 region[300]. Whilst the production of a nanometre sized apatite slabs
did create new bands at lower wavenumbers, the maximum shift was 5 cm−1

in this spectral region. Therefore, previous reports of HPO+
4 environments in

bone apatite based on IR data deconvolution and identification of a band at 550
cm−1 cannot be accounted for by the presence of surface phonons. Secondly,
additional complexity in the shape of the band envelope for the carbonate ν2
modes has been attributed to the presence of A, B and non-apatitic carbon-
ate sites within bone crystallites[268]. The spectral positioning of this band is
comparable to the surface phonon carbonate ν2 modes in our B-type model as
well as smaller AB-type simulated cell. However, a similar shift was not ob-
served in the larger AB-type simulated system. Therefore, the ‘non-apatitic’
environment is probably a reflection of the presence of significant proportion
of surface sites in bone crystallites that are populated by carbonate groups.
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Figure 38: Estimates of the surface phonon contributions to vibration band in-
tensities for different bands with increasing thickness of the slab based on the
AB-type simulation. Ratios for the intensities of surface and bulk IR active
ν3 bands as well as Raman active carbonate ν4 and phosphate ν1 bands are
plotted against slab thickness. Cn refers to the different carbonate sites present
in the AB-type carbonated apatite. As there are two different terminations of
the slab both cases have been plotted individually where I refers to the surface
terminated with B-carbonate sites and II corresponds to the surface terminated
with phosphate groups.
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Similarly, the presence of a surface on the larger AB-carbonated apatite system
produces an IR spectrum that has a band with two bands between 540 and 550
cm−1 that have a third of the intensity of the 526 cm−1 band, demonstrating
that the band related to HPO−

4 can also be contributed to by surface phonons.
Tissue aging has been reported to produce bone with higher crystallinity [308]
with a concomitant decrease in the intensity of the non-apatitic environment
signal[309]. Our simulations indicate that increases in crystallite size, which is
also expected with aging[310], should produce a similar effect without chang-
ing the thickness of the reconstructed surface region, thus apparent loss of the
‘non-apatitic’ environment.

10.5 Conclusions

Density functional theory calculations of hydroxyapatite and carbonated ap-
atite structures conducted in this work show similar properties to synthesized
and natural materials related to their bulk configurations, and therefore are
expected to be good first representations of the structures that may be encoun-
tered in bone. Surface phonons were found up to 40 cm−1 from the position of
their bulk counterpart and shift to both higher and lower wavenumbers com-
pared to the bulk depending on the surface termination chemistry of the crystal.
This is contrary to quantum confinement effects that should be shifted to lower
wavenumbers and only enough to cause a band broadening effect[299]. Gener-
ation of slabs shows that the presence of surface phonons can be significant up
to nanometre thicknesses. They are estimated to remain visible in the spectra
beyond the thickness of apatite crystals in bone, where the largest surface area,
thus dominant surface phonons, should correlate with the shortest width of the
crystals. Shifts in the bands due to the presence of a surface should be mea-
surable in IR and Raman spectroscopy, however, the bands related to HPO+

4

substitution cannot be accounted for by surface phonon effects. In contrast, we
have observed the ‘non-apatitic’ environment signature in several of the tested
configurations.
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11 Summary and Outlook

The presented thesis covers two different fields exploiting the power of density
functional theory. DSSCs are the promising third generation of photovoltaic de-
vices and their modelling with the support of the DFT can lead to the massive
manufacturing process and commercialization. This provides a great opportu-
nity for the community to use cheap and eco-friendly resources and finally get
rid of the fossil fuels. Published papers in this thesis on DSSCs are mainly
expanding our knowledge with new findings concentrating on the local hybrid
functionals and many-electron dynamics. Local hybrids are a great alternative
to the other density functional approximations for such heterogeneous systems
at approximately the same computational cost as widely used global and range-
separated hybrid functionals. Results show that one needs to be very careful
using range-separated functionals since it yields unphysical level alignment with
wrong HOMO-LUMO description which is confirmed via electron dynamics sim-
ulation and it is overestimating the experimental values presented in related pa-
pers. This kind of inaccuracy can be related to the dominant long-range charge
transfer character and asymptotic behavior. With the local hybrid functionals
we notice a more balanced description of the excited states, in the dyes alone and
in combination with the semiconductor. The dyes structure needs to be closer
examined, especially when it has the two donor groups, concerning the location
of the HOMO orbital, if it is just on the one donor, then we need to include more
orbitals, near the HOMO, to get the stronger values in the oscillator strengths.
Calculated charged injection showed that we have some good candidates for the
improvement of the DSSCs with 60% to 80% of efficiency. Since this family of
flexible local hybrid functionals are still an ongoing development, we need much
more work and comparisons in order to draw some further conclusions. It would
be interesting to follow the group of range-separated local hybrids and use them
for such studies. Experimentalists are providing new set of dyes on daily basis
which are the key component in the whole nomenclature of the system. Their
different structure has a significant impact on the efficiency which is showed
through the variations of single and double donor dyes. Recent published pa-
pers are working on the investigation of the DSSCs with the Graphene Quantum
Dots (GQDs), as an incorporated layer inside the structure[311, 312, 313, 314].
Early results until now are showing the great perspective for this kind of an
approach. Dyes performance is improved in the sense of the higher oscillator
strengths and better light harvesting efficiency (LHE), while the combination
with the semiconductor is still an open question and is currently the subject
of an ongoing research. Our group is also heading at that direction, together
with the hope that the local hybrid functionals can significantly help in order
to improve the accuracy of the DFT and LR-TDDFT calculations.

Work on the apatite systems discovered a differentiation in Raman bands in
respect to the different orientations of the initial signal and that the presence
of the surface phonons can be decisive up to a nanometer size. Parallel oriented
laser in respect to the sample are showing the strongest sensitivity at the phos-
phate and carbonate groups, while perpendicular orientation is showing almost
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no bands. The IR and Raman spectra can accurately measure and show shifts
in the bands due to the presence of a surface phonons and their behaviour can
be divided and detected in comparison to the one in the bulk. The phonons at
the surface are found to be shifted to both, higher and lower wavelengths, which
is different from the predictions that it should be found only at the lower wave-
lengths regions. Also, phonons are very important and have significant inflence
even when the sample is just a few nanometres thick. These findings represent
an important part of a bone regeneration which is still a great mystery in scien-
tific community. Bone structures and minerals are diverse with age which can
lead to a serious diseases and non-apatitic environment. As a primary mineral
in toot enamel and matrix in bones (around 70% of mass), hydroxyapatite is
responsible for a several major parts in our body, such as the strength of the
bones and its structure, bone mineralization as a support for the vital organs
and toot enamel in order to protect our oral cavity and teeth form the bacte-
ria. Today, it is one of the most used mineral in biomedical applications through
bone and dental implants which helps in the bone replacement and regeneration
in medicine.
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[54] Lupan Oleg, V.M. Guérin, Ion Tiginyanu, Veaceslav Ursaki, Lee Chow,
and Helge Heinrich. Vertically-oriented well-aligned zno nanowires arrays
electrodeposited on ito-coated glass and their integration in dye-sensitized
solar cells. J. of Photochem. and Photobio. A: Chem., 211:65–73, 03 2010.

[55] Deok-Woo Han, Jongkyu Heo, Dong Joo Kwak, Chi-Hwan Han, and
Youl Moon Sung. Texture, morphology and photovoltaic characteristics
of nanoporous f:sno2 films. J. of El. Eng. & Tech., 4:93–97, 2009.

[56] Yosuke Fukai, Yusuke Kondo, Shogo Mori, and Eiji Suzuki. Highly efficient
dye-sensitized sno2 solar cells having sufficient electron diffusion length.
Electrochem. Comm., 9(7):1439–1443, 2007.

[57] Christophe Bauer, Gerrit Boschloo, Emad Mukhtar, and Anders Hagfeldt.
Ultrafast studies of electron injection in ru dye sensitized sno2 nanocrys-
talline thin film. Int. J. of Photoen., 4, 01 2002.
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Tommasini, and Carolyn M. Macica. Vibrational spectroscopic analysis
of hydroxyapatite in hyp mice and individuals with x-linked hypophos-
phatemia. Therapeutic Adv. in Chronic Disease, 9(12):268–281, 2018.
PMID: 30719271.

[274] Carolyn M. Macica, Helen E. King, Meina Wang, Courtney L. McEachon,
Catherine W. Skinner, and Steven M. Tommasini. Novel anatomic adap-
tation of cortical bone to meet increased mineral demands of reproduction.
Bone, 85:59–69, 2016.

127



[275] C. Combes and C. Rey. Amorphous calcium phosphates: Synthesis, prop-
erties and uses in biomaterials. Acta Biomaterialia, 6(9):3362–3378, 2010.

[276] Stanislas Von Euw, Yimin Wang, Guillaume Laurent, Christophe Drouet,
Florence Babonneau, Nadine Nassif, and Thierry Azäıs. Bone mineral:
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