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Abstract

This dissertation presents a comprehensive study on novel lidar segmentation techniques and their
applications.

The first part focuses on the development of neural networks and heuristic algorithms to perform
tasks such as instance, semantic, and panoptic segmentation of lidar point clouds. These methods

have made significant advancements and hold promise for various practical applications.

The second part introduces novel techniques in lidar augmentation and domain adaptation. These
methods enhance the performance of segmentation algorithms, ensuring their robustness in the face
of changes in sensor configuration and environmental conditions. Furthermore, they enable the
training and application of segmentation networks with high effectiveness, even when dealing with
limited or no annotations.

In the third part novel applications based on lidar segmentation are introduced. The applications
include the creation of maps that represent the environment’s geometric and semantic informa-
tion, real-time object recognition on a single CPU core, and re-simulation environments designed
specifically for training advanced driver assistance systems.

Furthermore, the techniques devised in the second part were adapted and applied in a public
object recognition competition, where the proposed method secured the first-place position, further

validating their effectiveness and superiority.

The research findings from this study serve as compelling evidence for the effectiveness and efficiency
of the proposed methods. These methods hold significant practical value in real-world scenarios and
contribute to the advancement of lidar segmentation for autonomous systems. By showcasing their
applicability and impact, this work paves the way for further developments and improvements in the
field, ultimately driving progress in autonomous systems.






Zusammenfassung

Diese Dissertation bietet eine umfassende Studie iiber neuartige Lidar-Segmentierungsverfahren und
ihre verschiedenen Anwendungen.

Der erste Teil der Studie konzentriert sich auf die Entwicklung neuronaler Netze und heuristischer
Algorithmen fiir verschiedene Lidar-Punktwolken-Segmentierungsaufgaben, einschlieSlich Instanz-,
semantischer und panoptischer Segmentierung. Diese Methoden haben signifikante Fortschritte
erzielt und weisen grofles Potenzial fiir praktische Anwendungen auf.

Im zweiten Teil der Dissertation werden innovative Techniken zur Lidar Datenaugmentierung und
Dominenanpassung vorgestellt. Diese Techniken verbessern die Leistung der Segmentierungsalgo-
rithmen und gewihrleisten ihre Widerstandsfihigkeit gegeniiber Anderungen der Sensorkonfiguration
und der Umweltbedingungen. Dariiber hinaus ermoglichen sie ein effektives Training und den Einsatz

von Segmentierungsnetzwerken, selbst bei begrenzten oder fehlenden Annotationen.

Im dritten Teil werden neue Anwendungen auf der Grundlage der Lidar-Segmentierung vorgestellt.
Die Anwendungen umfassen die Erstellung von Karten, die die geometrischen und semantischen
Informationen der Umgebung darstellen, Objekterkennung in Echtzeit auf einem einzigen CPU-Kern
und Re-Simulationsumgebungen, die speziell fiir das Training fortschrittlicher Fahrerassistenzsys-

teme entwickelt wurden.

Weiterhin wurden die im zweiten Teil vorgestellten Techniken angepasst und erfolgreich in einem
offentlichen Wettbewerb zur Objekterkennung angewandt, wo sie den ersten Platz belegten, was ihre
Effektivitit und Uberlegenheit weiter bestiitigt.

Die in dieser Studie vorgestellten Forschungsergebnisse liefern tiberzeugende Beweise fiir die Wirk-
samkeit und Effizienz der vorgeschlagenen Methoden. Diese Methoden besitzen einen praktischen
Wert in realen Szenarien und tragen zur Weiterentwicklung der Lidar-Segmentierung fiir autonome
Systeme bei. Durch die Demonstration ihrer Anwendbarkeit und Wirkung schafft diese Arbeit die
Voraussetzungen fiir weitere Fortschritte und Verbesserungen auf diesem Gebiet und treibt letztlich

den Fortschritt bei autonomen Systemen voran.
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Introduction

Autonomous vehicles, or self-driving cars, have the potential to revolutionize transportation and
improve safety by eliminating human error. These vehicles use various sensors, such as cameras,
radar, ultrasonic, and lidar, to constantly scan their surroundings and make decisions based on the
collected data. By reducing the number of accidents caused by human factors such as distracted
or impaired driving, self-driving cars can enhance road safety. Furthermore, they can provide
greater mobility for elderly or disabled individuals who currently face transportation challenges
[65]. However, to gain acceptance from society and regulators, self-driving cars must demonstrate a
higher level of safety than human drivers, who already have a 99.999819% success rate in avoiding
crashes [64]. To achieve this, self-driving cars must process vast amounts of data from sensors and
other sources in real-time. This requires advanced machine learning algorithms and cutting-edge

engineering to ensure safe operations in various scenarios.

Creating a precise and dependable model of the environment is one of the primary challenges in
autonomous vehicle perception [146]. Humans create mental models of the environment using
various cognitive and sensory mechanisms, a complex process that accurately represents the shape,
position, properties, and context of all objects [170]. In contrast, lidar sensors, for example, generate
a three-dimensional point cloud of the environment by emitting laser light and measuring the time
it takes for the reflections to return [90]. Although the point cloud provides a rich and detailed
representation of the environment, it lacks inherent meaning or semantics. Therefore, specialized
algorithms and techniques are required to extract high-level abstract characteristics of the point cloud
data that are relevant and meaningful to the task at hand.

Lidar segmentation plays a crucial role in enabling autonomous vehicles to "see" and navigate through
their environment safely and efficiently, much like how human perception works. It involves breaking
down a point cloud obtained from a lidar sensor into smaller parts that correspond to different objects
or features within the environment. This is done by analyzing the characteristics of each point in
the cloud, namely its location and intensity, to determine which object it belongs to. By segmenting
the point cloud in this way, it becomes possible to detect and classify different objects within the
environment, such as vehicles, pedestrians, and obstacles. Lidar segmentation adds the missing
inherent meaning to the point clouds as explicit labels. These enable the autonomous vehicle’s
perception system to understand the layout and structure of the environment. This information is

crucial for anticipating and responding to dynamic events, such as a pedestrian crossing the road.

To provide some context, lidar segmentation is a well-studied problem in the field of autonomous
vehicles, and there are many approaches and algorithms that have been proposed in the literature to
segment separate instances of objects in general [149, 45, 220, 99] and specific objects and parts of
the environment [161, 162, 228, 7, 61, 132]. However, despite the progress made in this area, there

are still several challenges that need to be addressed.



One of the main challenges is the complexity and variability of the real-world environment [146].
Lidar sensors can generate noisy and incomplete data due to factors such as occlusions, reflections,
and interference from other sources [90]. Additionally, the geometry and appearance of objects can
vary greatly depending on factors such as sensor type [30, 166, 42, 60], environment [121], weather
[204], and seasonal changes [50]. These factors can make it difficult to develop robust and accurate

algorithms that are able to handle a wide range of scenarios.

Another challenge is the need for real-time processing and decision-making [146]. Autonomous
vehicles must be able to perceive and understand their environment in real-time to make safe and
timely decisions. This requires lidar segmentation algorithms that are efficient and fast enough to
process large amounts of data in real-time [45, 220, 99, 133].

Finally, there is a need for standardization and interoperability in algorithms that model the en-
vironment in autonomous vehicle perception. The integration of various sensor sources, such as
lidar, camera, and radar data, is crucial for creating a more complete and accurate model of the
environment. Combining different sensors using multi-modality and joint sensor reference frames
allows for capturing complementary information, improving the overall perception system’s relia-
bility and safety [62]. However, the integration of different sensor sources is a complex task that
requires advanced algorithms and techniques to handle the varied nature of data from different
sensors. Therefore, developing accurate and robust algorithms that can effectively utilize information
from different sensors is a critical challenge for the field of autonomous vehicle perception in general
and especially for segmentation of different sensor data.

This thesis investigates the role of lidar segmentation in the perception system of autonomous
vehicles and presents novel approaches to improve its accuracy and efficiency. The main research
question driving this work is oriented towards the presented challenges:

How can lidar segmentation be utilized to enhance the capabilities and improve the safety of
autonomous vehicles?

The ideas and methods proposed in this thesis are evaluated based on their practical application in
the automotive industry. Lidar segmentation is a complex problem that involves balancing various
conflicting goals, such as high performance and low cost or real-time run-ability in a vehicle and high
fault tolerance. Furthermore, there is a trade-off between the benefits of three-dimensional dense
information and its usability in navigation and decision algorithms. To address these challenges, this
thesis focuses on three variations of the main research question:

e How can lidar segmentation be enhanced?
e How can the training cost of lidar segmentation be reduced?

e What are feasible use cases of lidar segmentation for autonomous vehicles?

Chapter 1



1.1

This thesis introduces novel approaches to enhance lidar segmentation performance, resulting in
the extraction of valuable information from point clouds. The proposed algorithms and specialized
techniques represent significant advances in the field, addressing critical challenges in autonomous
vehicle perception systems. The research contributes to multiple aspects of autonomous vehi-
cle perception, highlighting the potential of lidar segmentation to improve safety, reliability, and
performance.

In CuaptER 2, the fundamental concepts of lidar sensors, machine learning, and segmentation are
outlined as they form the basis for the subsequent chapters and methods. Understanding these
concepts is crucial to comprehending the methods presented in this thesis.

The main body of this thesis is divided into three parts, each addressing one of the formulated
research questions.

In Part I, novel approaches for lidar segmentation are presented. These new methods were developed
to address the question of how lidar segmentation can be enhanced in general. These methods
include the FLIC (Fast Lidar Image Clustering) algorithm for real-time instance segmentation, the
RangePillars network for semantic segmentation, and two new methods for panoptic segmentation.

In Part II, the focus shifts to reducing training costs for lidar segmentation and enhancing the
robustness, thus aiming to answer the second formulated question "How can the training cost of
lidar segmentation be reduced?". The SAPCA (Structure Aware Point Cloud Augmentation) method
improves all metrics of semantic segmentation networks and outperforms state-of-the-art semi-
supervised methods while drastically reducing the amount of data needed for a well performing
segmentation network. Furthermore a novel domain adaptation method is presented, which improves
the generalization and robustness of semantic segmentation enabling the successful reuse of already

labeled data of a given sensor for entirely new lidar sensors.

The last part of this thesis, Part III, concludes by exploring new potential applications of lidar
segmentation in autonomous vehicles, advanced driver assistance systems and the application of
segmentation techniques for object detection tasks. These novel applications are proposals to answer

the third question of feasible use cases of lidar segmentation for autonomous vehicles.

Overall, this thesis presents novel methods of lidar segmentation, techniques for lidar segmentation,
and applications derived from lidar segmentation. The proposed methods are rigorously evaluated
using real-world data in challenging environments, with a focus on improving performance and
runtime, among other factors. This work emphasizes the importance and value of lidar segmentation
not only in the context of autonomous vehicle perception, but also in other fields, and provides
valuable insights and suggestions for future research and development in this area.

11



1.2

Parts of this dissertation have been published in the following peer-reviewed conference articles

(main contributor):

Frederik Hasecke, Lukas Hahn, and Anton Kummert

"FLIC: Fast Lidar Image Clustering"

10th International Conference on Pattern Recognition Applications and Methods
(ICPRAM), 2021

Best Student Paper Award

Covered in CHAPTER 3

Frederik Hasecke, Martin Alsfasser, Anton Kummert

"What Can be Seen is What You Get: Structure Aware Point Cloud Augmentation”
33rd IEEE Intelligent Vehicles Symposium (IV), 2022

Covered in CHAPTER 6

Frederik Hasecke, Pascal Colling, and Anton Kummert

"Fake it, Mix it, Segment it: Bridging the Domain Gap Between Lidar Sensors"
12th International Conference on Pattern Recognition Applications and Methods
(ICPRAM), 2023

Covered in CHAPTER 7

Two proposed methods in this thesis were part of collaborations. Own contributions are listed in each
case. The two approaches were published in the following conference article and patent application:

Lukas Hahn, Frederik Hasecke, Anton Kummert

"Fast Object Classification and Meaningful Data Representation of Segmented Lidar
Instances"
23rd IEEE International Conference on Intelligent Transportation Systems (ITSC), 2020

Covered in CHAPTER 5.2 and CHAPTER 8.2

Own contributions:

e Major contributions to the idea of the content of the article.

e Implemented and conducted major parts of the experiments.

Chapter 1



Lukas Hahn, Maximilian Schaefer, Kun Zhao, Frederik Lenard Hasecke, Yvonne

Schnickmann, Andre Paus
"Detection System for Predicting Information on Pedestrian"
US Patent US20220242453A1, 2022

Partly covered in CHAPTER 8.2

Own contributions:

e Contributions to the idea of the content of the patent.

e Minor contributions to the literature research and review.

Furthermore, a part of this thesis has been published as a winning challenge submission report,
which was not peer-reviewed prior to its publication on the workshop website. Additionally, there

are two more patents, which are still pending at the time of writing.

Frederik Hasecke and Anton Kummert

"Report on the LiDAR Self-Supervised Learning Challenge: Learning From a Limited
Amount of High-Resolution LiDAR Data"

ECCV workshop on 3D Perception for Autonomous Driving, A workshop at the European
Conference on Computer Vision (ECCV), 2022

First Place Winner

Covered in CHAPTER 8.4

Frederik Lenard Hasecke, Sonke Behrends
"Method, Device, and Computer Program for Determining a Change in Position and/or

Orientation of a Mobile Apparatus"
US Patent US20220217499A1, 2022
Covered briefly in CHAPTER 8.1

Own contributions:
e Major contributions to the idea of the patent.
o Implemented and conducted all experiments.
o General editing of the patent draft.

Frederik Lenard Hasecke, Moritz Luszek
"Data Structure for Efficient Training of Semantic Segmentation Models"
EU Patent 23154924.7, 2023

Covered in CHAPTER 8.1

Own contributions:
e Major contributions to the idea of the patent.
e Implemented and conducted all experiments.
o General editing of the patent draft.
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Finally, it must be mentioned that parts of the work in this dissertation already had their roots in the
authors master’s thesis. Parts related to it can be found in cHAPTERS 3, 5.2 and 8.2.

Frederik Hasecke

"Extended Object Detection and Classification with Combined Lidar and Camera Sensor
Data"

Master’s Thesis, 2020
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Fundamentals

This chapter provides an overview of the fundamental concepts related to lidar sensors, machine
learning, and segmentation. The goal is to provide a strong foundation for the subsequent chapters
and methods presented in this thesis.

It is important to note that some of the formulations and variable namings introduced in this chapter
may not be directly transferred across chapters. For example, the distance d represents the distance
between the lidar sensor and an object in CHAPTER 2.1, but in CHAPTER 3, it refers to the distance
between two lidar points, independent of the lidar sensor’s position.

In this chapter, the basic principles of lidar sensors, including how they work, their components,
and the different types of lidar sensors, will be introduced. The basics of machine learning and
segmentation, including different approaches to machine learning, neural networks, and popular
segmentation methods, will also be covered. Throughout this thesis, consistency and clarity are
ensured by using a notation convention in which vectors are denoted in bold letters.

2.1

The work presented in this thesis is based on automotive lidar sensors. This section will briefly
present the underlying principles as well as the most common types of such sensors used in the
automotive industry.

Lidar sensors are a type of remote sensing technology that uses lasers to measure the distance to
objects. Lidar sensors are commonly used in autonomous vehicles for perception tasks and feature a
transmitter module and a receiver module that allow them to function mostly independent of ambient
conditions. They measure depth information using the time of flight principle:

co-t
d="2"
2 9

(2.1)
where the time 7 € R, is measured between the emission of a light pulse and the reception of its
reflection after it reflected of a target. The flight time is multiplied by the speed of light ¢¢ in %, to
calculate travel distance. This total distance is divided by two to receive the distance d in meters (1)
to the object, as the light travels to the object and back again [90].

The returns from a laser are not represented as discrete values, but rather as continuous values
because the response to short light pulses that are reflected by an object and received back by the
sensor follows a Gaussian distribution, which is a continuous probability distribution characterized
by a bell-shaped curve [90]. The mean g and variance o> of the distribution are dependent on various
factors such as the distance of the object and atmospheric conditions. This is shown in Ficure 2.1 a.



Sender

Receiver

Receiver b

Receiver ¢

Receiver d

Time

Pulse Response of a Lidar at Different Conditions. The same impulse (red) is sent out at the
same object with four different environmental conditions: A simple pulse response with a single
target (a), multiple responses due to a partial reflection by a raindrop (b), a soft pulse response
caused by a cloud of condensation (c) with a weaker target object response. And lastly a missing
response due to the absorption and scattering of the light by particles in the air (d).

However, there can also be several peaks resulting from a single light pulse. This occurs when a
laser beam is reflected back by multiple objects. This can happen, for example, through a raindrop or
a pane of glass which reflects part of the laser beam back to the receiver, while most of the emitted
beam hits the target behind the quasi-transparent target. FiGure 2.1 b shows the Gaussian distribution
of such a scenario. Likewise, each emitted laser beam has a cross-sectional area of the beam that
depends on the manufacturer. When hitting a solid target with only a part of the cross section, only a
part of the beam is reflected to the receiver. A second return is caused by the next object the rest of
the beam hits. Some lidar sensor manufacturers therefore allow the output of multiple depth values
per emitted laser beam to measure these multiple targets. Automotive lidar manufacturers usually
provide two returns, the strongest peak as well as the last measurable peak [103, 199], airborne lidar
even offer up to five return values [142]. The pulse response can also be a "soft" response or no
response at all due to environmental influences such as increased back-scattering from particles in
the air and absorbed light in the transmission respectively. These responses are shown in FIGURE 2.1
candd.

The intensity of the return peaks from a laser can reveal important information about the reflectivity of
target objects. This intensity is measured in watts (W), the unit of power or radiant flux, representing
the rate at which energy is transferred. The incident power of the laser determines the rate at which
it emits electromagnetic radiation, typically in the form of light. However, when the laser light
encounters an object, only a portion of it is reflected back, resulting in a decrease in the reflected
power compared to the emitted power. This is due to geometric influences, but also factors such
as absorption and scattering. To account for these influences, the general lidar equation is used in

atmospheric research [204]. In its simplest form, the equation is:

Pu=K Gq Ey, (2.2)
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where the received power P measured in W reflected from a distance d is composed by three
factors: lidar system performance K, geometric property G4 at distance d, and the range-dependent
environmental back-scattering and transmission coefficient E; [204]. The same equation is used
for automotive lidar sensors [194], as the equation takes the differences in range and environmental
conditions into account.

The system constant K depends entirely on a priori values: The average power of a single laser
pulse Py in W, the temporal pulse length 7 in seconds (s), the area of the receiver module A,.ceiver in
square meters m?, the overall unitless system efficiency 7 and the speed of light ¢ in =

coT

K =Py — Areceiver n. (23)

The incident power and wavelength of automotive lidar sensors can vary depending on the specific
type of sensor and the manufacturer. Both are known, predefined properties. Automotive lidar
sensors typically use low-power lasers with wavelengths in the near-infrared range. The exact
power of the laser beam can vary, but most automotive lidar sensors use relatively low power to
minimize the potential risk to human eyesight [90]. The wavelength is usually 905 nanometers (nm)
or 1,550 nm [129]. These wavelengths are outside the range of human vision and are considered safe
for use in automotive applications. 1,550 nm lasers have better eye safety and longer detection range
than 905 nm lasers, but they are approximately 145X more absorbed by the atmosphere, making
them 4 — 5x worse in detecting targets in rain and fog than their 905 nm counterparts. Moreover,
1,550 nm lasers have 97% less reflectivity in snow and consume on average more than ten times as
much power compared to 905 nm lasers [137]. Therefore, the choice of laser wavelength in lidar
systems involves trade-offs between eye safety, detection range, and targeted environments.

The geometric factor, G4, present in Equartion 2.2, incorporates both the surface area of the target,
Ay (in square meters), at a given distance d, and the dimensionless reflectance factor, «, of the object.

This relationship is expressed as:
Ag

Gd—E'K.

24)
Lidar operates by emitting a narrowly focused light beam towards a target, with the beam’s dispersion
reflected in the surface area of the target, A;. When the beam strikes the target, it scatters in all
directions, forming a spherical pattern of light. The lidar receiver captures only a fraction of this
scattered light, and due to the spherical scattering, the captured light decreases as the square of the

distance from the target, d.

To elaborate, the decay in signal strength with increasing distance adheres to a quadratic law, since the
receiver intercepts only a portion of the light scattered from a sphere with radius d. This intercepted

Ag

fraction is directly proportional to the solid angle, 7 which symbolizes the lidar system’s field of

view for scattered light at a given distance d [90].

The geometric factor of the lidar distinctly varies from the doubled inverse-square law typically found
in light sources or radar systems. These systems feature two-way propagation, causing spherical
scattering during both the outbound and return journeys. This bi-directional dispersion considerably
affects the received light or radar signal, culminating in a quartic dependency on distance in the radar
equation, denoted as 1/d*.
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Reflectivity of Different Surfaces. An ideal white Lambertian surface reflects 100% of the light
that it is struck by in a diffuse manner, meaning that the light is reflected equally in all directions.
In contrast, a dark Lambertian surface absorbs most of the light that it is struck by and reflects
only a small portion of it diffusely and uniformly in all directions. A specular surface, on the
other hand, reflects light in a specific direction, resulting in no emitted light from the lidar sensor
reaching the receiver. Retro-reflectors are surfaces that are designed to reflect light back to its
source through multiple reflections, and therefore tend to have higher reflectance compared to a
Lambertian surface. In the real world, most surfaces have a combination of gray Lambertian and
specular properties, with a varying degree of reflectance towards the receiver module.

The reflectance « in EqQuation 2.2 is a measure of the fraction of incident light that is reflected by a
surface. It is typically represented as a value between O and 1, where O indicates that the surface
absorbs all incident light and 1 indicates that the surface reflects all incident light. Reflectance is
similar to reflectivity, but it is usually defined for a specific angle of incidence and wavelength of
light. For example, the reflectance of a surface at a specific angle of incidence 6 in radians and

wavelength A in m is defined as:
ACRY

S L6’

where «(6, 1) is the reflectance of the surface at angle 8 and wavelength A, 7,(6, 2) is the intensity

«(0, )

(2.5)

of the reflected light at that angle and wavelength in watts per square meter (%), and /;(6, ) is the
intensity of the incident light at that angle and wavelength. The intensity of the reflected light can
also be entirely different for the same inclination angle and the same wavelength given the influence
of the surface property of the target object. In the case of a Lambertian reflection, i.e., an equally
strong reflection in a semicircle independent of the angle of incidence, the reflectance for a defined
inclination angle and wavelength is given by

> (2.6)

where I" is the reflection property of the target. Specular surfaces, like glass or polished metal, have a
very low reflectance at all angles except for the angle at which light is reflected off them. This means
that these types of surfaces have a high degree of reflectivity only when viewed from the angle at
which light is reflected off. In Ficure 2.2, the influence of various surfaces on the reflection intensity

is shown. In reality there is no known material that exhibits a true Lambertian property [106].

The last term of the lidar Equation 2.2, the environmental term E,4, consists of the back-scattering 84
and the transmission a4, both of which depend on the distance d, which furthermore corresponds to
the length of the volume that the laser beam traverses. Further, both terms depend on the size, number,
nature, refractive index, and shape of all particles within the volume that the laser beam traverses. In
sunny weather with little dust and moisture in the air, these two terms have a neglectable influence
on the final reflection intensity, while they dominate in rainy, foggy and polluted environments. This
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is also shown in FiGure 2.1 for three receivers b, ¢ and d in which a laser beam traverses rain, a
cloud of fog and a heavily polluted environment respectively. In summary, the lidar equation can be

written as follows

cT Ag
Pys=Py ?Areceiver n EKH,F Ba ag. 2.7)

If the system parameters that are known in advance are summarized as ¢

cT Areceiverr]

) ) (2.8)

co= Py

and fixed variables such as the wavelength are omitted, the only variables that remain are the light
fall-off, the target surface reflectance and the environmental influence

reflectance
d —
Pig=co — “ker Paaad - (2.9)
d SN—
— environment
fall-oft

The reflection intensity values are usually normalized by the distance and quantized as an 8-bit value
range. The resulting intensity values are therefore a combination of the inclination angle of the laser
beam 6, the reflection property I of the target, and the prevailing environmental conditions 8, and
ay for the back-scattering and transmission of the traversed volume

reflectance
P d dz — =
= Kkor  Pa@a - (2.10)
co Ad SN——
— environment

quantized intensity

Most surfaces in the real world exhibit a mixture of Lambertian and specular properties, due to
which the relative intensity value can not draw direct conclusions onto the surface properties of the
targets without the entrance angle and the surface orientation of the target.

The points described so far refer to the functionality of individual lidar modules. A full lidar sensor
is a complete system that includes multiple lidar modules, as well as additional components such as
a processor, memory, and a communication interface. The full lidar sensor uses the data from the
individual lidar modules to create a three-dimensional map of the environment. This is usually done
by moving parts within the lidar sensor, that move the lidar modules around a defined point of origin
and measure the distance to a relative angle offset of a defined zero angle position in the vertical and
horizontal position. In the following section the most common types of lidar sensors are described in

more detail.

211

There are two main types of lidar sensors used in the automotive industry: mechanical lidar and
solid-state lidar [218, 118].

Mechanical lidar sensors usually use a spinning module to sweep multiple stacked laser beams across

the surrounding environment. The emitter-receiver modules are typically mounted on a rotating
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platform that spins around a central axis to capture continuous recordings of the entire environment
in a 360° panoramic view in a sweeping pattern [118, 134, 218].

Solid-state lidars have multiple implementation methods but share the underlying principle of little
to no moving parts. In general there are four solid-state lidar methods: Microelectromechanical

systems, flash lidar, optical phase array and frequency-modulated continuous wave lidar [118].

e Microelectromechanical lidar sensors (MEMS) use tiny mirrors, that can be tilted by ap-
plying a voltage. This allows the system to scan the environment without using mechanical
scanning hardware. The receiver aperture which determines the signal-to-noise ratio, is
typically quite small for MEMS systems. To scan the environment in multiple dimensions,
multiple mirrors are used.

o Flash lidar uses a single large laser pulse to illuminate the environment and a focal plane
array of photo-detectors to capture the reflected light. This allows it to capture the entire scene
in a single image which is faster than the mechanical scanning method used by other lidar
sensor systems but requires a laser with a power output much higher than other lidar types and
is blinded by retro-reflectors, rendering it useless in an automotive context.

o Optical phased array (OPA) lidar is similar to phased-array radar. It uses an optical phase
modulator to control the phase and amplitude of light waves passing through the lens which
allows the system to "steer" the laser beam without mechanical moving parts. This makes
OPA lidar more reliable and efficient than other types of lidar.

¢ Frequency-Modulated Continuous-Wave (FMCW) lidar uses brief chirps of frequency-
modulated laser light to measure both distance and velocity. This method is simpler in terms
of computational load and optics compared to other types of lidar, but the chirp generation
adds complexity.

The sensors of the datasets [87, 39, 13, @112] used in this thesis use mechanical lidar sensors [196,
197, 199, 103] and, most likely, microelectromechanical lidar sensors [@111]. The latter is not
confirmed, as the sensor manual is not available at the time of writing.

In general, the type of lidar sensor used in a particular application will depend on factors such as the
required range, field of view, and resolution, as well as the need for real-time processing and the
constraints of the system. Rotating lidar sensors may be more suitable for applications that require
fast scanning and a wide field of view, while solid state lidar sensors may be better for applications

that require high resolution and a compact physical form.

2.2

"Deep learning is a type of machine learning that involves using artificial neural networks to learn
from data. These neural networks are composed of multiple layers of interconnected nodes which
process and transform the input data into a more useful form. The goal of deep learning is to
allow the model to automatically learn and improve from experience, without the need for explicit
programming. This is achieved by training the model on large amounts of labeled data and using
powerful computational resources to optimize the model’s performance. Deep learning has been used
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to achieve state-of-the-art performance in many fields, including computer vision, natural language
processing, and speech recognition."

It may not be surprising to the reader that the previous paragraph, was actually written by an artificial
neural network in response to the prompt "What is Deep Learning?" [176]. This is due to the fact
that deep learning has a transformative effect on numerous fields, and has already fundamentally
changed the way we approach many problems.

Deep learning also had a significant impact on lidar segmentation and other lidar perception tasks.
Previously, hand-crafted features and heuristic algorithms were the primary methods used for tasks
related to automotive and robotics perception. However, deep learning has now surpassed these
approaches in nearly every category. The following section will provide a brief overview of deep
learning, including an introduction to feedforward neural networks, convolutional neural networks,
and deep learning neural networks specifically designed for segmentation. In the final section of this
chapter, the use of lidar data with neural networks is briefly discussed, highlighting the integration of

three-dimensional point clouds with deep learning approaches.

2.2.1

A feedforward neural network is a machine learning algorithm inspired by the human brain. It has
multiple layers of interconnected neurons, where each neuron receives input from other neurons and
produces an output that is passed on to the next layer. The output of the final layer is the output
of the entire network. Supervised tasks of feedforward neural networks involve using input data
to produce an associated desired target output. The neurons in the network are trained to give the
desired output for a given input by adjusting their weights and biases in order to minimize the error
between the predicted output and the desired output. This process is known as training the network.
Once the network has been trained, it can use the learned relationships between input and output to
predict the desired output for new input data.

In more detail, the inputs to each neuron of a feedforward neural network are combined with weights
and biases to produce the output of each neuron. This is shown by the following equation:

P=fwy*x1 +woxx+...+w, xx, +b), (2.1

where x1,x7, ..., x, are the input values, wy,w», ...,w, are the weights, b is the bias, f is the activation
function and J is the predicted output of the neuron.

The activation function determines the output of each neuron in the network. It is typically a non-
linear function that maps the input to the output in a way that allows the network to learn complex
patterns in the data. A common activation function is the sigmoid function which is defined as

1
flx) = ; (2.12)
e
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Common Activation Functions of Neural Networks. The sigmoid activation function is plotted
in orange, the ReLU in dashed cyan, the leaky ReLU in dotted red and the fanh in dash-dotted
green.

where x is the input to the activation function and e is the base of the natural logarithm. There are
several other commonly used activation functions in neural networks, such as the hyperbolic tangent
(tanh) function

X —e X
=— 2.13
fo= S (2.13)
the rectified linear unit (ReLU) function
f(x) = max(0, x) (2.14)
and the leaky ReLU function
f(x) =max(a-x,x) (2.15)

where a is a small constant value, e.g. 0.1.

All four activation functions are plotted in Ficure 2.3. Each of these activation functions has its own
characteristics and advantages, and the choice of which activation function to use can depend on the
specific problem and the type of data that is being processed. In general, the sigmoid function is
often used in the output layer of a network when the output is a probability, while the ReLU function
is often used in the hidden layers of a network to improve the speed and performance of the network
[89].

During training, the weights and biases of a neural network are adjusted in order to reduce the error
between the predicted output and the desired target. This is done by computing the gradients of
the loss function with respect to the weights and biases using the backpropagation algorithm. An
optimization algorithm such as stochastic gradient descent (SGD) is used to update the weights and
biases based on these gradients. This process is repeated for multiple iterations until the network has
been fully trained and the error no longer decreases.
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The error of the predicted output § to the desired target y is evaluated by the loss function L which
produces a scalar value that represents the magnitude of the error. The mean squared error (MSE)
loss is a common loss function for regression tasks

1 n
LG.y)= — > iy’ (2.16)
i=1

The binary cross-entropy loss for binary classification tasks is

L(®,y) = —[ylog(® + (1 —y)log(1 - )] (2.17)

and the categorical cross-entropy loss for multi-class classification tasks

C
LGy == ) yelog(), (2.18)
c=1

where n is the number of samples, C is the number of classes, and y. is the true label for class c.

Regardless of the task and chosen loss function, the gradient of the loss is computed with respect to

the final output of the network
oL oL of

a5 af 9y
This gradient is then propagated backwards through the network, layer by layer, using the chain

(2.19)

rule of calculus to compute the gradients of the loss with respect to the weights and biases at each
layer. For a given layer / with input x, output y, weights w, and biases b, the gradient of the loss with
respect to the weights can be computed as

oL OL 0y
= 2.20
Bwl (952 6wl ( )
and the gradient of the loss with respect to the biases can be computed as
L L 0y
6_ = 6_A . ﬂ (2.21)
6bl ﬁy abl

These gradients can then be used by an optimization algorithm such as SGD to update the weights
and biases of the network and reduce the error. The weights and biases are updated according to the
following equations:

OL
wWew—n- — (2.22)
ow
oL
b—b-n-— 2.23
“b=n-= (2.23)

where 7 is the learning rate which determines the size of the step taken in the direction of the gradient
during each iteration of training. A larger learning rate can lead to faster convergence, but can also
result in the algorithm overshooting the minimum of the loss function and failing to converge. A
smaller learning rate results in a more stable and reliable convergence, but can fail to reach the
optimal solution in a given number of iterations, or worse, settle in a local minimum. Finding an
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Too High Learning Rate

Good Learning Rate

6

Influence of Learning Rates on Finding an Optimal Solution. The loss surface plot shows the
scalar value of the loss function Lg as a function of a set of parameters summarized as 8. The
results of three different optimization runs starting from the same point are shown. The dotted
red line represents a run with a low learning rate which lands in an early local minimum. The
green line represents a run with a medium learning rate which successfully reaches the global
minimum. The dashed blue line represents a run with a high learning rate which overshoots the
global minimum and lands in a high local minimum.

appropriate learning rate is an important part of training a neural network. FIGURE 2.4 shows the
influence of learning rates to find the optimal solution.

One of the most popular gradient-based optimization algorithms is stochastic gradient descent (SGD).
In SGD, the error is calculated for each training sample, and the weights and biases are adjusted
based on the gradients for this error. This process is repeated for each training sample, and the
weights and biases are updated on each iteration. This allows the algorithm to make rapid progress
towards the optimal solution, but it also means that the algorithm can be sensitive to the order in

which the data is presented.

To improve the performance of SGD, a number of variations and enhancements have been developed.
One example is mini-batch SGD which uses a small batch of examples to calculate the error and
update the weights and biases; momentum SGD which adds a momentum term to the update to help
the algorithm escape from local minima; and adaptive learning rate SGD which adjusts the learning

rate based on the current performance of the algorithm [89].

The training process is repeated for multiple epochs, where an epoch is a complete pass through the
training dataset. After each epoch, the error is typically calculated to evaluate the performance of
the network. The training process is stopped when the error reaches a satisfactory level or when a

predetermined number of epochs has been reached.

The parameter space of a deep neural network is extremely high-dimensional, with potentially
millions or even billions of parameters. The optimization of such a high-dimensional space is a
challenging task, especially since the loss function is often non-convex, meaning it has many local

minima that can trap the optimization algorithm [131].

Feedforward neural networks are versatile and can be used for a wide range of tasks, including
regression [125], classification [184], and dimensionality reduction [67]. Unfortunately, they still
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have some limitations, such as their inability to process data with complex temporal or spatial
dependencies and their susceptibility to overfitting. Overfitting refers to the situation where the

model has been trained too well on the training data, resulting in poor generalization to new data [89].

Overfitting can occur when a model is excessively complex, such as having too many parameters
relative to the amount of training data. It can also occur when a model is trained for too long, leading
to the model learning the noise in the training data instead of the underlying relationship. To prevent
overfitting, it is important to use techniques such as regularization and early stopping.

Regularization is a technique that adds a penalty term to the loss function which helps to prevent the
model from becoming too complex. Commonly used regularization techniques include L/ and L2

regularization.

L1 regularization, also known as Lasso regularization, adds a penalty term to the loss function that
is proportional to the absolute value of the weight coefficients. This has the effect of pushing some
of the weight coefficients towards zero, effectively removing those features from the model [95]. L2
regularization, also known as Ridge regularization, adds a penalty term to the loss function that is
proportional to the square of the weight coefficients [208]. This has the effect of "shrinking" the
weight coefficients which can help to reduce overfitting. L1 regularization is defined as

Li(w) = /IZ wl, (2.24)

while the definition of L2 regularization is

L2(w) = AZ w2, (2.25)

where w is a vector of the weight coefficients, and A is a hyperparameter that controls the strength of
the regularization. In both cases, the regularization term is added to the loss function which is then
minimized during training.

Another option to reduce overfitting is called Dropout [185]. This is a technique that randomly drops
some of the connections between neurons in the network during training. This can help to prevent
the network from becoming too reliant on any one feature which can lead to overfitting [185].

Finally the technique early stopping [159] involves monitoring the performance of the model on
a validation set during training, and stopping the training process when the performance on the
validation set starts to degrade. This can help to prevent the model from overfitting to the training
data.

Recent studies suggest that over-parameterized models in deep learning often optimize and generalize
well, and prevent overfitting, despite not following the conventional learning curve [152]. The cause
of this phenomenon remains unknown, but some studies suggest that over-parameterized classifier
layers lead to overfitting while over-parameterized hidden layers prevent the same [231]. Others
claim that stochastic gradient descent with random initialization introduces an implicit regularization
effect, biasing the learning process towards solutions that generalize well to unseen data, thereby

reducing overfitting in over parameterized neural networks [135].

Feedforward neural networks are versatile and can process various data formats, including numerical,

text, and categorical data. One of the key advantages of feedforward neural networks is their
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simplicity and flexibility, as they can be applied to a wide range of tasks and data formats without
explicit assumptions about the structure of the input data. They are often used as a baseline for

comparison with more complex models.

However, feedforward neural networks are not suitable for processing grid-like data such as images
or voxels. They ignore the spatial relationships between the input data and treat it as a flat vector of
numbers, unable to effectively extract spatial features from the data. For example, processing an
image of a cat with a feedforward neural network would result in a poor prediction due to the lack of
spatial information [89].

To address this issue, Convolutional Neural Networks (CNNs) were developed to specifically process
grid-like data such as images. CNNs use convolutional layers to extract features from the input data
and then pass them through pooling layers to reduce the dimensionality of the data. This allows
CNN s to learn hierarchical representations of the data and be invariant to translation, making them

well-suited for tasks such as image classification and object detection.

However, with the advent of Vision Transformers (ViT) [70], there was a paradigm shift in the field
of computer vision. Vision Transformers are based on the Transformer architecture [195], which
was initially designed for natural language processing tasks. The ViT model divides an image into
patches and then feeds them into a Transformer encoder, which captures the global context of the
image. This enables ViT to process images without the use of convolutional layers and to outperform
CNNs on most vision tasks [192, 206, 94, 141, 69].

It is important to note that the neural networks discussed in this text are based on CNNs without
transformers. Transformer architectures are mentioned here only for the sake of completeness. The
focus of the next section is on the differences between feedforward neural networks and CNNs in
processing grid-like data, excluding transformer architectures.

2.2.2

Convolutional neural networks (CNNs) are a type of neural network that are specifically designed
to process data that has a grid-like structure, such as an image or a voxel grid. A CNN uses a set
of filters to extract features from the input data. These filters are convolved with the input data to

produce a set of feature maps [89].

In a CNN, a feature map is a representation of the input data after it has been processed by a
convolutional layer. Each element, or "neuron," in the feature map corresponds to a specific region in
the input data, and the values in the feature map represent the presence or absence of certain features

in that region.

For example, if the input data is an image, a feature map might represent the presence of edges,
corners, or other patterns in the image. The filters used in the convolutional layer are designed to
detect these features, and the resulting feature map is a representation of where in the input image

these features are present.
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The process of generating a feature map from the input data is called convolution. It involves
applying a filter which is a small matrix of numbers, to the input data. The filter is slid across the
input data, and at each location, the values in the filter are multiplied by the values in the input data at
that location, and the results are summed to produce a single value in the feature map. This process
is repeated for every location in the input data to produce the complete feature map. Feature maps
are an important part of a CNN because they capture the most important features of the input data
which can then be used by the rest of the network to make accurate predictions or decisions.

Convolutional two-dimensional filters are typically small, square matrices of weights that are learned
during the training process. For example, a convolutional filter might be a 3x3 matrix of weights, as

shown below:
Wi Wiz wi3

w21 w22 W23 (2.26)

w3p w3z w33

To convolve the filter with the input data, the filter is slid across the input data, one element at a

time, and the dot product is computed between the filter weights and the input data at each position.

For example, if the input data is a two-dimensional matrix, the dot product would be computed as
follows:
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where i and j are the row and column indices of the input data x, and K and L are the size of the
filter.

The resulting feature maps are often passed through pooling layers. They are used to reduce the
dimensionality of the data by summarizing the output of the convolutional layers. This has several
benefits, including reducing the computational complexity of the network, and making the network
more invariant to small translations of the features [89].

There are several different types of pooling layers, but the most common types are max pooling and

average pooling. In a max pooling layer, the output of the convolutional layer is divided into a set

of regions, and the maximum value from each region is selected and output as a new feature map.

For example, if the input data is a two-dimensional matrix, the max pooling operation would be
performed as follows:

1
AX Xit+k, j+1 (2.28)
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where i and j are the row and column indices of the input data, x is the input data, K and L are the
size of the pooling window, and j is the output of the pooling layer. The max function is applied
to, for example, each 2 x 2 region of the input data, and the resulting maximum value is used to
generate the output feature map. This operation reduces the dimensionality of the data to a quarter,
because the output feature map has half the number of rows and columns as the input data. In
average pooling, the process is very similar but the average value from each region of the input
data is used instead. Pooling is useful for CNNs because it reduces the size of the input data which
makes the network faster and more efficient. Additionally, pooling allows the network to retain the
most important features of the input data which are often distributed across multiple feature maps
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Increasing Complexity of the Features CNN Layers are Able to Capture. The hierarchical
structure of a Convolutional Neural Network (CNN) enables it to learn progressively complex
features from the input data, starting with simple edges and corners in the first convolutional
layers and building up a rich representation to make accurate predictions or decisions. Images are
created using a VGG-16 network [180]. A subset of the feature maps is shown. These activations
are projected down to pixel space using a deconvolutional network approach.

and multiple convolutional layers. This can help the network to make more accurate predictions or

decisions [89].

The process of applying convolutional filters and pooling the results is usually repeated multiple
times and arranged in a hierarchical manner. By repeating the convolution and pooling process
multiple times, a CNN can learn increasingly complex features of the input data. For example,
in an image recognition task, the first convolutional layer might learn to detect simple edges and
corners, the second convolutional layer might learn to detect more complex shapes, and so on. This
hierarchical structure allows the CNN to build up a rich representation of the input data and make
more accurate predictions or decisions. This hierarchical structure of filters is shown in FIGURE 2.5

with images created using an open source repository for the visualization of activations'.

The final layers of a CNN depends on the specific task that the network is being used for. In
general, however, a CNN will have one or more fully-connected layers at the end of the network.
Fully-connected layers, also known as dense layers, are traditional feedforward neural network layers
in which each neuron in one layer is connected to every neuron in the next layer. This allows the
network to combine the information from all of the previous layers and make a final prediction or
decision based on the input data.

In image recognition, the final fully-connected layers of a CNN can use the output of earlier
convolutional and pooling layers to classify the input image into predefined categories. In an object
detection task, the final layers of a CNN might be used to generate a set of bounding boxes around
objects in the input image and to classify each object into one of several predefined categories.

Using a CNN for segmentation usually involves extracting features from an input image and reducing
the resolution of the feature maps at the bottleneck layer. These feature maps can then be up-sampled
to the input resolution using transposed convolutions. Transposed convolutions are essentially the
opposite of standard convolutions: they up-sample the input feature map by inserting zeros between
the elements and applying a convolutional filter. After up-sampling the feature maps to the input size,

Uhttps://github.com/utkuozbulak/pytorch-cnn-visualizations
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a final activation function, such as a softmax, can be applied to obtain class probabilities for each
pixel in the input image. The class with the highest probability can then be selected as the predicted
label for each pixel to obtain the final image segmentation.

2.2.3

Segmentation is the process of dividing an image into multiple segments or regions, each of which
corresponds to a specific object or class of objects. This is different from classification which

involves assigning a label to an entire image, rather than dividing it into multiple segments.

There are several different types of segmentation, including instance, semantic, and panoptic seg-
mentation. Instance segmentation involves dividing an image into segments, where each segment
corresponds to a different instance of an object. L.e., multiple segments may correspond to the same
object class, but each segment corresponds to a different individual object within the image. Semantic
segmentation involves dividing an image into segments, where each segment corresponds to a differ-
ent object class. IL.e., all segments of the same class are grouped together, regardless of whether they
correspond to the same individual object or not. Panoptic segmentation is a combination of instance
and semantic segmentation, where an image is divided into segments, each of which corresponds to
a different object class, and individual instances of objects are also identified and segmented. This
allows for a more comprehensive understanding of the objects and their relationships within the

image.

Convolutional neural networks (CNNs) are commonly used for image segmentation tasks, as they
are able to learn spatial hierarchies of features and can be used to effectively segment images into
different regions or objects. There are different approaches to implementing CNNs for segmentation,
including using fully convolutional networks [144] or encoder-decoder architectures [52]. While the
examples provided in this section are related to images for ease of understanding and similarity to
human vision, the concepts apply to the segmentation of three-dimensional point clouds in the same

way as they do for images.

Instance Segmentation

Instance segmentation is a type of segmentation that involves identifying and segmenting each
individual instance of an object in an image or a point cloud. For example, if an image contains
multiple cars, instance segmentation would identify and segment each car separately, rather than

treating all the cars as a single class.

A commonly used metric for instance segmentation is the Intersection over Union (IoU) metric. This
metric measures the overlap between the predicted segmentation mask and the ground truth mask for
a given instance. The IoU is calculated as the ratio of the area of overlap between the two masks
to the area of union between the two masks. The mathematical equation for the JoU between two
masks is

A[ _ Apred mAgt

IoU = —

- (2.29)
Ay Apred U Agt

2.2
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where Ay is the intersection, the area of overlap between the predicted and ground truth masks, Ay
is the Union, the area of union between the two masks, A, is the predicted mask, and A, is the
ground truth mask.

To evaluate the performance of an instance segmentation model, the IoU for each object in an image
is typically calculated and then averaged across all instances in the image. This produces a single
scalar value that can be used to compare the performance of different models

N
1
IoUy = 5 Z IoU, (2.30)
=1

where N is the number of instances in the image, loU, is the loU for the n-th instance.

In general, instance segmentation involves separating individual instances within an image or point
cloud. Some definitions consider instance segmentation as class-agnostic separation of objects, while
others require classification of the instances to distinguish foreground objects from the background
[221, 138].

Semantic Segmentation

Semantic segmentation is a type of segmentation that involves assigning a semantic label to each
pixel in an image or point in a point cloud. For example, semantic segmentation might classify the
pixels of an image into classes such as cars, road, buildings, and trees. Unlike instance segmentation,

semantic segmentation does not distinguish between individual instances of the same class.

The Intersection over Union (IoU) is also the metric of choice for semantic segmentation, more
specifically the mean Intersection over Union (mloU) metric. This metric measures the average
overlap between the predicted segmentation masks and the ground truth masks for all classes in an

image. The mathematical equation for mloU is

c

1 Al,c _ 1 predc mAgtc

EZ — 2.31)
C:

C
1
mloU = — IoU,. =
CCZ:; ‘ - AU,C C =1 prechAgtc

where C is the number of classes in the image, IoU, is the IoU for the c-th class, A;. is the
intersection, the area of overlap between the predicted and ground truth masks for the c-th class, Ay,
is the area of union between the two masks for the c-th class, A4, is the predicted mask for the
c-th class, and Ag, . is the ground truth mask for the c-th class.

The mloU metric is useful for evaluating the overall performance of a semantic segmentation model
on an entire dataset, as it provides a single scalar value that summarizes the model’s performance
across all classes in all images in the dataset.

Panoptic Segmentation

Panoptic segmentation is a type of segmentation which combines the capabilities of instance and
semantic segmentation to provide a more complete and detailed understanding of a scene. It involves
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identifying and segmenting each individual object instance, as well as assigning a semantic label to
each pixel in the image or point in a point cloud. This allows for a more comprehensive understanding
of the objects and their relationships within the image.

The Panoptic Quality (PQ) metric [119] measures the average Intersection over Union (IoU) between
ground truth S and predicted segmentation masks S for true positive pixels. The PQ is calculated by
dividing the above by the sum of true positive, false positive, and false negative segments (divided
by two) for a given class ¢

S e arp 10US,S)
PQc _ (S,S)eTP,

= , (2.32)
TPl + 3|FPc| + AFN|

where a true positive for the class c is defined as an JoU > 0.5. The class-wise PQ,. is averaged over

all classes to get the final system PQ.

The PQ metric can be seen as the multiplication of the Segmentation Quality (SQ) and Recognition
Quality (RQ) [158]. The SQ measures the overall quality of the predicted segmentation, and is
calculated as the average IoU between the ground truth and predicted segmentation masks for all
true positive pixels. The RQ measures the overall quality of the predicted classes for each pixel in
the predicted segmentation, and is calculated as the ratio of the total number of true positive pixels
to the total number of true positive pixels plus half the number of false positive and false negative
pixels. These two metrics can be written as follows:

Y s.$erp, 10U(S, S)

SQ.= 2.33
O TP.] (233)
TP
RO, = - - (2.34)
|TPC|+ lePc|+ §|FNC|
The PQ metric is the average of the SO and RQ metrics
PQ:.=S0:XRQ,, (2.35)

by which the PQ metric provides a single, scalar value that represents the overall performance of
the model on the panoptic segmentation task. A high PQ score indicates that the model is able to
accurately predict both the correct classes and instance for each pixel in the image.

2.3

In SecTion 2.1 lidar sensors and lidar data has been outlined. Raw lidar data is typically generated
by a lidar sensor as a stream of three-dimensional points, with each point representing the position
of an object surface reflection in the environment. Each point in the point cloud is indexed by a
triplet of values representing the x, y and z Cartesian coordinates of the point. The point cloud may
also include additional attributes or features associated with each point, such as the intensity of the

reflection.
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This list of multi-dimensional entries is typically highly unstructured and irregular, with a large
number of points distributed in three-dimensional space. This makes it difficult for deep neural
networks which are designed to handle structured and regular input data, to effectively learn patterns
and features from the data.

One of the first networks to successfully process raw point clouds was the PointNet [161] architecture.
PointNet consists of a single fully-connected layer which takes as input a set of three-dimensional
points and applies a series of transformations to extract features from the points. The extracted
features are then fed through a series of fully-connected layers which are used to classify the
points. PointNet has been widely adopted in a variety of applications, and has demonstrated strong
performance on a number of benchmarks for point cloud processing tasks. The simplicity and
flexibility of the architecture has made it a popular choice for researchers and practitioners working
with point clouds.

PointNet++ [162] was an extension of PointNet. PointNet++ was designed to address some of the
limitations of PointNet, such as its reliance on global context and its inability to capture fine-grained
features and patterns in the point cloud. PointNet++ uses a hierarchical structure to process the point
cloud which allows it to capture both global and local context in the point cloud. At each level of the
hierarchy, PointNet++ uses a sampling and grouping operation to select a set of representative points,
and applies a PointNet-like architecture to these points to extract features and predict properties of
the points. The features and predictions from each level of the hierarchy are then aggregated to form
a global representation of the point cloud.

Based on this hierarchical approach of PointNet++ as well as the advances of CNNs, three-
dimensional voxel based networks [230, 188, 228, 10] improved the performance on lidar data
in deep neural networks immensely. Point cloud voxel nets are designed to handle large and complex
point clouds by dividing the point cloud into a set of voxels which are cubic cells in three-dimensional
space. Each voxel is assigned a set of points from the point cloud, and a PointNet-like architecture
is applied to each voxel to extract features and predict properties of the points. The same concept
can also be applied to two-dimensional birds-eye-view, top-down representations of the point cloud
[127, 232]. The grid structure of the voxels enable the use of convolutional operations in the two-
dimensional and three-dimensional grid patterns of the voxels. Encoder-decoder structures similar to
that used in image segmentation improve semantic segmentation, object detection and other tasks on

the lidar point clouds compared to the PointNet based networks.

Another pre-processing method for using unstructured and irregular lidar data with deep neural
networks is the range image projection [211, 7]. A range image is a two-dimensional grid of cells
that represents the distance from the sensor to each point in the environment. Each cell in the range
image is assigned a value that represents the distance to the nearest point in the environment, and the
values are typically represented as a set of discrete range bins.

Range image projections are often used in lidar-based perception systems, as they provide a compact
and efficient representation of the sparse and unevenly distributed point cloud that is easy to process
and analyze. Range image projections can also be used to visualize the point cloud and to understand
the structure and geometry of the point cloud as shown in FIGURE 2.6.
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Range Projection of a Three-Dimensional Point Cloud. The Cartesian point cloud (top) is
first projected onto the spherical coordinate system (middle) and then collapsed along the range
dimension to generate the final range image projection (bottom). The color of each point in the
image corresponds to its distance from the lidar sensor, with blue indicating points that are close
and red indicating points that are far away.

The latter pre-processing method is used multiple times throughout this thesis, as the lower di-
mensional representation shows the three-dimensional point cloud from the point of view of the
lidar sensor. Range image projections are closely related to the raw data that is output by the lidar
sensor which makes them well suited for developing sensor-centric methods. In Section 2.1 the
working principle of a single lidar module was presented, that yields only a depth value for a given
one-dimensional laser beam. The range image is therefore much closer to the original data. By using
a range image projection, it is possible to develop methods that are closely tied to the sensor data
and that are optimized for the specific characteristics and limitations of the sensor.

The range image projection typically necessitates the transformation of a Cartesian point cloud into
a spherical coordinate system. This transformation maps each Cartesian point (x,y,z € R) to the
spherical coordinates (r € R*;¢,0 € R):

N (VR
¢|=| atan2(y,x) |, with r € [0,inf) and ¢,0 € [-r, 7], (2.36)
0 asin(%)

where each point is projected from the coordinates x,y,z to the sphere coordinates r,¢,6, which

represent the range, azimuth angle, and elevation angle, respectively.

When transforming Cartesian coordinates to spherical coordinates, particularly in the context of
automotive lidar sensor data, it’s crucial to adopt a convention that closely aligns with the intuitive
understanding of the Cartesian system.
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The inclination angle 6 is often defined in physics and mathematics as the angle from the positive
z-axis to the point in question, using the acos function. This convention can be counter-intuitive in
the context of automotive lidar sensors. Here, the angle of interest is the one ascending from the
xy-plane, which is usually aligned with the ground plane.

To maintain proximity to the Cartesian coordinate system and to align with the intuitive understanding
of angles in the context of lidar sensors, 6 is defined as the angle from the xy-plane to the point in
question. The asin function is used to calculate the defined inclination angle.

Using the azimuth and elevation angle, pixel coordinates are defined in the horizontal and vertical

image directions u and v, thus mapping the points from R? — R? by

1p1 g1
[u] = ( 21 =¢m ]KVI ], with u,v € N, (2.37)
v [1_(9+fup)f ]h

where (u,v) are the image pixel coordinates, (h, w) are the height and width of the resulting range
image and f = f, + fiown is the vertical field-of-view of the lidar sensor. The image coordinates
(u,v) retain the depth information, thereby preserving the complete three-dimensional information in

a two-dimensional representation.

The principle of coordinate transformations to the spherical coordinate system and the range image
domain is consistently employed throughout this thesis in diverse contexts. The fundamental premise
is that a three-dimensional point cloud can be transposed into a two-dimensional image in the range
image domain, generally without any loss of information. However, careful consideration is required
for pixel coordinates that do not have an associated point in the three-dimensional cloud. Such
discrepancies may arise from factors like light absorption, total reflection, or objects being beyond
the sensor’s range. In these cases, the affected pixels are often explicitly flagged as ’not available’ or
alternatively assigned a zero or maximum range value. This treatment varies based on the specific
requirements of the application. In this work, the latter approach is consistently adopted for handling
such instances.

The representation of a point cloud as a two-dimensional image facilitates the application of image
processing techniques for data analysis and manipulation. This approach streamlines the analysis
process and enables the utilization of sophisticated tools, originally developed for image processing,
on point cloud data.
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Developing Novel Algorithms and
Networks for Lidar Segmentation






Contributions to Instance Segmentation:

Developing a New Clustering Algorithm for Lidar Data

As an introduction to segmentation,
and to establish the sensor-centric ap-
proach that accompanies this work
throughout, instance segmentation is
presented in the form of point cloud

clustering algorithms.

In this chapter, an algorithm that has
already been published in a confer-
ence paper [99] is described in detail.

Sections from the mentioned paper

are presented here in their entirety or
paraphrased. Additionally, an initial

Instance Segmentation Results of the Novel
version of the method was published Method Outlined in this Chapter. A three-
in the author’s master’s thesis [96]. dimensional point cloud is shown with clustered
points. Every instance is assigned a random color.

The "Fast Lidar Image Clustering"

(FLIC) algorithm achieves highly accurate point cloud segmentation and can run in real time,
processing data at a rate multiple times faster than the sensor’s recording frequency with minimal
fluctuation, regardless of the scene’s context. This is accomplished by working directly on the laser

range values of the sensor represented as a range image.

The FLIC algorithm overcomes the problem of sparsity in the point cloud by enforcing a two-
dimensional neighborhood on each measurement, allowing it to work with dense, two-dimensional
data with clearly defined neighborhood relationships between adjacent measurements. A Python
implementation of the algorithm runs in real time on a single Intel® Core™: i7-6820HQ CPU @ 2.70
GHz core, achieving a frame rate of up to 165 Hz. An example of the lidar instance segmentation
produced by the algorithm is shown in FiGure 3.1.

The following main contributions are provided in this chapter:

e A novel, real-time capable, CPU-based lidar range image clustering algorithm.

A method to reduce the under-segmentation of lidar clusters.

An evaluation of the proposed system on multiple open source lidar datasets.

o A comparison of the algorithm with state-of-the-art clustering methods for lidar point clouds.
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3.1

Instance segmentation of lidar data is possible via various methods, such as using machine learning
algorithms to separate objects of unknown classes from each other by learning on labeled data [126,
223, 217]. Other approaches use heuristic methods which are hand-designed algorithms that use
domain-specific knowledge to process the data and separate instances from each other [149, 45, 220].
These methods can be used individually or in combination with the former, where the output of
the heuristic methods are fed into machine learning algorithms to improve their performance [153,
132].

The main disadvantage of heuristic methods is that they can be difficult to design and require a
high level of expertise in the domain. Additionally, heuristic methods are not as flexible as machine
learning algorithms which can adapt to new data and changing conditions. Finally, heuristic methods
may not be able to generalize to new situations, whereas machine learning algorithms can learn to
do so with enough training data.

On the other hand, the main advantage of heuristic methods is that they are hand-designed algorithms
that are based on domain-specific knowledge and experience. This means that they can be tailored
to the specific problem at hand and can often produce good results without the need for extensive
training data. Additionally, heuristic methods are usually computationally very efficient as they are
precisely adapted to the application [45, 227].

3.1.1

Clustering is a technique used in data mining and machine learning to group a set of data points
into clusters based on their similarities and dissimilarities. This is typically done using a distance
measure, such as Euclidean distance, to calculate the similarity between data points [41]. Clustering
is useful for various applications, including pattern recognition, data compression, and anomaly
detection.

There is a significant body of research on lidar clustering, particularly in automotive applications.
Most approaches focus on improving both segmentation accuracy and execution time. Many of these
methods involve separating objects in three-dimensional space, resulting in high accuracy but long
runtimes. Notable examples of three-dimensional lidar clustering algorithms include DBSCAN [77],
Mean Shift [84, 59], and OPTICS [32].

Other approaches to lidar clustering include voxelization to reduce the point cloud’s complexity and
find clusters in the resulting representation [104] or using bird’s eye view projection coupled with
height information to separate overlapping objects [123].

The authors of [149] have proposed using local convexity criteria on the spanned surface of three-
dimensional lidar points in a graph-based approach. The authors of [45] used a similar criterion
- the spanned angle between adjacent lidar measurements relative to the lidar sensor origin - to
segment objects. They further utilized the neighborhood conditions in the range image to achieve

the fastest execution time to date. The authors of [220] exploited the sequential relationship in scan
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Visualization of the Ground Segmentation Method of FLIC. Top: Ground segmentation; Blue
points represent ground points, red points are not part of the ground. Bottom: Angle image used
to find horizontal surfaces for the ground segmentation.

lines of lidar sensors to find break points in each line and merge the separate lines of channels into
three-dimensional objects in a subsequent step.

Other methods use machine learning directly on three-dimensional point clouds [126, 223, 217],
projections into a camera image [205], or on spherical projections of lidar points in the range image
space [207], to segment object instances in point clouds. While these methods show promise in some
cases, their longer runtimes currently prevent their application on embedded automotive hardware.

3.2

The raw data from lidar sensors is typically provided in one of two formats: either as a three-
dimensional representation of the measurements or as a list of range measurements. Each range
measurement is coupled with a number that relates to the lateral position and channel, such as
the index of the lidar module used to collect the data. These two values correspond to the y- and
x-position of the measurements in the range image. The two representations can be converted to
each other via a sphere projection applied to the three-dimensional data or a Cartesian projection
applied to the spherical values.

Regardless of the data’s origin, whether it came directly from the range measurements of the sensor
or from a three-dimensional point cloud, the data is further processed in the range image format. It
undergoes the same two-step process of ground extraction and subsequent clustering of contiguous
points.

3.2
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Illustration of a General Triangle. The angle 8 is unknown, but can be calculated using
the lengths of the sides d; and d», along with their corresponding angle @. By applying the
trigonometric relationship, specifically the arctan function, 8 can be calculated using EqQuation 3.1

3.2.1

For object segmentation, it is assumed that the lidar is mounted on a ground-based vehicle. To
prevent the algorithm from erroneously connecting two instances through the ground plane, the
points belonging to the ground plane are removed from the main segmentation process. However, a
simple height-based threshold is not sufficient due to the unevenness of the road surface. Furthermore,
the orientation of the vehicle, such as pitching and rolling, can also influence the way the ground is

perceived in the sensor data, adding to the complexity of the segmentation process.

Given the detailed specifications of the lidar sensor, the angular position data for each channel is
utilized to ascertain the incident angle of the laser beam upon a surface. This information enables
the exclusion of range image values that correspond to a horizontal plane beneath a specified height
threshold. To achieve this, each cell of the range image is compared with its neighboring cell above
it to calculate the angle spanned between the line connecting the two and a line from the sensor’s
location to the cell in question .

B = arctan (- 2S00 3.1

dy—d>-cosa

in which the selected cell value is d,, the one above the cell is d; corresponding to the respective
depth measurement and « is the angle between the two measurements.

The trigonometric relationship between the depth values d; and d; as well as the angles @ and 3 can

be seen in FiGure 3.3.

As a result, the image shown in FiGure 3.2 is obtained, representing the angle values of the lidar
beam in relation to the connection spanned between the current lidar measurement and the lidar

channel below, as shown in FIGURE 3.4.

The g value in itself does not hold any meaning in relation to the ground plane. Therefore, the
relative angle is subtracted from the mounting angle of the given lidar channel in relation to the

horizontal view plane 6.
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Schematic Visualization of the Geometric Properties for the Ground Angle Determination.
The angle measurement of lidar points in the vertical direction is used to define a horizontal
orientation for the ground plane extraction. (Note that there is not 81, as the first lidar channel has
no previous channel, 3, is therefore extended to the first channel.)

Schematic Visualization of the Geometric Properties for the Point-Wise Distance Calcula-
tion. With the lidar Sensor in O, the lines OA and OB show two neighboring distance measure-
ments. The distance between the two measurements is calculated using the spanned angle «
between the points.

Using a lookup table of the absolute channel angles ¢, with respect to the channel r, all range
image cells that span a horizontal up to a certain threshold angle 6 of +10° to the sensor horizon are

classified as ground points
-0<6,—0,<86, (3.2)

where r corresponds to the given channel index.

This method classifies all lidar measurements reflected by horizontal surfaces. To prevent excessive
removal of valid measurements from elevated horizontal surfaces such as car roofs or hoods, a height
image is used, in which the range values are replaced by the Cartesian z-coordinate in relation to
the ego vehicle. This image is used to keep all horizontal surfaces above a certain height: a line
from the ground position of the ego vehicle to the maximum possible elevation spanned by the 10°
slope threshold. A comparable metric was described in [58] although with relative height thresholds
instead of absolute ones. The decision fell on absolute values to reduce the computation time. FIGURE
3.4 depicts the relationship of the channel angles J,- (angle in relation to the horizontal 0° line) to the
surface angles 3;.

3.2.2

A heuristic approach is employed to perform object instance segmentation on lidar sensor data by
clustering three-dimensional points in the two-dimensional range image space. The FLIC algorithm

relies on the removal of the lidar measurements belonging to the ground plane from the range image.

3.2
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Inspired by the work in [45], the neighborhood relationship of adjacent measurements in the range
image is used for an efficient clustering. As visualized in Fiure 3.5 the given range values ||OA|| and
[|OB|| are compared for each pair of neighboring lidar measurements. The cosine law is applied to
calculate the Euclidean distance D in the three-dimensional space using the two-dimensional range

image with

D = V||OA|? +[|0B]? - 2]|OA]|- |OB||cos (3.3)

- \/d§+d§—2-d1 -dycosa. (3.4)

The « angle between adjacent lidar measurements is required for the calculation and is usually
provided by the manufacturer of the lidar sensor for both the horizontal and vertical direction
[198, 197, 196, 199, 103]. A threshold value is defined to determine if two points that are close
enough together belong to the same object. Points that exceed this value are considered too far
apart to be neighboring points on the same object. Typically, neighbors on a given object are
relatively close to each other. The distances of two neighboring points in the range image from two
separate objects are substantially larger. Pixel coordinates, that do not have a corresponding point
in the three-dimensional point cloud are filled with the sensor’s maximum range value to prevent
undersegmentation, i.e, a connection of two objects via an empty pixel position.

The computational is reduced by exclusively using variables which are given by the range mea-
surements and by pre-calculating the cosine of the given angle resolutions, the calculation of the
squared Euclidean distance are reduced to a total of four scalar multiplications, an addition and one
subtraction

D*=dy di+dy-dy—2-cosa-d, -d>. 3.5)

Constant

With the defined distance threshold, all lidar points in the range image can be connected to separated
clusters and cluster-less background points. The Euclidean distance as a threshold value enables
a single parameter implementation with a clear physical meaning which is adaptable to different

SEnsors.

A good performance was reached with a threshold of 0.8 m as the limit for a connection between
two points. This threshold theoretically enables the clustering of three-dimensional objects with
a Velodyne HDL-64E up to 114.6 m before the measured points are too far apart on a flat vertical
surface. Horizontally connected components can, in theory, be detected up to a distance of 509.3 m
which is more than four times the reliable range of the sensor for vehicles of 120 m as defined by the
manufacturer [196].

Connected-Component Labeling

FLIC exploits the grid structure of the range image to repurpose operations commonly used in
image processing. Specifically, the three-dimensional Euclidean clustering is transformed into a
two-dimensional connected-component labeling (CCL) problem. To do so, two virtual copies of
the range image are created: one copy is shifted by one pixel over the x-axis and the other over

the y-axis. These shifted images are used to compare each range value in the original range image
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Range Image and Distance Images of the Three-Dimensional Distance Between Neighbor-
ing Lidar Points in the Range Image. 7op: range image. Mid: horizontal distance between
each range value and its direct neighbor to the right in the original range image. Bottom: vertical
distance between range values.

with its vertical and horizontal neighbor over the whole image. Thus Equation 3.5 calculates the
three-dimensional distance on these images for each point with its vertical and horizontal neighboring
measurement. Applying the threshold on the resulting distance values yields two binary images
representing the connection or separation between two points in the range image. The original
range image is furthermore reduced to a binary image representing the presence and absence of lidar
measurements for all pixels of the range image. A visualization of the range image and the two
distance images of an example scene of the KITTI dataset [86] can be seen in FIGURE 3.6.

The three created binary images contain all the required information to segment the lidar measure-
ments of the whole frame into clusters and background points. For this, a simple and efficient image
processing algorithm is used; connected-component labeling. The 4-connected pixel connectivity,
also known as von Neumann neighbourhood [191], is defined as a two-dimensional square lattice
composed of a central cell and its four adjacent cells. To apply the pixel connectivity to the present
lidar data, the binary lidar presence values are combined with the binary threshold images of the
distances between lidar points. By arranging these three images as shown in FIGURE 3.7, it is straight
forward to apply CCL algorithms with a 4-connectivity on the resulting image to label each island of
interconnected measurements as a different cluster as shown in FiGure 3.8. The resulting segmented
image is then subsampled to the original range image size. Thus the three-dimensional cluster labels
are directly taken from the connected-component image, as each pixel corresponds to a given lidar
point in the three-dimensional point cloud.

There are a multitude of CPU-based implementations for CCL problems most common are the "one
component at a time" [2] and the two-pass algorithm [107]. The first method is in this work in the
form of the straight-forward implementation of the scipy library "label" for n-dimensional images
[201], as it provides a fast cython based function. More recent CCL algorithms make use of GPUs by
applying the CCL in parallel [101, 29]. This is a very promising approach, as all previous processing
steps in this work were applied to rasterized images and can be directly computed in parallel on
a GPU (This was not attempted in this approach, as the main goal was a real-time application for
CPU-based automotive hardware. A new and improved GPU implementation of the FLIC separation
metric is outlined in CHAPTER 5.3).

In a subsequent step to the CPU-based CCL, a threshold on the labeled clusters is applied for objects
below a certain number of lidar measurements to reduce false clusters resulting from noise in the
sensor. In the evaluation of this chapter a minimum of 100 points was chosen to be considered a
valid cluster candidate following the work in [45]. Objects of interest are cars, pedestrians and other

3.2
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Schematic Visualization of the Combination of Binary Images to Connect Lidar Points. The
orange squares represent the binary value of present lidar measurements, the beige and purple
squares represent the horizontal and vertical connections of these measurements respectively. The
solid and dashed crosses show the 4-connectivity used by the connected-component labeling.

Connected-Component Label of a Car Resulting from the Combined Binary Images. The
binary range image and two binary neighbor connections are combined into a connection image
as shown in FiGure 3.7.
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Range Image Sub-Selections for Map Connections. The original range image is subsampled
for every second (top), every forth (mid) and every eighth (bottom) value, to create sparser copies
for the Map Connections.

road users in the close and mid range distance. Lower thresholds are recommended to include static
objects such as poles and debris on the road as well as objects farther away from the sensor.

Thus the lidar measurements are segmented into connected components of separate objects and

non-segmented points which corresponds to the ground plane and background noise.

Map Connections

Heuristic lidar segmentation algorithms are prone to under- and oversegmentation [149, 45]. Un-
dersegmentation refers to the problem where multiple objects are grouped into a single segment.
On the other hand, oversegmentation is when a single object is segmented into multiple smaller
segments. These problems arise often in lidar clustering due to the characteristics of lidar sensors.
Noise, occlusion, sparsity and missing measurements resulting from deflected laser beams lead to
missing connections between areas of the same object [149, 45]. This causes the direct neighborhood
approach described above to oversegment single objects into multiple clusters. Examples of such
challenging instances are shown in Ficure 3.10.

To overcome the limitations of the direct neighborhood approach and to ensure a more robust
segmentation, FLIC is extended by what is called Map Connections (MCs) in the following. The
schematic visualization in FIGURE 3.11 displays a connection of each measurement with its second
neighbor. Due to the known a angle between all measurements, the Euclidean distance calculation
can be extended from each measurement to any other in its vertical column or horizontal row while
still using the cosine law described in Equarion 3.5, by adjusting the angle to the given offset. This
allows to robustly connect segments of the same object which have no direct connection due to
missing measurements or obstruction by other objects in the range image. By sub-sampling the
whole range image the resulting binary image for the CCL algorithm shrinks accordingly as shown

in FiIGUure 3.9.

An example of the improved segmentation can be seen in FIGUre 3.10. In the evaluations in SEcTION
3.3 1, 6 and 14 MCs have been added along the main diagonal of the range image respectively.
The 6 MC connections are shown in Fiure 3.12. The Maps of reduced point-sets are smaller

than the original point-set and thus require only a fraction of the computation time on top of the
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Map Connections Reduce Over-Segmentation. Left: Results using only the direct connectivity
between neighboring Lidar points. Right: A single additional MC between every second Lidar
measurement. The proposed MCs enable a more accurate segmentation of the car (top) and
reduce the over-segmentation of partially occluded objects, as shown by the truck in the bottom
images.

Schematic Visualization of Map Connections. Additional Map Connections (dotted lines)
between non-neighboring Lidar points on top of the direct connections to neighboring points
(yellow and blue squares).

directly connected clusters. The additional mapping of the cluster-ids of the original clusters with
the MCs, results in a slightly increased runtime as shown in Section 3.3.1. The combined use of the
direct connectivity of neighboring measurements and the MCs enable a pseudo three-dimensional
Euclidean clustering while exploiting the fast runtime of two-dimensional pixel connectivity. Thus,

the quality of the segmentation improves without sacrificing the real-time capability of the method.

3.3

The evaluation of the presented instance segmentation algorithm via range image clustering addresses

the two main goals of the application: speed and accuracy. The first experimental evaluation evaluated
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Pattern of Six Map Connections. The pictured structure increases the connection area with the
least amount of maps. The colored cells are pixel coordinates within the range image that are
compared beyond their direct neighbors via the Map Connections that are shown as arrows.

A
hd
FY
A 4

4
<
'Y
A4
4
<
'Y
A4
4
<

A
hd
A
v

@

4
hJ
'Y
I
1.4
A4
4
hJ
'Y
I
L4
v
4
i

- & @

Bogoslavskyi and Stachniss, 2016

3
10 FLIC
FLIC with 1 MC
FLIC with 6 MC
Sensor Frequency FLIC with 14 MC
102 e o o ——— [ — - ESter et al., 1996 -

Runtime [ms]

10!

0 500 1000 1500 2000 2500
Frame

Frame-Wise Runtime of FLIC and Other Algorithms on a 64-beam Velodyne Dataset
[148]. Please note the logarithmic scale for the runtime.

the method’s ability to run in real time at typical sensor recording frequencies, preferably with a
constant processing rate and minimal fluctuations regardless of the scene’s context. The second

experiment focused on a quantitative assessment of segmentation quality.

3.3.1

Following the experimental setup in [45], the first experiment was carried out on the provided
data by Moosmann et al. [148] to support the claim, that the proposed approach was capable of
online segmentation in real time. All listed methods have been evaluated on the same Intel® Core™
i7-6820HQ CPU @ 2.70 GHz.

Ficure 3.13 shows the execution time of the five methods on the 2,500 Frames dataset [148]. The
FLIC algorithm ran with an average of 165 Hz and was therefore faster than the previously fastest
published algorithm of [45] of 152 Hz, while also exhibiting less fluctuation due to the binary image
implementation when used without any additional MCs. A box-plot of the average runtime of [45]
and the FLIC can be seen in FiGure 3.14 which shows the fluctuating nature of methods depending
on the scene context, as opposed to the presented FLIC.

3.3
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Average Segmentation Frequency of 2,500 Scans from a 64-beam Velodyne Dataset [148].
The presented approach with up to 14 Map Connections is compared to the method by Bo-
goslavskyi and Stachniss [45].

As can be seen in Figure 3.13, when adding MCs to the proposed method, the execution time suffers
from a slightly longer runtime, while still running at a frequency of 26 to 105 Hz depending on the
number of additional MCs. This is 2.6 to 10.5 times faster than the recording frequency of the lidar

Sensor.

3.3.2

For the evaluation of segmentation quality of the FLIC algorithm, the dataset SemanticKITTI [39]
was used. This dataset enriches the KITTI datasets [86] odometry challenge with semantic and

instance-wise labels for every lidar measurement.

To reduce the influence of the proposed ground plane extraction in SectioN 3.2.1 and focus on the
results of the clustering mechanisms, the evaluation was conducted once without the lidar points
of the classes "road", "parking", "sidewalk", "other-ground", "lane-marking" and "terrain”. And a
second time without any usage of the semantic labels by applying the ground extraction proposed in
SectioN 3.2.1 on all methods.

For each ground truth object with at least 100 lidar point measurements, each algorithm’s object
cluster output with the most ground truth overlap was selected. Using these two lists of points, the
Average Intersection over Union (IoU,) was calculated by averaging the Intersection over Union

values of every single instance over 10 sequences.

The connection and separation of instances solely through the distance carried the risk of under-
segmentation, e.g., in the case of objects that are very close together. For this reason, the results were
measured instance-wise in the evaluation. If two instances were represented by only one cluster,
only the object with the higher JoU was counted, while the second object was marked as "not found".
This metric was computed for each algorithm listed in TaBLE 3.1, for ten annotated sequences with
lidar instance ground truth in the dataset. The quality of FLIC was directly compared to the, at the
time, fastest lidar clustering algorithm [45], as well as the very precise three-dimensional Euclidean
density clustering algorithm DBSCAN [77]. The scikit-learn’s [156] implementation of the DBSCAN
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between 0.5m and 0.8m shows a very broad and robust sweet spot for the FLIC algorithm.

algorithm was used in these evaluations. Considering the age of this algorithm, it might be surprising
to see that it is still used in modern clustering applications [224, 145, 55]. This long-term relevance
was also confirmed by the "Test of Time" Award from ACM SIGKDD [179]. The algorithm was also
revisited by the original authors in a follow-up paper [175] in 2017 to demonstrate the continued
relevance in many clustering applications. Therefore the DBSCAN was used to compare the pseudo
three-dimensional approach of the FLIC algorithm to two state-of-the-art algorithms, one for speed

and one for accuracy.

The IoU,, with the best-performing parameters of each method is presented in TasLe 3.1. With
the threshold parameter set as 0.8m, the FLIC algorithm outperformed [45] with only the direct
neighborhood implementation without any MCs while also exhibiting a faster run-time. This
parameter has been set with an additional experiment on a single log of the dataset, which was
excluded from the other validations. The results of this experiment are shown in FIGURE 3.15. The
Euclidean distance threshold has a clear physical meaning, that directly defines the connection of
points. It has a large global optimum and can be fine-tuned to different point densities of various

lidar sensors.

On average, the FLIC algorithm is 8% faster than the algorithm presented in [45]. However, for

the longest execution time of a given frame, there is a 15% difference between the two algorithms.

Together with the proposed MCs between all odd measurements, FLIC performs with an IoU,, score
even higher than the DBSCAN [77], as shown in TasLE 3.1 while FLIC is faster by a factor of 120.

Using six MCs, FLIC surpassed the performance of DBSCAN with an even larger margin and
managed to reach a noticeably higher IoU,,. A total of 14 MCs outperformed the three-dimensional
DBSCAN algorithm on four of the six shown metrics in TaBLE 3.1, with an average execution

frequency of 26 Hz it still runs at 2.6 times the sensor frequency.

Without any MCs FLIC is on average 120 times faster than the DBSCAN. With an increasing number
of additional MCs itis 67, 25 and 14 times faster than the DBSCAN Algorithm. The run-time increase
did not scale logarithmic as one would expect with additional MCs (as they re-apply the same function
to a smaller subset of the original point cloud). This issue resulted from the computational overhead
caused by the python implementation for the cluster matching between the maps. The algorithm
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was not re-implemented in a different programming language, as the computation time was still far

below the sensor frequency.

The second column of TaBLE 3.1 shows, that the proposed ground extraction method of SecTiON
3.2.1 degraded the performance of all listed algorithms, except for [45]. This results from the fact,
that the metric for the ground segmentation is very similar to the cluster separation metric used
by Bogoslavskyi et al. [45]. A better ground separation leads to a much better performance for
the proposed method as the IoU,, values with the ground truth (GT) ground segmentation shows.
Improving the ground separation is therefore critical to improve the instance segmentation of the
FLIC.

For further evaluation of the instance-level performance, the object segmentation was computed
similarly to [45] by calculating the recall, which is the fraction of true positive detections out of
all GT instances. Ten bins of point-wise overlap of the ground truth and segmented clusters were
defined, ranging from an IoU of 0.5 to 0.95 in steps of 0.05. The recall of all bins was averaged into
one single metric score, the average Recall (R,;), which is shown in TabLE 3.1 for each method. In
addition to the overall precision metric, the evaluation also reports the recall for different overlap
values (0.5, 0.75, and 0.95) where an object is considered correctly segmented if its JoU with the
ground truth is greater than the respective overlap threshold. The recall, that showed how many

instances are matched with an JoU of more than the threshold thr is therefore defined as

3.6)
) 1, if IoU(n,m) >= thr,
with ap, =
0, else.

for N instances and M clusters in which each instance and cluster was matched via the Jaccard Index
(IoU) over a certain threshold zir. Please note, that due to the definition of the Intersection over

Union only one cluster can match a ground truth instance with an IoU > 0.5.

TaBLE 3.1 shows, that the FLIC algorithm matched on average more GT instances than [45] and
are close to the mean segmentation recall of the DBSCAN [77] algorithm. With a higher number
of MCs, FLIC achieved better recall values for overlap values of 0.5 and 0.75, while the DBSCAN
[77] algorithm matched more instances with higher overlap values due to the full three-dimensional

clustering on all points of the dataset.

Only up to 14 MCs were compared in this evaluation, in order to preserve the real-time capability.
However, with just these 14 MCs, FLIC achieved a clustering segmentation which performed
comparable to, and in some regards better, than the full three-dimensional algorithm. The high recall
values for the lower overlap regions of 0.5 and 0.75 are particularly important in the context of
driver assistance systems, since a missed instance can lead to dramatic outcomes, as opposed to a
not perfectly matched instance. The evaluation also demonstrated that the proposed MCs improved
the results of the FLIC algorithm immensely and helped to detect otherwise missed objects.

The performance of both FLIC and the method by [45] drops noticeably in the 0.95 IoU bracket
due to the underlying data. The SemanticKITTI dataset has a pre-applied ego-motion compensation,
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Comparison of the Segmentation Quality Using the Intersection over Union and the Recall
Average. The algorithms of [45] and [77] are directly compared to the FLIC

IoU, 7 IoU, 7 RyT RosT Ro75T Roos?T
Method (No Ground) (Ground) |
Bogoslavskyi et al.[45] 73.93 7393 | 5931 8375 6352 13.18
DBSCAN [77] 76.21 7277 | 7650 81.54 7645  69.25
FLIC 76.20 7231 | 63.73 8430 6751  22.03
FLIC (1 MC) 77.97 73.65 | 66.68 8560 7021  27.19
FLIC (6 MC) 81.14 7548 | 7192 8825 7499  36.05
FLIC (14 MC) 84.25 7639 | 7468 89.75 77.61  40.63

which slightly shifts and rotates the three-dimensional point cloud away from the original sensor
configuration to compensate for movement. This manipulation of the point cloud hurts the perfor-
mance of both methods in the 0.95 IoU bracket, which requires a precise projection of the raw data.
The DBSCAN algorithm runs directly on the manipulated three-dimensional data and does not suffer

from this issue.

3.4

This chapter presents a real-time algorithm for instance segmentation of lidar sensor data. The
algorithm efficiently segments objects based on their three-dimensional distance using raw range
images. A novel concept called "Map Connections" is introduced to make the approach more robust
against over-segmentation. The method preserves three-dimensional information in two-dimensional
representation for fast computation. The proposed approach outperforms comparable state-of-the-art
methods in terms of speed, runtime stability, and instance segmentation performance. The algorithm
has been utilized in various applications, including panoptic segmentation in CHAPTER 5.3, online
detection systems for vulnerable road users in CHAPTER 8.2, improved non-causal object detection

network [31], and test platform for collaborative perception algorithms [83].
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Contributions to Semantic Segmentation:

Creating an Advanced Network Architecture for Three-Dimensional
Semantic Segmentation of Lidar Point Clouds

In this chapter, a new network for
semantic segmentation of lidar data
is presented, which is designed to
provide detailed and point-wise se-
mantic information about the environ-
ment for robots and autonomous ve-
hicles. The network is built with the
aim of improving the current state-
of-the-art in lidar semantic segmenta-
tion by leveraging the strengths of ex-
isting networks and combining their

underlying principles in a synergistic

way. Semantic Segmentation Results of the Novel Neu-
ral Network Presented in this Chapter. A three-
To achieve this, a new module called dimensional point cloud is shown with semantic clas-

RangePillars is introduced, which sified points. Every class is assigned a different color

acts as a bridge between projection-, voxel-, and point-based methods for semantic segmenta-
tion. This module is a modification of PointPillars [127] and is based on a spherical coordinate
system that allows for the combination of three-dimensional point cloud representations as voxels
and range image-like grid structures.

The use of RangePillars enables the integration of various segmentation networks, such as point-
based, range image-based, and voxel-based networks, in an end-to-end trainable fashion by combin-

ing the network data from all three configurations to leverage their respective strengths.
The following main contributions are provided in this chapter:

o A novel network architecture for semantic segmentation of lidar data.
e An evaluation of the proposed network architecture on open source lidar data.

e An extensive ablation study on the influence of each part of the proposed network architecture.

4.1

Semantic segmentation of point clouds is the process of assigning a class label to each point in a
point cloud, with the goal of dividing the point cloud into distinct regions or segments corresponding
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to different objects or structures. There are three main categories of methods for performing semantic
segmentation on point clouds:

Point-based Methods

Point-based methods operate directly on the individual points in the point cloud. PointNet [161] was
the first deep learning architecture for this task. It did this by mapping all the points in the point
cloud to a multi-feature space and using max pooling to extract a point cloud-wise feature vector.
The extracted feature vectors are concatenated with the point-wise features and fed through a series
of fully-connected layers which are used to classify the points. PointNet++ [162] built upon this
approach by using hierarchical farthest point sampling to create a pyramid structure similar to a
convolutional neural network (CNN) which allows it to capture both global and local context in the
point cloud. KPConv [15], on the other hand, uses Kernel Point Convolutions to operate directly with
convolution operations on sampled point clouds spheres. These convolutions were applied to a given

radius neighborhood of points, treating them as spherical operations.

Voxel-based Methods

Voxel-based methods for semantic segmentation of point clouds involve dividing the three-dimensional
space occupied by the point cloud into a regular grid of small three-dimensional cells, or voxels

[230]. The main advantage of voxel-based methods is that they can handle large, unstructured point

clouds and can be efficient to process, as the voxel grid provides a fixed, regular structure that can

be easily processed by standard machine learning techniques [127]. The progress of voxel-based

processes was further accelerated by the advance of sub-manifold sparse convolutional networks [91]

which allows convolutional operation even on very sparsely populated voxel grids, leading to very

fine voxel sizes. SPVNAS [188] combines aggressive voxelization with a second point-based branch.
The finer details captured by the point-based branch are added to the sparse voxel-based features

to improve the final classification. Cylinder3D [228] partitions the point cloud into cylindrical

partitions, taking advantage of the cylindrical point distribution often found in rotating lidar scanners.
This partitioning allows for a more evenly distributed set of points, regardless of the range to the

origin. Asymmetrical three-dimensional convolution was then applied to these cylindrical partitions,
followed by a final point-wise refinement module to improve performance. FusionNet [222] fuses

the point-wise inner-voxel aggregation features with the features of a multi-scaled voxel-based

convolutional network to improve semantic segmentation. (AF)?-S3Net [22] is a modified version of
MinkNet42 [10] with additional attention blocks that fuse the attention of different scales to improve

the final classification.

Projection-based Methods

Projections-based methods use the two-dimensional panoramic range image projection of a point

cloud. It provides a compact and efficient representation of the sparse and unevenly distributed point
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cloud that is more efficient to process and analyze. One of the first approaches of semantic segmenta-
tion on range images was SqueezeSeg [211]. The SqueezeSeg architecture is a modified SqueezeNet
[110] version with reduced parameter size for a lower computational complexity. RangeNet++ [7]
built upon the Darknet53 [165] network architecture with adjustments to work with lidar projections
images, and it added max pooling operations only along the horizontal dimension. KPRNet [120]
combines a range image segmentation using a ResNeXt-101 encoder [11] with a subsequent KPConv
[15] layer before the final classification to reduce the errors caused by re-projections to the original
point cloud. SalsaNext [61] replaces it’s previous encoder-decoder structure from ResNet [18]
blocks to residual dilated convolution stacks with gradually increasing receptive fields, the authors
add a Baysian treatment to compute the uncertainty of the predictions via a point-wise epistemic
and aleatoric uncertainty. TORNADONet [88] utilized a PointPillars [127] feature extraction on
a cylindrical Bird-Eye-View projection of the original point cloud to replace the point features by
voxel features for a following projection segmentation using a modified SalsaNet [3].

The work most similar to the approach presented in this chapter is 3d-MiniNet [6], in which the
authors project the three-dimensional Cartesian point cloud onto a range image and stack projected
points in 3x3 grids to process them in a PointPillars [127] alike fashion to extract local three-
dimensional features as additional input to the range image segmentation. Their concept is optimized
for speed rather than segmentation quality, and they use the PointPillars solely as feature encoders.
The RangePillars presented in this chapter on the other hand encode all points of the original point
cloud, and can be used as feature encoders, but also as feature decoders, as which they improve the

final segmentation quality.

4.2

The RangePillars network is designed to use three-dimensional Cartesian point clouds as input data
and provides point-wise semantic labels as direct output. It consists of three stages: (1) A pillar-voxel
feature encoder network that converts a given three-dimensional point cloud to a list of voxels. (2)
a two-dimensional convolutional backbone in which range image features are combined with the
RangePillar-features; each pillar is used as a pixel and the high dimensional encoded features of the
RangePillars represents the feature channels of every pillar. And (3) a point-wise classification head
which combines the local point-wise pillar features with the point-wise projected pixel features for a

final classification of each point.

4.2.1

The RangePillars are designed as voxel representations for an evenly distributed grid structure of

points in a three-dimensional voxel grid. To achieve this the Cartesian point cloud is projected

4.2
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Architecture of the RangePillars Network. The Multi-Scale Pillar Feature Aggregation module
(blue) encodes the voxelized point cloud to extract pillar features. The image backbone (red)
concatenates the range image projection of the original point cloud with the RangePillars features
and processes it in an image encoder-decoder module. The Pillar-Pixel-Point Classification
module (green) concatenates the pillar and image features with the point-wise information, to
combine the information of all three modules for the final point-wise classifications. The plus sign
denotes a concatenation along the feature dimension.

into the spherical coordinate system, by mapping every Cartesian point (x,y,z € R) to the spherical
coordinates (r € R*; 4,0 € R):

r Va2 +y2+22
¢|=| atan2(y,x) |, with r € [0,inf) and ¢,6 € [-n, 7], “4.1)

0 asin(%)

where each point in the point cloud is transformed from the Cartesian coordinates (x, y,z) to spherical
coordinates (r, ¢, ), where r represents the range, ¢ the azimuth angle, and 6 the elevation angle. The
azimuth and elevation angles are used to define bins in both directions, which are used to organize
the spherical point cloud into a grid structure. This approach is often used as an intermediate step to
turn a three-dimensional point cloud into a two-dimensional range image of the same [120, 215, 88,
3, 61, 6]. For the SemanticKITTI dataset, the scan-unfolding technique outlined in [19] was used to
re-engineer the index of the lidar channels, as the dataset did not provide the original lidar channel
indices in the data.

Ficure 4.3 illustrates the distinction between Cartesian voxels, Spherical three-dimensional voxels,
and the innovative RangePillars approach.

Usually, depending on the chosen bin size, each pixel in a range image is assigned the value of the
last point of the bin or the point closest to the sensor. All other points of the bin are ignored and not
represented in the range image.

The spherical grid structure on the other hand is simply a re-projection of the original point cloud.
All points are taken into account for the creation of the RangePillars: the points are arranged along
a new dimension, in which all points of a certain bin are grouped together. This allows a voxel
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Comparison of Cartesian Voxels, Spherical three-dimensional Voxels, and RangePillars.
The figure showcases the differences between three voxel representation approaches: Carte-
sian Voxels, spherical three-dimensional Voxels, and the innovative RangePillars method. The
diagram highlights the distinct structural characteristics and encoding schemes of each voxel

representation. In each voxel grid, a single voxel is outlined in dashed red, providing a visual
representation of the size of each voxel within the respective representation.

treatment to the spherical bins and assigns for each point the mean position in both the Cartesian
x,y,z as well as in the spherical coordinates r,¢,6 and the pointwise offset to each of these mean
values. The reflection intensity is not influenced by the spherical coordinate transformation and
therefore added point-wise without a bin mean. This assigns the voxels with seven features per
point.

Opposed to previous voxel methods [127, 6, 88, 188, 228] a generally uniform distribution of
points is present in each bin, as the binning aligns to the recording method of the lidar sensor. A
sub-sampling of voxels which have too many points or operations geared towards sparse matrices
[91] are therefore not necessary. The RangePillars voxels keep all assigned points.

422

Depending on the chosen bin size in the voxelization of the point cloud, the resulting voxels can
have multiple points per voxel, with a small total number of voxels or in the other extreme, only one
point per voxel but a large amount of voxels. Both extremes are avoided by keeping 2 - 128 points in
each voxel to avoid sub-sampling inside each voxel, while ensuring a minimum amount of points to

enable a sufficient local point density for the inner-voxel operations.

To extract both fine-grained features from small-scale voxels with few points and rich contextual
information from coarser voxel scales, the point cloud is voxelized using multiple RangePillars
at different scales. These different RangePillars are then combined using a top-down, bottom-up
approach similar to the one described in [124], with the scales of the pillars chosen to be multiples of
each other. The largest scale RangePillars have the same resolution as a full-scale range image (1 :
64 %2048 = 131072 voxels with 2 points each). Each RangePillar is processed via a mini-PointNet

4.2
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1S: 64x2048x2xC
1S: 64x2048x2xF

0.5S: 32x512x16xF

Point |Cloud Pillar Features

0.25S: 16x128x128xF Multi-Scale Pillar
Feature Aggregation

Multi-Scale Pillar Feature Aggregation. The Multi-Scale Pillar Feature Aggregation module
takes a point cloud that has been divided into three scales and encoded into range voxels as
input. The highest resolution scale, called /S, is processed by a mini PointNet module and then
downscaled to the 0.5S scale using a two-dimensional convolution. The downscaled /S features
are maxpooled along the point dimension and added onto the mid resolution scale, called 0.5,
along the feature dimension. The resulting tensor is processed again by the same mini PointNet
module as the higher scale voxels. The same process is repeated with the lowest scale, called
0.25S. After the lowest scale mini PointNet module, the features are upscaled to the 0.5 resolution
and added onto the features of the 0.5S mini PointNet, which is again processed by the same mini
PointNet. This process is repeated for the 1S scale pillar voxel features, which are the final output
of the Multi-Scale Pillar Feature Aggregation module.

[161], and are down-sampled by a factor of 2 in the vertical and 4 in the horizontal direction to
reach the mid scale RangePillars (0.5S: 32x 512 = 16384 voxels with 16 points each). The two
voxel scales are concatenated via their feature dimension, as described in [124]. This combines
the local high-resolution voxel features with the mid-resolution features of the mid scale the same
mini-PointNet of the higher resolution is applied to each pillar. This process is then repeated with
the enriched mid scale RangePillars to reach the lowest scale pillars (0.255: 16 x 128 = 2048 voxels
with 128 points each).

To bring the context of the lower scale RangePillars back up to the higher scale pillars, a second,
bottom-up path is applied. The coarse, lowest scale RangePillars are max pooled along their
point dimension, up-sampled, and concatenated onto the mid scale pillar feature vectors. These
RangePillars are again processed by a mini-PointNet. The process is repeated on these mid scale
pillars and they are in turn up-sampled and concatenated onto the highest scale RangePillars, to
add the context of the lower scale voxels as well as their own onto the fine scale pillars. The
mini-PointNet are applied to this final highest resolution RangePillars. In this way the coarse pillars
are enriched with the information of higher scale pillars, while the higher scale pillars gain the

context information of the surrounding RangePillars of various resolution.
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4.2.3

The concept of the RangePillars is applied to the SalsaNext [61] range image semantic segmentation
backbone: As a baseline a version of the SalsaNext has been adapted to work without the RangePil-
lars, but with additional image-feature input layers: The spherical coordinate transformed point
cloud as given in Equarion 4.1 is mapped from R? — R? by

1y _ 4 1
[“]z[ Lol ),withu,veN+, 42)
1% [1_(9+fup)f ]h

where (u,v) are the image pixel coordinates, (h, w) are the height and width of the resulting range
image and f = f,, + fiown is the vertical field-of-view of the lidar sensor. The image coordinates
(u,v) are used to create a six channel image in the panoramic view. The input image consist of the
inverted range and the intensity values similar to the recommendation of Kochanov et al. [120].

Two additional input channels are added to the input image, that encode the normal vectors of each
point in the range image projection in relation to the lidar sensor. These are calculated by taking the
mean of the angles spanned between the point in question and the two neighboring points:

NRPJ’!O}"(u’ V)= 0~5(ARP,h0r(M, v+ 1)+ ARPJwr(u? v—1)) (4.3)
NRP,ver(u’ V) = O~5(ARP,ver(us v+1)+ ARP,ver(Ms v—1)), 4.4)

where Arpior, ARPyver € [—7, 7] are the spanned angles between the point and its pixel space neighbors,
and Ngphor, Nrpver € [—7,m] are the resulting relative normal vectors in relation to the sensor origin.
They are split into the horizontal and vertical neighbor in the range projected image respectively.
The angle images Arpjor and Agrp,.r are calculated via the law of tangents:

Rer(t,v+ Dsin(@or)
A AU, = t 45
RRhor (1, V) = are a“((RpR(u, V)~ RorGuv+ 1)cos(ahm>>) (4-2)
Rpr(u+1,v)sin(ayer)
A ver(U, = t R 46
R ver(4,) = arc a“((Rpr, )~ Ror(u+ Lv)cos(aver») (4-0)

where Rpp is the range projected range image and @y, @y, are the horizontal and vertical lidar
resolution respectively.

Further, two point-wise projected range distance images Dpg_nor and Dpgy.r € R which encode the
Euclidean distance of a point from it’s horizontal and vertical range image neighbors are concatenated
to the image features.

Dpg hor(u,v) = ||(cpr(u,v) = cpr(u,v + D)ll2 (4.7)

DpR ver(u,v) = ||(cpr(ut,v) — epr(u+ 1,v))|l2. 4.8)

They are calculated by the L, norm of the projected Cartesian point coordinates cpr and their
neighboring pixel values in the horizontal and vertical respectively. The projected Cartesian point

4.2

51



52

coordinates cpr are stored as a 3-channel image, in which each channel holds the information of the

three coordinates x, y and z

cpr,hor(0,u,v) = x 4.9)
cprhor(1,u,v) =y 4.10)
CPR,hor(2,1,V) = Z. “4.11)

This baseline image network with 6 input feature channels, was extended by adding the voxel-wise
RangePillar features. The input image features are concatenated with the mean voxel features in
the shape of pseudo-images resulting from the Multi-Scale Pillar Feature Aggregation step outlined
in SecTION 4.2.2. The voxel-wise max features are assigned to the corresponding pixel values that
are mapped from the voxels to the image pixels, as the number of the 1§ scale voxels aligns with
the number of pixels in the range projection image. Lastly, the classification head of the network is
adjusted, to output the second to last layer as a feature-rich output for the point-wise classification
network.

4.2.4

The point-wise classification combines the original point cloud with the output features of the
RangePillars from the Multi-Scale Pillar Feature Aggregation, and with the pixel-wise output
features from the adjusted image backbone. The Pillar-Pixel-Point Classification head uses the

original point IDs and coordinates for each point in the output image as well as the RangePillars.

Given the original point cloud in the form P € R¥V*G*+0) where N is the number of points, and C is
the number of additional features to the three Cartesian coordinates, the coordinates of the range
image projection and the RangePillar voxels can be projected into the same view. The coordinates
of the range image projection are given in the form RP € NY*2, where RP is in the same order as
P. The RangePillars IDs are given in the form RPV € NY¥*V*! where V is the number of voxels
and / is the number of inner-voxel points. These coordinates are used to re-project the features of
each RangePillar to a point-wise list. The point-wise RangePillar features are concatenated with

re-projected point-wise image output features and the points of the original point cloud.

The point-wise feature vector obtained by concatenating all three feature branches is processed by a
one-dimensional convolution layer to output the probabilities for the final classification of each point.
This point-wise segmentation combines the context-rich information from the image backbone with
the three-dimensional information from the RangePillars and the original points, helping to avoid
projection bleeding. This is a problem often seen in projection networks where borders between
classes in the range image become smudged and one class bleeds into another, even when the points
are far apart in the Cartesian point cloud [7].
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4.2.5

Real world datasets are highly imbalanced which is challenging for deep neural networks. In order
to reduce the bias to the more prominent classes, for the presented network, the strategy of SalsaNext
was adopted, by which more value is added to the underrepresented classes by weighting the softmax
cross-entropy 1oss Lyce as

C
. 1
Lyee(,y) = —Za/cyc log(¥,), with @, = — 4.12)
c=1

N

where C is the number of classes, y. is the true label and J, is the predicted label for class ¢, and @,
is the relative inverse square root of the class frequency f, which is the share of points of the given
class divided by the number of all points in the dataset.

Further, the Lovdsz-Softmax loss [8] L;s is added to the weighted categorical cross-entropy Lyce.

The Lovdsz-Softmax loss is a method used in image segmentation to improve the accuracy of models.

The key idea behind the Lovdsz-Softmax loss is to optimize the Jaccard index, also known as
Intersection over Union (IoU). The IoU is a common metric for the quality of image segmentation,
and it is more robust than simple pixel accuracy as it takes into account both the size and location of
the predicted segments. This makes it a more suitable metric for imbalanced datasets or datasets
with varying object sizes.

Given a vector of class probabilities f(c) for each class c in C, and a ground truth label y, a vector of

pixel errors m(c) is constructed for each class c as follows:

mey=11 7@ ife=y (4.13)
f(o) otherwise.

The Lovdsz-Softmax loss for class c is given by the Lov’asz extension of the Jaccard index for class

¢, applied to the vector of pixel errors m(c):

L(f(c)) = AJ(m(c)) (4.14)

Finally, the overall Lovdsz-Softmax loss is the average of the class-specific losses:

1 _
Lis = i ; AJ(m(c)), (4.15)

where AJ, is the Lovdsz extension of the Jaccard index for class ¢, f(c) is the vector of class

probabilities for class ¢, m(c) is the vector of pixel errors for class ¢, and C is the set of all classes.

The sum is over all classes ¢ in C, and |C| is the number of classes.

The Lovdsz extension is a mathematical tool used to extend set functions to real-valued vectors. It is

particularly useful for extending submodular functions, which are set functions that satisfy a natural
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"diminishing returns" property. Submodular functions often arise when dealing with discrete objects

like sets of pixels in an image or sets of points in a point cloud.

In simpler terms, the Lovdsz extension takes a vector of computed errors, orders them in decreasing
order, and operates on these errors to compute a smooth approximation of the submodular Jaccard

Index. The final loss is the average of the Lovdsz-Softmax losses computed for each class.

By directly optimizing the IoU, the Lovdsz-Softmax loss can lead to improved performance on image
segmentation tasks, particularly when dealing with imbalanced or diverse datasets.

For a more detailed explanation of the Lovdsz-Softmax loss, the original paper [8] can be referred

to.

Both losses, the weighted categorical cross-entropy and the Lov’asz-Softmax loss, are combined
with a weighted influence for the final loss L

L = AyeeLyce + AisLys, (416)

where A, and A5 scale the influence of the weighted categorical cross-entropy and Lovdsz-Softmax

loss respectively.

The full network is trained in an end to end fashion which is causing considerable issues due
to the internal projections and sub-networks: the weights of the RangePillars feature encoder
are approaching zero values, due to the over-reliance of the full network on the image backbone
predictions resulting from the range image projection. In order to force the network to use the
RangePillar features and to lessen the bias towards the image backbone. The training loss is

furthermore extended by a multi-headed loss which will further on be called Hydra Loss.

The Hydra Loss is the addition of loss terms on intermediate classification heads at the preliminary
stages of the sub-networks. The original point cloud is encoded to the RangePillar voxels which
uses the Multi-Scale Pillar Feature Aggregation to combine local features of the fine voxels with the
global features of the coarser voxels grid. A classification head is added to the RangePillar feature
encoder sub-network, in order to classify each voxel of the 1S voxels separately. The loss of the
RangePillar Voxels Ly is combined by the two terms of the weighted categorical cross-entropy
Ly,,, and Lovdsz-Softmax loss Ly, , with a voxel weighting to the point-wise loss of the final full

network.

The same process is repeated for the image backbone: the final feature output layer of the SalsaNext
backbone is added to a separate image classification head, and both loss terms are calculated for this
third head. The three heads are shown in FiGURE 4.5.

Each head’s combination loss consists of the linear combination of a weighted categorical cross-
entropy term and a Lovdsz-Softmax loss term:

Ly = /lwceLVwce + AlsLV/S “4.17)
L= /lwceLlwcg + /11sLIIS (4 1 8)
Lp = /lwceLchc + /llsLPls- 4.19)
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Loss Calculations of Intermediate Network Heads. At training time, the intermediate features
of the RangePillars and the image backbone are extracted and processed by classification heads.
The resulting predictions are used to calculate a voxel loss Ly and an image loss L; as well as the
final point loss Lp.

The final multi-headed Hydra Loss Ly of the entire network therefore consist of the three loss terms,
each adjusted by an origin loss weight

Ly =AyLy+A;L;+ ApLp (420)
LH = /1V(/1wceLVwce + /llSLV[_r) + /ll(/lwceLlwce + /llsLI/s) + /IP(/lwceLPWCg + /llsLPIS )’ (421)

where the indices V, I and P denote the head-origin of each combination loss term and associated
weight term of the voxel, image and point-wise head respectively.

4.3

The performance of the network and the ablation studies of its unique components were evaluated
on the SemanticKITTI [39] dataset using the mean Intersection over Union metric (as described in
Equarion 2.31 on page 22). This metric measures the overlap between the predicted labels and the
ground truth labels for each class and averages it over all classes. This metric is commonly used to

evaluate the performance of semantic segmentation models.

To evaluate the influence of each component of the network and the various hyperparameters of the
modules, ablation studies were conducted on a subset of the SemanticKITTI dataset. Only 10% of
the original training data were used for these studies for a total of 100 epochs, as training multiple
epochs for each configuration is computationally expensive and time consuming. The final trained
RangePillars network which was evaluated on the challenge submission server in SecTion 4.3.3, was
trained on the full training set. All networks were trained using a novel augmentation pipeline which
is presented separately in CHAPTER 6.
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4.3.1

Ablation studies were conducted to understand the impact of RangePillars and their hyperparameters
on network performance by modifying or removing network components.

The first experiment tested the RangePillars modules’ impact on mloU. Additional image features
improved the mloU from 46.8 to 47.3 by concatenating the proposed image input features to the input.
The RangePillars were initially used as Pillar Feature Encoders before the image backbone, but did
not improve the final mloU (46.3) compared to the baseline network. Adding a set of RangePillars
after the image backbone improved the mloU from 46.8 to 57.8, demonstrating the positive impact
of this approach on the network’s performance.

The last variation of the RangePillars was using them on both sides of the image backbone as
explained in SEcTION 4.2. The loss parameters were A,,., = 1.0 for the weighted categorical cross-
entropy and A = 2.0 for the Lov’asz-Softmax loss in all three settings, these hyperparameter values
were found to have the best influence on the performance and prior work [61] used the same
weighting of the loss terms. The Hydra Loss for the third variation was set to reduce the influence of
the voxel and image head from 1.0 to 0.0 dynamically after 10 epochs for the voxel head and 20
epochs for the image head to avoid the weights of these networks from vanishing. However, this
setup did not improve the mloU but instead reduced it to 37.4.

Based on these results, the Pillar Feature Encoders were dropped in further experiments, as they
did not yield any improvements. The Hydra Loss was also replaced by only the point-wise loss
combination, as it was found to be more effective.!

The second ablation study investigated the influence of the hyperparameters within the RangePillars.
For these studies, the third row network in TaBLE 4.1 was selected, in which the RangePillars were
not used as an additional input feature pre-processing step for the image backbone but only as
the final Pillar-Pixel-Point Classification head. The mloU values for the various hyperparameter
configurations are listed in TABLE 4.2.

By reducing the filter depth of the RangePillars from 64 to 32 the final mloU score dropped by 2.1
points to 55.7. Increasing the depth from 64 to 128 on the other hand had no impact on the final
mloU, but the network converged quicker and reached the final performance on average 20 epochs
earlier than the 64 filter depth version.

Increasing the number of layers inside the RangePillars did not yield an improvement in the final
mloU. The original configuration of a single layer performed better than the use of 2, 4 and 8
layers, that reached an mloU of 56.6, 57.0 and 57,2 respectively. While the performance slightly
increases with more layers, the original single layer RangePillars reached an mloU of 57.8 with less
computational demand.

The influence of the filter depth on the final mloU appears to be very limited. Halving the number of
filters leads to a worse mloU, but doubling it has no noticeable effect. The number of layers after

I'The last configuration was also tested with a sequential training approach, where the Pillar Feature Encoders were first
trained with a Voxel head, then the image network was trained with the frozen Pillar Feature Encoder weights, and lastly,
the second RangePillar layer was trained with point-wise classification. The full network achieved an mloU of 56.5, but
with three times the training iterations and thus not comparable to the other results in TABLE 4.1.
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Influence of Hyperparameters of the

Influence of the RangePillar Modules in RangeP 'jll‘"' s on the Final Mgtric. The
the Full Network. The usage of the RangePillars are used in the Pillar-Pixel-
Point Classification step only and the influ-
ence of hyperparameter on the final mloU
is listed. Layer number one and filter depth
64, if not otherwise noted.

RangePillars as voxel feature encoders has
an almost not noticeable effect on the final
segmentation quality, while the Pillar-Pixel-
Point Classification usage of the RangePil-
lars noticeably increases the final mloU.

Hyperparameter  Value ‘ mloU

Position of the RangePillars mloU 32 55.7
Baseline SalsaNext [61] 46.8 Filter Depth 64 | 578
Additional Image Inputs 47.3 128 57.8
Pillar Feature Encoder 46.3 1 57.8
Pillar-Pixel-Point Classification | 57.8 Layer Number 2 56.6
Both 37.4 4 57.0

8 57.2

the Multi-Scale Pillar Feature Aggregation does not seem to have a clear influence on performance.
Increasing the number of blocks to two, four, and even eight shows no clear trend and was discarded
due to the increased computational effort required for training and inference. Therefore, the final
RangePillars network had a layer number of one and a filter depth of 64.

4.3.2

The ablation study of TasLe 4.1 has shown that the RangePillars are particularly useful for the
Pillar-Pixel-Point Classification after the image backbone of the projection network. They present
a good option to mitigate the main problem of projection networks: The projection bleed of the
segmentation masks as shown in FIGURE 4.6. Two other modules have been published previously that
try to solve this issue:

The first module is a depth dependent two-dimensional k-nearest neighbors [82] (KNN) post-
processing module which was released with the network RangeNet++ [7]. For each pixel in a range
image, the classified label is compared with its direct pixel neighborhood and a depth-dependent
weighting is applied to reduce projection bleeding.

The second module is based on KPConv [15] and was used in KPRNet [120] to improve classifications
from a projection network re-projected onto the three-dimensional point cloud. KPRNet uses a
three-dimensional kNN sampling to find the seven closest points for each point. These points are
then processed in a KPConv layer to mitigate the bleed influence of the projection network.

The Pillar-Pixel-Point Classification module of this chapter falls into a similar category as the two
mentioned modules. It was designed to combine the efficiency of a two-dimensional neighborhood

search with the effectivity of a three-dimensional operation.

In TaBLE 4.3 the raw projection model output as well as the three methods are listed with their influ-
ence on the final mIoU and the increase in runtime they cause. As can be seen, the implementation of
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Floure 4.0 Segmentation Bleeding of a Projection Network. Projection networks create segmentation
masks similar to image segmentation networks. Points that are next to each other in the projection
image can be very far in the three-dimensional point cloud (e.g., a car in front of a wall). A
rough segmentation edge between two objects in the segmentation mask can therefore set a

wrong classification to points that are very far away from the corresponding object (top). The
RangePillars (bottom) act as a projection cleaning module, that reduces this effect.

Chapter 4 Contributions to Semantic Segmentation:

Creating an Advanced Network Architecture for Three-Dimensional Se-
mantic Segmentation of Lidar Point Clouds



Comparison of the Pillar-Pixel-Point Classification Module with Current State-of-the-Art
Post-Processing Modules for Projection Networks. The usage of the RangePillars for the Pillar-
Pixel-Point Classification yields the best enhancement of the final mloU at a comparably low
additional runtime. The additional CPU-bound runtime of the data-loader for the three-dimensional
kNN sampling of KPConv as well as the cython [40] voxelization implementation of the RangePil-
lars are added to the reported absolute runtime for a fair evaluation.

Post-Processing Method \ mloU T Aabs.mloU T Arel. mloU T inference [ms] | absolute [ms] |
Base Network 46.8 +0.0 +0.0% 40 45
+ 2D kNN [7] 49.2 +2.4 +5.1% 44 50
+ KPConv Layer [15] 57.3 +10.5 +22.4% 69 102
+ Pillar-Pixel-Point Classification 57.8 +11.0 +23.5% 95 131

The Performance of the Original SalsaNext and the Proposed RangePillar Network on the Se-
manticKITTI Validation Data. Both the proposed RangePillar as well as the provided checkpoint
of the SalsaNext were inferred on the validation set of the dataset.

z 2 E 2
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SalsaNext [61] 0.0 945 426 802 80.6 483 80.8 61.6 651 531 449

56.9 86.7 40.7 420 793 425 646 694
61.3 940 314 573 866 583 625 755 0.6 949 515 822

oW
e

RangePillars 889 548 857 613 731 554 445

the RangePillars with an mloU of 57.8 outperforms both the two-dimensional kNN post-processing
module (49.2) as well as the KPCony projection cleaner network (57.3).

The inference time increase of the two-dimensional kNN post-processing module is neglectable with
5 ms, while both the KPConv projection cleaner network as well as the presented Pillar-Pixel-Point
Classification increase the runtime beyond a real-time capable application with an additional 57 and
86 ms, respectively. Both three-dimensional modules are therefor preferable for offline applications,
while the two-dimensional kNN enables an online projection cleaning at a lower performance.

4.3.3

Based on the results of the ablation studies on the validation set in SEction 4.3.1, the best combination
of modules and hyperparameters was chosen to be retrained on the full training set of the dataset.
The resulting network achieved an mloU of 61.3 on the validation set, 4.4 point higher than the
original SalsaNext with the two-dimensional kNN projection cleaning module with an mloU of
56.9.

The proposed additional RangePillar network on top of the original SalsaNext improves most classes,
as it prevents the projection bleeding effect much better than the original two-dimensional kNN
projection module of the SalsaNext, as shown in TaBLE 4.3.
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4.4

The RangePillars network is not the new State of the Art for semantic segmentation. The network
was designed to combine a synergy of benefits from different network architectures. The evaluations
show that the combination of the range image and RangePillars features in the encoder of the image
backbone do not provide additional benefit, but on the contrary appear to degrade the performance
of the image backbone by introducing more noise than additional useful features.

The use of the proposed RangePillars as a post-processing module in a projection based network via a
Pillar-Pixel-Point Classification improved the final classification to a higher degree than comparable
modules.

Several new approaches have been tried in the development of this network, but in the meantime the
State of the Art has advanced as well. The advantages of the different network types mentioned in the
introduction have been recognized and combined in several new networks. 3d-MiniNet [6] achieved
an improvement in runtime by replacing the early sections of the encoder of a range image network
with a pseudo voxel architecture that uses pixel values within a range image as points. By doing
this, the authors avoid the overhead of voxelization and tensor re-structuring which caused major
problems in the development of the RangePillars network. RPVNet [16] has achieved a combination
of point-wise, image-wise and voxel-wise sub-networks, by multiple fusions of the features in all
three strands in different locations within the network. It is clear to see that the base idea that inspired
the development of the RangePillars was also recognized as a desirable synergy by others.

In conclusion the RangePillars are a promising additional network module that enhances projection
based networks by combining projection image features with point-wise and voxel-wise features
for precise point-wise semantic segmentations. Furthermore in the development of this network,
the foundation for further methods were developed which led to new augmentation methods for
the training of neural networks for lidar semantic segmentation which are presented separately in
CHAPTER 6.
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Contributions to Panoptic Segmentation:

Developing Novel and Improved Methods for Panoptic Point Cloud

Segmentation

Panoptic lidar segmentation combines
semantic and instance segmentation
by assigning each point a semantic
class and instance label. This process
enables machines to understand their
three-dimensional surroundings using
lidar data, making it a critical com-
ponent of computer vision. Recent
years have seen a surge in the devel-
opment of deep learning-based net-
works, greatly improving the accuracy
and efficiency of panoptic lidar seg-
mentation. In this chapter, the latest
advances in this area are explored and
new network combinations for panop-
tic lidar segmentation are designed
and implemented.

Panoptic Segmentation Results of One of the
Novel Method Combinations Outlined in this
Chapter. A three-dimensional point cloud is shown
with semantic classified and instance-wise separated
points. Every instance of the same class is assigned a
slightly different shade of the same color.

SecTioN 5.1 provides an overview of the current State of the Art of panoptic lidar segmentation and

outlines the three main methods for panoptic lidar segmentation.

In SecTioN 5.2, a state-of-the-art heuristic lidar clustering algorithm is used to extract object clusters,

which are subsequently classified using a CNN image classification network. This approach results

in an efficient panoptic lidar segmentation that can run on a single CPU core in real-time.

In SecTION 5.3, two state-of-the-art semantic segmentation networks are combined with heuristic lidar

clustering algorithms, and a parallel GPU approach is developed for the lidar clustering algorithm

discussed in CHAPTER 3.

The following main contributions are provided in this chapter:

e A novel CPU-based system for real-time panoptic segmentation of lidar data.

A novel GPU-based Euclidean clustering algorithm inspired by the FLIC algorithm.
A novel GPU-based two-step combination system for panoptic segmentation.
Evaluations of both proposed system architectures on open source panoptic lidar data.

A detailed comparison with state-of-the-art panoptic lidar segmentation methods.
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5.1

There are three main approaches to panoptic segmentation: sequential, two-stage, and single-stage.

Sequential approaches handle the semantic segmentation independently of the instance segmentation
by combining a semantic segmentation with the object detection results of bounding box detection
algorithms. Examples of such a sequential combination were presented in [147], in which the
authors combined the RangeNet++ [7] and KPConvy [15] semantic segmentation networks with the
PointPillars [127] object detection network.

Two-stage approaches, such as EfficientLPS [181] and MOPT [109], detect foreground instances,
refine them, and then apply a semantic segmentation to the remaining background points.

Single-stage approaches, on the other hand, use unified networks to detect both the semantic and
instance segmentation in a single backbone. They usually use two heads for the final task split.
Examples of single-stage approaches include Panoptic RangeNet [147], Panoster [85], DS-Net [105]
and Panoptic-PolarNet [232].

There is also a special type of network for panoptic segmentation that combine heuristic clustering
algorithms with semantic segmentation and instance refinement modules. Prominent examples of
this type of network include Panoptic4D [36], GP-S3Net [164] and Panoptic-PHNet [132].

5.2

The lidar cluster classification [93] was the first reported method for panoptic segmentation, that was
able to run on a single CPU core in real time. The work outlined in this section was already published
in a conference paper [93] as well as in the doctoral thesis [92] of the first author of the same. Several
of the figures and tables in this section were reproduced from the referenced conference paper.

In this section a real time capable panoptic lidar segmentation algorithm is outlined. The method
combines the clustering algorithm described in CHAPTER 3 with a second stage that extracts important
features for a computationally efficient classification of the segmented lidar clusters. An example of
a panoptic segmented point cloud of the SemanticKITTI [39] dataset with this method can be seen in
FIGURE 5.2, compared to the same scene with the ground truth labels.

5.2.1

The method consists of two parts. The first part, the class-independent clustering of objects, has
already been presented in CHAPTER 3. The clustering step yields a point cloud with a ground
segmentation and individual cluster labels or each object that is not part of the ground.

The second part, the classification, builds on the instance-wise segmented point cloud. More precisely,
on the range image projection of the point cloud. The classification step is performed on the range
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Panoptic Segmentation of the Lidar Cluster Classification Method Outlined in Section 5.2.1.

The semantic class mapping was adjusted as shown in Ficure 5.5. The predictions of the methods
are shown in the top row with the semantic (left) and instance predictions (right) shown separately.
The remapped ground truth is shown in the bottom row. Please note that the instance IDs are
randomly colored.

image, similar to the clustering step. This reduction of the three-dimensional point cloud to the
two-dimensional representation is one of the main reasons for the high efficiency of the method.

The second reason for the efficiency of the proposed method is the re-formulation of a segmentation
problem to a classification problem. The preceding clustering algorithm outputs instance-wise pixel
segments within a range image. These masks are used to crop out the corresponding objects from
the range image to stand-alone images which are processed with a standard classification CNN.

Instead of the three color channels consisting of a red, a green and a blue channel, a combination
of three different feature layers is used: the lidar remission and two values representing the surface
normal structure. The remission is available in range coordinates by projecting the raw point-wise
remission values of the lidar point cloud. The surface structure is given in the form of the relative
normal vector scalar components of each point in relation to the sensor.

These are calculated by taking the mean of the angles spanned between the point in question and the

two neighboring points:

Nrphor(4,v) = 0.5(ARppor(, v + 1) + ARppor(u,v — 1)) (5.1
NRP,ver(ua V)= O~5(ARP,ver(us v+1) +ARP,V€V(M9 v—1)), (5.2)

where Arpior, ARPyver € [—7, 7] are the spanned angles between the point and its pixel space neighbors,

and Ngpnor, NrPyver € [—, 7] are the resulting relative normal vector scalar components in relation
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Visualization of Normal Vectors. The horizontal (top) and vertical (middle) normal vector
component image, as well as a combined view of both components (bottom) are visualized.

to the sensor origin. They are split into the horizontal and vertical neighbor in the range projected

image respectively. The angle images Agpor and Agpyer are calculated via the law of tangents:

Rpr(u, v+ 1)sin(ap,r)
A = .
&Phor(1,V) arCta“((RPR(u, V)~ Rpr(u, v+ 1>cos(ahor>>) ©3)
Rpp(u+1,v)sin(ay.r)
A - 4
RPyer(i,V) = arctan ( RerGiv)— Ror(u+ 1) cos(@v) ) ’ 4

where Rpg is the range image and aj,,, @y, are the horizontal and vertical lidar resolution respec-
tively.

An exemplary representation of both normal component images Nrpjor and Ngp,.r can be seen in
Ficure 5.3, with an additional combined view for illustration purposes.

These simple calculations and the projection of the raw remission data results in a range image
projection image with three data channels: remission, vertical normal vector and horizontal normal
vector. Furthermore, a binary mask representing the shape of the instances is used, but not added to
the classification image. Based on the binary instance mask, the image is cropped to the instance,
and multiplied with the binary instance mask to remove the background in all three layers of the
cropped images. These are then classified by a small CNN.

The main objective of this work is to facilitate a fast classification of lidar instances which is capable
of running on CPU in real time. In [93] a mini-XCEPTION [34] variation with fewer separable
modules was used together with a second network branch that used statistical cluster information
such as instance size and point density. In this work the network does not use the second branch
and relies entirely on the cluster instance classification via the CNN. The architecture is shown in
FiGure 5.4. The reduced mini-XCEPTION [34] consists of two residual separable modules with a
maximum filter depth of 64. The complete CNN architecture has a total of 20,802 parameters. By
using depth-wise separable convolutions, in which each feature dimension is convoluted separately
in two-dimensional operations, the computation demand reduces immensely compared to normal
convolutions across all channels [56]. The CNN classifies each cluster instance image to one of five
classes: "Car", "Truck", "Pedestrian", "Bike" or the "None" class which denotes an object that is not

one of the four defined ones.
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Reduced Class Mapping of the SemanticKITTI Dataset. The classes used in the training
and evaluation were remapped to match a subset of dynamic road user classes as well as two
background classes indicating free and occupied space respectively.

5.2.2

The described method was evaluated using the SemanticKITTI [39] dataset. The semantic classes of
all points were mapped to the five classes of the classification network as well as a general ground
class as shown in Ficure 5.5. The classification network has been trained with the annotated point
clouds of the available training logs "00" to "10" with the exception of log "08" which was kept for

validation.

TaBLE 5.1 shows the results for the class-wise semantic segmentation Intersection over Union (IoU)
metric of the combined approach of clustering the point cloud and classifying each cluster separately
on the validation log of the dataset. The semantic segmentation metric was chosen for the validation,
as only the class labels are trained by the CNN, while the instances are extracted by the heuristic
clustering approach. The ground /oU is not listed, as it results from the ground extraction of the

clustering method described in CHAPTER 3.2.1.
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Semantic Segmentation Results. The average class-wise Intersection over Union (IoU) on the
re-mapped validation set. The results are reported once for the clustered instances of [99] and once
for the ground truth instances as input for the classification approach of this section.

Method ‘ None Car Truck Bike Pedestrian
FLIC Instances [99] | 954 750 47.2 265 28.2
GT Instances 994 92,6 732 525 55.8

Panoptic Segmentation Results. The results on the SemanticKITTI test set are shown for the four
metrics panoptic quality (PQ), segmentation quality (SQ), recognition quality (RQ) and mloU.

Class | PQT SQT RQT mloUT
Car 754 866 87.0 79.2
Truck 53 888 6.0 3.7
Bike 82 723 114 4.6

Pedestrian | 37.7 90.5 41.7 16.1

The score of this metric was computed for two approaches. First the full method, in which the
instances were clustered with the FLIC clustering algorithm of [99] as described in CHapPTER 3 and
classified with the CNN of Section 5.2.1. The second approach applied the classification directly
to the annotated ground truth instances in the dataset. This allowed for a comparison, on how the
performance was influenced by the quality of the provided object instances. As the results in TABLE
5.1 show, the performance of the classification depends directly on the segmentation quality of the
given object clusters. Especially the "Bike" and "Pedestrian" class show significant reliance on the
instance segmentation quality as the loU drops from 52.5 to 26.5 and from 55.8 to 28.2 respectively.
The other classes "Car", "Truck" and "None" also drop by 17.6, 26.0 and 4.0 mloU.

As the resulting class labels are provided instance-wise, the results can be directly used as panoptic
segmentation. The full method was validated on the panoptic segmentation benchmark of the
SemanticKITTI dataset. This challenge uses the Panoptic Quality (PQ) as described in Equarion 2.32
on page 23.

The presented approach was limited to the class set shown in FIGURE 5.5. The results in TABLE 5.2
were therefore reverse mapped to 4 of the 19 original classes of the SemanticKITTI dataset: "Car",

"Bicycle", "Truck" and "Pedestrian". All other classes were mapped to "Unknown".

The reverse mapping introduced wrong predictions to the "Truck" and "Bicycle" classes, as the
network merges the two original classes "other-vehicle" and "truck" to "Truck" as well the four
classes "bicycle", "bicyclist", "motorcycle" and "motorcyclist” to "Bike". Therefor three out of four
correct but re-mapped "Bike" predictions of the network are "wrong" for the evaluation server which

hurt the performance of these two classes.

The classification network presented in SEcTioN 5.2.1 was implemented in Python with Tensorflow
[1] and Keras [@57], devoid of any customization or optimizations. Most of the point clouds in
the dataset yielded fewer than 100 clusters. This is representative for automotive lidar scenes of
inner cities, suburbs and highways. The inference of 100 randomly selected input instances on
the proposed lightweight version of a mini-XCEPTION was measured multiple times on an Intel
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i7-6820HQ laptop CPU @ 2.70 GHz and an average inference time of 32 ms was recorded. The
presented combination of the FLIC algorithm presented in CHAPTER 3 and the classification network
described in SecTioN 5.2.1 is able to create a panoptic lidar segmentation in real-time entirely on
CPU.

5.3

Panoptic segmentation is a combination of semantic segmentation and instance segmentation. This
task is usually performed in a single network as described with multiple examples in SEction 5.1,
but a multi-step process is equally valid to reach the goal. In the previous SEcTION 5.2, a multi-step
process was presented which was designed for fast inference without the use of a GPU.

In this section a combination of state-of-the-art networks for semantic segmentation and a subsequent
instance segmentation is outlined. The combination of both tasks yields a panoptic segmentation of
lidar data with minimal additional overhead.

Furthermore a revised version of the algorithm proposed in CHAPTER 3 is described in SecTion 5.3.1.
In Section 5.3.2 the combination method of this Section is evaluated with two different networks for
semantic segmentation each combined with two different instance segmentation clustering methods.
This is done with respect to their final panoptic segmentation quality as well as the runtime of the
entire combination method. All four combinations are compared to current state-of-the-art panoptic
segmentation methods. The proposed combination method is one of the top three published methods
of the SemanticKITTI challenge with a Panoptic Quality (PQ) of 58.0, while another combination
of the proposed approach is currently the fastest method with a frequency of 37.8 lidar frames per
second at a respectable Panoptic Quality of 45.0.

5.3.1

For the combination methods presented here, two publicly available networks for semantic segmen-
tation of lidar data [228, 133] are combined with two class-independent instance clustering methods.
The two semantic segmentation networks are chosen because one has a very high semantic segmen-
tation quality [228] and the other a very high inference speed [133]. Both were made open-source by
their authors' 2.

Due to the fact that both selected semantic segmentation networks [228, 133] are running on a GPU,
the panoptic segmentation task and therefore also the instance segmentation is not restricted to CPU
based hardware as opposed to the method of Section 5.2. The instance clustering method of CHAPTER
3 is therefore revisited and reformulated in Section 5.3.1. First, however, the two open-source lidar
semantic segmentation models used will be presented.

"https://github.com/xinge®08/Cylinder3D
Zhttps://github.com/sj-1i/MINet
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Cylinder3D

Cylinder3D [228] is a voxel-based semantic segmentation network that utilizes a three-dimensional
version of the cylindrical partitioning and processing of point clouds as proposed in PolarNet [225].
By dividing the point cloud into cylindrical voxels and extracting features from the resulting polar
grid, the network is able to effectively encode and classify the data. The feature extraction process
utilizes a PointNet-alike [161] multi-layer perceptron to process each voxel, and the resulting features
are fed into an encoder-decoder structure that is similar to a convolutional neural network used in
image processing. However, unlike traditional image CNNs which operate on a two-dimensional grid,
Cylinder3D operates on a three-dimensional voxel grid in polar coordinates. The final classifications
are refined for each individual point in the publication, but in the open-source implementation® used
in this chapter, the classifications are output voxel-wise instead. In order to improve performance,
the network was retrained using an augmentation pipeline described in CHAPTER 6.

MINet

MINet [133] is an architecture for the semantic segmentation of projected lidar point clouds in
a range image structure. It uses a multi-scale approach, in which a special focus was put on the
computational operations to be as efficient as possible and to avoid any redundant computation.
The authors created additional supervision of the intermediate layers, for better convergence of the
weights without additional runtime of the inference. The MINet architecture is able to process lidar
data many times faster than the recording time of the sensor at a comparably high mloU. In order
to improve performance, this network was also retrained using the same augmentation pipeline as

above which is outlined in CHAPTER 6.

FLIC++

The basic principle of the clustering method of CHAPTER 3 was revised. Instead of a sequential
iterative reformulation of the clustering to a connected-component labeling problem as done in
CHaPTER 3.2.2, the connectivity definition of the individual points is approached as a parallelizable
method in this section.

The basic assumption remains the same, namely that the lidar point cloud is still projected in the form
of a range image for a structured and lower-dimensional representation. Likewise, the Euclidean
distance between the lidar points is used as a decisive criterion to decide whether two points originate
from the same object. However, unlike in CHAPTER 3.2.2, the metric is not further reduced to the
squared distance as a function of the lidar sensor parameters and depth values as originally shown in
Equartion 3.5 on page 34. Rather, the three-dimensional Euclidean position values of all lidar points
are used in the form of a multichannel image corresponding to the structure of a range image. This
means the projected image does not have one value per pixel, but three separate values for the x y

and z Cartesian coordinates in a structure similar to an RGB image. This enables the calculation

3https://github.com/xinge008/Cylinder3D
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FLIC++ Pattern of the Map Connections. The concept of the Map Connections of CHAPTER
3.2.2 was extended for more connections beyond direct neighbors in the near vicinity (top). The
Scout Connections (bottom) extend to very far points relative to each lidar point in order to bridge
larger gaps resulting from occlusion or missing return values. The numbers in the bottom image
correspond to the relative pixel offset to the Scout Connections in the vertical and horizontal pixel
space.

of the Euclidean distance d between two lidar points p and q directly via the absolute difference of

dp.q)=p-q| = /(p- 97 (5.5)

where p,q € R are the three-dimensional position vectors of each point in the range-projected image

their coordinates:

of the Cartesian coordinates.

One of the key findings in the evaluation of the FLIC algorithm in CHAPTER 3.3 was the improved
segmentation quality by adding Map Connections (MCs). TaBLE 3.1 on page 43 showed that with
more Map Connections between distant lidar pixels in the range image, the segmentation quality
increases due to a reduction of the over-segmentation of contiguous objects that do not have direct
connections in the range image.

In the present new revision of the clustering method, the main focus is therefore on enabling more
MCs beyond the immediate neighbors. The new approach does not subsample the depth image to
a sub-connection of a few individual MCs, but allows each individual lidar point to connect to its
direct neighbors and all defined MCs.

For this purpose, the connection pattern shown in FIGURE 5.6 is selected, as it considers both multiple
dense connections of the immediate surroundings (top), but can also bridge large occlusions by other
objects with more MCs. The latter is extended in this revision of the algorithm by very remote Map
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Schematic Visualization of the Image Wrap Around. The Map Connections and Scout Con-
nections are brought to the target pixel position by copying the original image and shifting the
rows and columns according to the Connection position.

Connections which are further on also called Scout Connections (SCs). These add information of
"far" pixels in the projection image representation to bridge gaps created by occluded parts of an
object.

In order to compare an origin pixel with each of its connections, the Euclidean position image is
copied for each connection, and the rows and columns of the copies are shifted, and "wrapped
around" accordingly. This is done by shifting the copies of the original three-channel Euclidean
image containing the point coordinates as shown in FiGure 5.7 for a vertical and a horizontal
connection. The pixel position (u,v) in the original Euclidean image corresponds to the pixel
positions of the connection pixels in the shifted copy images.

These shifted images are stacked with the original image along a new, fourth dimension. EQuarion
5.5 is applied to this densely populated tensor along the new dimension. This reduces the four
dimensional tensor again to a three-dimensional image which contains the distance to each Map
and Scout Connection along the channel dimension of the image. The ordering of the channels
corresponds to the original ordering of the stacked shifted images.

With a defined threshold value the three-dimensional distance-encoding tensor is converted to a
binary one. Therefore as shown in FIGURE 5.8 a vector is created for each pixel position in the original
projection image, that corresponds to the binary decision of connection or separation from the given
pixel position to it’s connected pixels.

The same process is repeated with a second image that assigns ascending integer number values to
each pixel which is called ID image in the following. By shifting the ID image copies and stacking
them to an ID tensor, the channel positions of the IDs correspond to the same channel positions in
the binary connection tensor. This commonality allows to multiply the binary tensor with the ID
tensor and to thus zero all ID values that have no connection to the target pixel as shown in FIGURE
5.8.

Lastly, the ID tensor is reduced to its maximum value along the stacked ID channel dimension. This
assigns to each pixel position of the original projection image the maximum identity value of all its
connections. By repeating this process of assigning the IDs and reducing them to their maximum
along the stacked dimension several times, high ID values propagate along all connections until all
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Stacked IDs

’ Connected IDs

Binary Connections

Stacked Pixel ID Values of FLIC++ Connections. The IDs are taken from the shifted connec-
tion positions as shown in FIGURE 5.6, stacked along a new axis and multiplied by the binary value
of each connection. This results in a vector of every pixel ID that is connected to the target pixel
via the chosen clustering metric, and zeros for those that are not connected.

points of a cluster have the corresponding largest ID value, as the lower values are displaced by the
maximum operation.

This novel process replaces the problem formulation of a connected components labeling problem to
an entirely new approach. The whole process is implemented with parallelizable operators in the
deep learning framework PyTorch [155]. The new algorithm is called FLIC++, as the underlying
metric is the same as FLIC, but the novel approach enables a fast GPU based clustering with more
Map Connections and Scout Connections which results in a noticeably higher segmentation quality

as shown in the evaluation in SectiON 5.3.2.

Combination

The last step of the proposed method for panoptic segmentation is the combination of the mentioned
semantic segmentation networks with either the presented novel FLIC++ or the original CPU-bound
FLIC of CuapTER 3. One of the main weaknesses of the FLIC algorithm was the influence of the
ground extraction on the object separation quality as can be seen in TaBLE 3.1 on page 43. The
ground segmentation is therefore removed in the further development of the process. Instead, the
semantic segmentation output of the preceding network is used to mask out any point of the ground
classes from the point cloud presented to the instance segmentation part.

The combination method is therefore a sequential process using semantic segmentation to hide both
ground points and points of classes for which instance separation is not required. The lidar points
that are part of the classes that can be instantiated are passed to the instance separation as a projection
image. This reduces the instance separation process to the bare minimum, since only a fraction of
the original lidar points are used in the form of a depth image for the FLIC algorithm or in the form
of an Euclidean position image for the FLIC++. The instance separations is applied and finally
combined with the entire semantic labels of the previous network for a panoptic segmentation.
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Stack Via Shifted Images Calculate Max ID Assign Max ID to Pixel
of Stack Column

Repeat Process

Cluster ID Assignment via Channel-wise Maximum Operation.. The ID values of the ID-
tensor are maxed along the stacked axis in order to assign the maximum ID of all connections to
the target pixel. The process is repeated multiple times to connect all points of each cluster.

5.3.2

In this section the four different combinations of each the two methods for semantic and instance
segmentation are evaluated and compared to each other as well as current state-of-the-art panoptic
segmentation methods. The SemanticKITTI dataset was used for the evaluation of the presented
method. This dataset offers an objective evaluation for testing panoptic segmentation methods: there
is a test dataset whose labels are not available to the public. The evaluation server has access to these
hidden labels and can thus objectively evaluate the quality of the results.

The core metric of the data set is the Panoptic Quality as described in Equarion 2.32 on page 23. In
the following, however, we extended the attention to the inference speed of all panoptic methods.
The FLIC algorithm of CHaPTER 3 has not only shown a higher instance segmentation quality than
previous clustering methods, but especially convinced with its fast execution runtime. The possibility
of an application such as panoptic segmentation in real time is a basic requirement for operation in a
robot or an autonomous vehicle. For this reason, both metrics are highlighted and compared in the
following to find the best combination method for each goal as well as the best middle ground for
both: the best Panoptic Quality that is still real time capable.

The combination of the FLIC with only one Map Connection and the MINet enabled a very fast
panoptic segmentation. The total combined runtime of 28.4 ms is many times faster than the
acquisition frequency of the sensor. Thus, this combination enables an online capable panoptic
lidar segmentation, with a PQ of 45.0. This combination is the currently fastest known panoptic

segmentation method on the SemanticKITTI dataset.

The Cylinder3D network shows a very good semantic segmentation metric value (mloU), but it is
not real-time capable, it needs more time for the processing of a lidar frame than the recording of the
same. The FLIC algorithm showed a very high instance segmentation performance in CHAPTER 3.3.2,
using 14 MCs. The combination of both methods reaches a PQ of 56.9 with a runtime of 208.5 ms.
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The newly presented FLIC++ algorithm of SEction 5.3.1 was combined with the same two semantic
segmentation networks. The 18 connections of the FLIC++ are not listed separately, since no
different versions are used here.

The combination of MINet and FLIC++ show a real-time capable panoptic segmentation at a runtime
of 57.7 ms with a better Panoptic Quality of 47.0 compared to the FLIC version. Thus, the FLIC++
and MINet combination needs a little more than half of the acquisition time of a lidar frame for the
panoptic segmentation of the same.

The last combination was that of the Cylinder3D network with the FLIC++. This method achieves
a PQ of 58.0 and is one of the top three methods for panoptic segmentation together with the
two methods GP-S3Net [164] (60.0 PQ) and Panoptic-PHNet [132] (61.5 PQ). The authors of
GP-S3Net have not published their inference runtime, therefor a direct comparison is not possible
with the runtime of the presented combination which requires 210.8 ms, a little more than twice the
acquisition time of a lidar frame with the present sensor. The authors of Panoptic-PHNet report an
SPS of 11.0 which is real-time capable, but at a batch size of 8 which is not representative for an
online application, as opposed to our method which is processed frame-wise to mimic an online
inference.

All presented combinations as well as the mentioned state-of-the-art methods are listed in TABLE 5.3
for the main metrics as well as the PO+ which is a modification of the PQ metric that uses just the
IoU for stuff classes without distinguishing between different segments. Furthermore the general SQ
is listed for each method as well as the mloU and for all stuff and thing classes the separate PQ, SQ
and RQ.

The evaluation shows that the combination of different semantic segmentation networks and the
presented FLIC and FLIC++ offers a good combination for panoptic segmentation. The method can
be arbitrarily adapted to different targets: If a better panoptic quality is desired, this can be achieved
by using non-real-time capable networks together with the FLIC++ algorithm. If, on the other hand,
the goal is a real-time application, one can keep the instance segmentation part and replace only the
semantic network part with a faster model. Here one has a large margin, since the fastest instance
segmentation method, the FLIC in its basic configuration creates an additional computation time of
only 6 ms as shown in cHAPTER 3.3.1 of page 39.

5.4

This chapter introduces two novel methods for lidar panoptic segmentation, a technique used to
label objects in a three-dimensional point cloud based on their class and instance. These methods
combine heuristic algorithms and deep learning to achieve highly accurate and efficient segmentation
results.

The effectiveness of these new methods is thoroughly evaluated and compared against the current
State of the Art in the field of lidar panoptic segmentation. The comparison demonstrates that
the proposed methods achieve competitive results in terms of both panoptic quality and runtime
efficiency.
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The results of this study highlight the potential of these new methods to significantly advance the field
of lidar panoptic segmentation, a crucial technology for various applications including autonomous
driving, robotics, and surveillance. With further development and refinement, these methods could
have broad and impactful applications in the field.
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Developing Advanced Lidar Point Cloud
Augmentation Methods for Improved
Segmentation

In Cuapters 3, 4, and 5 of

Part I, new approaches for li-

dar data segmentation were pre- ,.,;’f#,; i
sented, each with their own ad- ¥, ///){’//// A=
vantages and disadvantages. The b/ /////((

methodology in CHAPTER 3 in-

volved an algorithmic approach
that used two predefined parame-
ters to separate the ground from
upright objects and objects from
each other. However, due to its 5 S //‘//.‘ ;

L

rigidity, this approach was prone

to corner cases, such as when Two Lidar Point Clouds Enriched via the Structure
it fails to separate two pedestri- Aware Point Cloud Augmentation Methods Presented
in this Chapter. The original lidar point clouds (top) are
augmented with parts of other point clouds to create en-
tirely new scenes (bottom) to train neural networks for
In contrast, deep learning ap- segmentation.

ans walking hand in hand or a

car parked very close to a wall.

proaches recognize the structure
and shape of objects themselves based on a larger number of internal parameters of the neural
networks. To train these networks effectively, as described in CHaPTERS 4 and 5, large amounts of

data are required to learn the generalized structure that defines a particular type of object.

However, annotating segmentation data is expensive, making it difficult to acquire enough data to
train well-performing networks for the task. To overcome this challenge, augmentation methods can
be used to modify annotated data to look like new data for the network during the training process.
In this chapter, novel augmentation methods are presented that are specifically designed for use in
training semantic segmentation networks, but also have applications beyond that for lidar-based
neural networks.

The augmentation methods presented in this chapter were created to address two issues with training
data for semantic segmentation: overfitting to small data pools and class imbalance. Public datasets,
such as SemanticKITTI [39] and nuScenes [13], as well as closed source datasets, like the internal
Aptiv lidar segmentation dataset, often have imbalanced class distributions, with certain classes, such
as cars, being more prevalent than others, like motorcyclists.
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Despite a number of successful recent approaches for augmentation methods to overcome imbalance
and overfitting issues in the two-dimensional image domain [68, 14, 23], the extension of these
concepts into the three-dimensional lidar domain creates a domain shift between original data and
augmented data [28, 17, 5], as the underlying sensor structure is no longer valid and creates data that
a lidar sensor could never capture. Key characteristics of the data, such as scan line integrity, field of
view, and object occlusion, are extensively altered by these augmentation methods. Consequently,
this makes the use of networks that rely on these structural aspects, such as [7, 61], infeasible. These
key characteristics will be called the structure of lidar data in this chapter.

The proposed augmentation techniques of this chapter were designed to address the issues of class
imbalance and overfitting in the training data for semantic segmentation of lidar data. The methods
preserve the structure of the original raw lidar data while augmenting the content (compare FIGURE
6.1). The augmentation pipeline consists of two novel modules that can be applied to the training
of any neural network for semantic segmentation of lidar data. The first method injects additional
objects into a lidar point cloud, while the second method combines two point clouds to create a
third. The effectiveness of the augmentation pipeline was evaluated using state-of-the-art networks
for semantic segmentation of outdoor automotive lidar data. Neural networks from the three most
common approaches were used in the evaluation to demonstrate the model independence of the
proposed augmentation methods. KPConv [15] for the point-wise models, for the range image-based
models RangeNet++ [7], SalsaNext [61] and MINet [133], and lastly for the voxel-based models
Cylinder3D [228]. The presented method applied to the training of the later network achieves
state-of-the-art performance: it reached the 1*' place for "Semi-Supervised Semantic Segmentation"
on the SemanticKITTI dataset as of December 1% 2022 in the bins 1%, 10% and 50% 1.

The literature research, method description, evaluation, and large parts of the content of this chapter
were already published in a conference paper [97]. Some sections, figures and tables are taken in
part or in whole from these sources.

The following main contributions are provided in this chapter:

A novel lidar point cloud augmentation method.

A thorough evaluation of the method.

A detailed ablation study that illustrates the influence of all components.

A comparison with state-of-the-art lidar augmentation methods.

"https://paperswithcode.com/sota/semi- supervised-semantic-segmentation-on-24
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6.1

Neural networks are considered well performing when they generalize to unseen data. When
deploying a trained network, one expects a comparable result to that of the validation data that is
used to tune the network. Due to overfitting on training data this expectation might not be met. There
are various approaches to address this problem. In the following these approaches are separated into
model-related and data-related measures.

The first category of overfitting counter measures consists of methods such as regularization [95,
208] and dropout [185]. The former technique discourages the model from overfitting by imposing a
penalty on complexity. The later randomly "drops" parts of the network to prevent co-dependencies
among parts of the network.

The second category represents measures that are applied directly to the training data. The overarch-
ing goal is to continuously change the data so that overfitting can be prevented. This can also include
methods such as over-sampling rare classes [140], expanding the training data with other datasets [4]
and pretraining the network on other data domains [9].

In the point cloud domain however, data augmentation primarily relates to the direct modification of
the existing training data. Global augmentations are distinguished from local augmentations and
context augmentations. The former are applied to entire lidar frames, the second are applied to
individual objects and ultimately context augmentations represent the mixture of lidar frames with

the context of other frames on a larger scale than limited local augmentations.

6.1.1

Lidar point clouds as well as point clouds from other sensor types are usually augmented by applying
random translations, rotations, flips and point drops. These techniques show improved generalization
of neural networks due to a seemingly larger training dataset [25, 27].

6.1.2

In the two-dimensional image domain, different variations of Copy-Paste augmentations [23] have
been successfully used in various applications. These methods cut out parts of an image and paste
them onto another image. Similar approaches are also present in the three-dimensional lidar area.
Previous works have already shown the benefits of injecting underrepresented classes in object
detection tasks into training points. The most notable example is [216] in which Yan et al. created a
database that contains the cut-out point clouds of rare objects using the three-dimensional cuboid
annotation around the objects. During training these objects are sampled from the database and
injected into the point cloud at random locations. To ensure physically possible locations the cuboid
boundaries of injected objects were compared in bird’s-eye-view with other object cuboids to avoid
collisions [216]. The work of [21] additionally removed all points behind the cuboid of the injected
object in polar coordinates to remove any possible overlap with existing objects, thus sidestepping the

6.1

81



82

collision issue mentioned by [216]. In [108], Hu et al. applied a sub-sampling of the original sampled
injection object along the scan lines and between scan lines to extend the distance of injections in the
target point cloud, while keeping a similar structure of the lidar scan lines. The authors of [12] used a
multi-modal approach, in which they used an instance segmentation network to sample "foreground"
instances in the camera image. These were projected onto the lidar points to remove occluded
points. Lately, injection methods have also been mentioned in lidar segmentation publications [16,
232] which were described similarly to the method in [216]. The most comparable approach to the
injection augmentation presented in SEcTioN 6.2.2 is [20] in which the authors applied a Copy-Paste
algorithm [23] to the range image to inject cars in front of other objects, but cancel injections that

are injected behind other objects (e.g., other cars).

The injection method presented in SecTion 6.2.2 is the first to apply a point-wise occlusion competi-
tion between target and injection points, thus removing occluded points from the target point cloud
but also the injection objects according to their distance from the lidar sensor. This ensures that the
lidar sensor structure is retained and the augmented data can not be distinguished from real lidar
sensor data.

6.1.3

Augmenting the context of an entire scene is another approach to prevent overfitting of a network.
Object recognition models and models for semantic segmentation tend to perceive individual objects
together with their environment. In doing so, the network can place an excessive focus on the
environment which can change on unseen data in a different context [168, 5]. Context augmentation
is used to minimize such connections between objects and their context by using individual objects

in other scenes (see SEcTION 6.1.2) or by mixing entire scenes.

There are several examples in the image domain where parts of pictures were completely removed
[68], parts were cut out and pasted onto other pictures [23], or several pictures were blended together
in order to minimize the contextual dependence of the image content [14].

This type of augmentation is also used in the three dimensional domain. The approach presented
in [28] blended two point clouds of objects to generate new examples. The work in [17] extended
the approach of [23] into the three-dimensional domain and cut and pasted parts of one object point
cloud into another to create new mixes and enhance the model robustness against point attacks. The
authors of [5] overlayed two full scenes, to create a new combination scene. The authors showed
that out-of-context mixing reduces overfitting to the training set which lead to a better generalization
on unseen data.

The method for context augmentation presented in SEction 6.2.3 is the first to use a sensor-centric
approach for the fusion of two point cloud scenes. Thus, opposed to all previous mentioned
methods, the lidar sensor structure is kept intact and creates fused scenes which are structurally
indistinguishable from real data.
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Other augmentation methods that were published after the methods outlined in SecTioN 6.2 put a
similar focus on the lidar sensor structure for local and context augmentations. LaserMIX [122] fo-
cuses on the lidar scan lines as connected components. The authors assume an isotropic arrangement
of the scan lines around the sensor. They partition the point cloud along defined ring segments and
extract whole scan lines or segments of the same from a point cloud, and combine them with parts of
other point clouds. In this way they achieve a pseudo lidar structure of the generated point clouds,
but neglect the physical influence of the mixed parts among each other, e.g., in the form of occlusion
of distant areas by inserting objects in the near area.

PolarMIX [212] is an augmentation method that uses the rotational structure of 360° lidar sensors as
a basic assumption. The authors use a cylinder coordinate transformation to create local and context
augmentations for semantic segmentation data of lidar point clouds. They extract pie-like slices from
the point cloud to blend them with another point cloud for random angle slices. They also extract
the dynamic instances and insert them into other point clouds using a bird’s eye view Copy-Paste
approach. This approach, similar to the previous one, creates point clouds that produce good context
mixing but fail to generate the inherent physically limited structure of the lidar sensor.

In SecTioN 6.3.4, these two methods are directly compared with the one described in this chapter for
use in improving the training of neural networks for semantic segmentation of lidar point clouds.

6.2

The main focus of the augmentation methods for semantic lidar segmentation outlined in this section
is on preserving the data structure of the sensor. In CHapTER 2.1.1, the functionality of rotating
lidar sensors was briefly described. While these sensors map a complete 360° three-dimensional
point cloud of their environment, they are subject to clear physical limitations, such as the occlusion
by objects. Lidar sensors can not "see" through objects. For the sake of completeness, it should
be mentioned that some lidar sensors return multiple values per measurement, for example on a
window pane, a rain drop or the edge of a solid object, when measuring the depth of a point that is
not completely opaque or entirely blocking the light beam. The depth values for this first hit and
the object behind it are then returned as separate depth values. For fixed objects that are hit by the
entire laser beam these values are twice the same or they only return the single depth information
depending on the manufacturer and the user setting of the sensor. For the sake of simplicity, however,

these special cases are ignored in the following.

6.2.1

Most global augmentation methods, such as the ones mentioned in SecTioN 6.1.1 keep the previously
mentioned lidar structure intact. By globally rotating and flipping the point cloud around the sensor
origin, these methods ensure that the scan lines and the line-wise point distances are kept the same
relative to each other and to the sensor. No translations to the point clouds are used in the evaluations
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Instances Injected into a Scene. 7op: Original lidar scene. Bottom: Augmented scene enriched
with additional @" pedestrians", ®"bicycles", ®"bicyclists" and @"other — vehicles".

in SecTION 6.3, as they change the point to sensor distance differently for every single lidar point and
therefore break the sensor structure.

6.2.2 Structure Aware Point Cloud Injection

The injection method outlined in this section is built on the concepts presented in SEcTioN 6.1.2, but
extended the sampling and the injection into the range image domain based on the recording method
of rotating lidar sensors. The range image is a very close representation of what the lidar sensor is
able to capture. The semantic point-wise labels are used to extract rare objects from the training data
without including the ground, unlike the methods mentioned in Section 6.1.2. All sampled objects
are stored in a database for optimized access. In the injection step objects are sampled from the
database and global augmentations (flips, rotations and point drops) are applied to the objects. As
these augmentations retain the original lidar structure, the injection object can be projected directly
into the range image domain, while changing the location and point density.

Each pixel in the range image of the to-be-injected object is compared with the corresponding pixels
of the target point cloud in the range image:

1, where O < Dgpini < Drp
s in j  scene
SrPinj = ] 6.1)
0, otherwise,

Chapter 6 Developing Advanced Lidar Point Cloud Augmentation Methods for Im-
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where Sgpinj € {0, 1} is a binary mask in the range projection view, that defines, if the pixel position
in the range image will be occupied by the injection or the original scene. Dgpjnj, DRpscene € R+
are the range image projected point clouds of the injection and the original scene, respectively. The
point closer to the sensor wins the range competition and remains in the new point cloud, the farther
point is removed. The advantage of this method is, that for injected objects e.g., behind street lights,
the occluded points are removed from the injection object by the origin mask Sgp,; instead of
preventing the injection altogether which is different to the methods mentioned in Section 6.1.2.
With the same technique the points behind the injected object are removed to imitate the lidar shadow.
The objects are not translated in the range image between lidar channels, as this creates floating or

submerged objects in the target point cloud.

These two steps - sampling and injecting - enables the enrichment of any training point cloud with
additional objects, especially of rare classes. The structure of the point cloud is also kept consistent
with what the lidar sensor can capture. Therefore, the created point clouds are much more similar to
the validation and test data than other naive injection methods which create a noticeable difference
between training and test data. FIGURE 6.2 shows the direct comparison of a training point cloud for
semantic segmentation and the same point cloud augmented by the presented structure aware point
cloud injections. "Bicycles" denotes free-standing bicycles without a rider, while the "bicyclists"

label is assigned to bicycles with a rider.

In order to inject underrepresented classes, the shown approach compares the present class distribu-
tion in the target point cloud with a desired distribution. Additionally a parameter is defined for a
maximum number of injections. The process is started by randomly choosing an injection class: if
the given class is already present in the target point cloud, in a proportion larger than the desired
amount, the process switches to a different randomly chosen injection class. The random sampling,
checking and injection of objects into the target point cloud continues until either the desired class
distribution is reached, or alternatively the maximum number of injections.

6.2.3

The second augmentation module in this chapter goes beyond the injection of single objects into an
otherwise unchanged point cloud. Instead of a single object, this method uses a second training point
cloud and applies global structure-maintaining augmentations to it. To ensure a valid point cloud,
the second cloud is only rotated in increments of the horizontal sensor resolution and a translation
of the points is prevented. No scaling is applied to the point cloud, but random flips in the x and y
direction are allowed. These restrictions keep the structure of the second point cloud within the lidar

sensors recording capabilities.

Based on the range competition technique mentioned in SEcTioN 6.2.2, both point clouds are projected
into the range image domain and compared pixel-wise via EQuarion 6.1. The closer point is kept
by the binary origin mask Sgp;,;, and the farther one is discarded in order to generate a new scene

which results in a structurally as well as semantically valid point cloud.

A rotation limitation of £10° is used, to keep the probable direction along the street valid: most
recordings of automotive lidar data have a road at the front and back, while the sides are obstructed by
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Visualization of the Point Cloud Fusion Method. a) Two separate independent point clouds
from the training set. b) Both point clouds overlayed on top of each other. ¢) Range competition
of both point clouds: The green points are closer to the lidar sensor. d) Fused point cloud of the
closer points of both parent point clouds. e) Final fused point cloud, exhibiting parts of each
parent point cloud.
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e.g., houses and parking cars, this limitation of the rotation is chosen to stay close to this orientation

for the generated fused point cloud. FiGure 6.1 and FiGure 6.3 e) show examples of generated scenes.

The global augmentations (i.e., rotations, flips and point drops) applied to the second point cloud
lower the likelihood of ever merging the same point clouds in the same arrangement, to a negligible
probability.

FiGure 6.3 visualizes the process to generate a point cloud consisting of parts of the two parent point
clouds. While the lidar data structure is preserved, there is a risk of objects from both point clouds
merging and thus causing an unrealistic representation. It can also happen that nonsensical scenes
are created, such as a freeway guardrail that blocks a house entrance, or a tree that protrudes from
the roof of a car. However these nonsensical, out-of-context fusions improve the networks as will be
shown in SectioN 6.3.1. In order to keep the parameters of the injection module valid, the fusion step
is applied before the injection step in the full pipeline.

6.3

The proposed augmentation methods were added to the training data-loaders of different neural
networks on the dataset SemanticKITTI [39] for most evaluations in this section. These networks
were trained on the annotated training sequences 0 —7 and 9 — 10, and validated on the annotated log
8. The injection and fusion methods only sampled data from the 10 training logs to ensure a fair

comparison and prevent the usage of validation data in the training pool.

The presented augmentation methods are not limited to a special kind of network, but can be added
to point-based, voxel-based and also range image-based networks without any issue, as the generated
point clouds exhibited the same structure and orientation as real raw data. In [19] a method was
proposed to re-engineer the lidar channel indices, that was also used in the following experiments
to improve the range image projection for the augmentation process. For all networks the same
augmentation parameters were used:

50% probability to apply global augmentations
30% probability to mix with a second random scene
50% probability to inject instances

maximum of three injected instances per frame
desired share of 2% for all injection classes

Point-based Networks

KPConv [15] was selected to represent point-based segmentation methods for the use with the
augmentation methods of this chapter. The decision fell on this network as it is the best performing
published point-wise network on the SemanticKITTI [39] leaderboard. The Pyforch implementation
by the original authors? was used, with slight modifications to the training parameters to fit the
training and validation loop into the available GPU, namely the input radius of each ball queries
was increased to 51 meters and the size of the first sub-sampling grid increased to 0.2 m. The other

Zhttps://github.com/HuguesTHOMAS/KPConv-PyTorch
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parameters of the network were left as the authors provided them. These hardware-based limitations
lead to a decline in performance of the network on small classes such as bicycles and pedestrians as
can be seen in TABLE 6.1.

Voxel-based Networks

As the representative for voxel-based networks the public repository’ of the Cylinder3D [228]
network was used which was published by the original authors. To speed up the training time, a one
cycle learning rate scheduler [182] was added to the training loop. All other parameters were kept
as provided by the authors.

Range Image-based Networks

For the last group three open source networks were used: Rangenet++ [71*, SalsaNext [61]° and
MINet [133]°. These network types are based on the lidar structure of the point clouds and require a
consistent structure to function properly. Therefore three networks were used to showcase the struc-
ture retention of the augmentation pipeline. No parameters of these three networks were changed,
and the training scripts were used as provided by the authors.

TaBLE 6.1 presents a direct comparison of the provided checkpoints and the same models retrained
with the augmentation pipeline discussed in this chapter. To ensure a fair comparison, both the
baseline and augmentation versions of KPConv [15] were trained from scratch, as a pretrained
checkpoint was not available. The results demonstrate that the augmentation pipeline significantly
improved the performance in all three network categories, without any changes to the network or
hyperparameters.

The three range image based networks RangeNet++, MINet and SalsaNext improve by 3.5, 7.8 and
4.3 mloU respectively. The MINet retrained on the proposed augmentation pipeline outperforms the
original network on all 19 classes without the use of the edge-loss that was proposed in [133].

The point-based KPConv network improves by 2.6 mloU. The most improvement can be seen for the

classes "motorcycle" with 11.5 JoU and "person" which jumps from an IoU of 0.0 to 32.1.

Finally, even though the baseline Cylinder3D model had already been trained with various data
augmentations, such as instance injections, rotations, and scaling, the presented method managed to
further enhance its performance. Notably, it significantly improved the performance of underrep-

nn

resented classes such as "bicycle," "motorcycle," and "person," with improvements in IoU of 4.1,
4.9, and 5.3, respectively. Although the overall improvement in mloU was only 1.0, the presented

method improved the model’s accuracy especially for challenging classes.

3https://github.com/xinge008/Cylinder3D
4https://github.com/PRBonn/lidar—bonnetal
Shttps://github.com/Halmstad-University/SalsaNext
Shttps://github.com/sj-li/MINet
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The class-wise comparison revealed a significant overall improvement in all networks, particularly
for the underrepresented dynamic object classes. This can be attributed to the augmentation methods,
which encourage the networks to encounter these classes more frequently through the injection
technique. Furthermore, the fusion module mixed other classes out of their original context, resulting
in improvements for most classes, even those that were not explicitly injected. By focusing on the
underlying capabilities of the lidar sensor, the method enabled the augmentation of lidar data while
preserving its structural integrity. Consequently, this approach can be applied to various semantic
segmentation models for lidar data, as the augmented point clouds maintain the same structural

properties as the original raw data.

6.3.1
SemanticKITTI Dataset

The Cylinder3D that was retrained on the augmentation pipeline of this chapter was inferred on the
hidden test set of SemanticKITTI [39]. The results are directly compared to the provided checkpoint
of the official repository. Please note that no test time augmentations or hyperparameter tuning was
applied to the two listed results in TaBLE 6.2 . It is also worth mentioning, that the open sourced
Cylinder3D repository was not the complete network described in [228], but a reduced version’. As
this chapter is mainly concerned with the presented augmentation methods and not the capabilities
of the used network, the missing parts of the model were not re-implemented, and the code was
used as provided by the authors. TABLE 6.2 shows, that the model retrained with the augmentations
outperforms the original checkpoint on 14 out of 19 classes, marked with bold text in the table, while
they are on par for one more class. The mloU of the Cylinder3D model was improved by 1.5 points
from 63.9 to 65.4, solely by the augmentation pipeline of this chapter.

Furthermore, these results imply, that the generalization of the network further improves from the
augmentation methods. The offset between the test data and the validation data is larger for models,
that are tuned to the validation data, as a bias is introduced by using the best checkpoint for a given
validation set.

The original Cylinder3D checkpoint inferred on the test data reaches 95.52% of the performance
when inferred on the validation set as seen in TABLE 6.1. The augmentation methods of this chapter
improve the performance on both the validation and the test data, but they also narrow the gap
between the two, due to which the model trained on augmented data reaches 96.31% of the validation
performance on the test set. Less bias towards the validation data is introduced and the model is truly

generalizing better due to the proposed augmentation methods.

Aptiv Internal Dataset

The same network and augmentation pipeline was used with a different lidar dataset. The internal

Aptiv dataset for lidar segmentation is built on the Hesai Pandora sensor [103]. The entire dataset

"https://github.com/xinge008/Cylinder3D/issues/23
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Results of Cylinder3D with and without the Presented Augmentation Pipeline on the Hidden
SemanticKITTI Test Set. The augmentation pipeline of this chapter is abbreviated with the
designation SAPCA for Structure Aware Point Cloud Augmentation.
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Results of Cylinder3D Networks with and without the Presented Augmentation Pipeline on
the Aptiv Validation Set. The augmentation pipeline of this chapter is abbreviated with the
designation SAPCA for Structure Aware Point Cloud Augmentation.

Methods ‘ mloU T ‘ Car ‘ Truck ‘ Bike ‘ Person ‘ Guardrail ‘ Road ‘ Overdrivable ‘ Underdrivable ‘ Nondrivable
Cylinder3D [228] 64.7 89.4 | 62.6 | 32.6 71.1 58.6 86.4 54.2 333 94.1
+ SAPCA 71.3 90.7 | 76.5 | 51.1 73.7 63.5 88.0 67.4 35.6 95.4

contains 4,502 panoptically annotated frames. When compared to the SemanticKITTI dataset [39]
with its 23,201 panoptically annotated frames, the difficulty of training networks on this data and
the importance of effective augmentation methods becomes apparent. The dataset was divided
into 3,875 training samples and 627 frames for validation, for the purpose of training the semantic
segmentation network Cylinder3D [228]. The same network was trained twice from scratch with the
same parameters. As shown in In TaBLE 6.3, the network trained with the augmentation methods
outperforms the original network trained on the raw data for every single class. The mloU improved

by a total of 6.6 points representing a relative improvement of 10.2%.

6.3.2

An ablation study of the individual augmentation components listed in SEcTION 6.2 was conducted
with the Cylinder3D model using the SemanticKITTI dataset. The main focus of this study was to
understand the impact of each part of the augmentation pipeline on the final performance of the
network. The baseline in TABLE 6.4 was a basic Cylinder3D network retrained from the original
checkpoint without any augmentations. The validation loop started after the first 10 epochs and ran
for a total of 30 epochs to measure the performance. Global augmentations improved the final mean
Intersection over Union (mloU) score only slightly from 65.18 to 65.73 (4+0.55). A more significant
increase was observed in the final segmentation quality by adding either the fusion module reaching
an mloU of 67.29 (+2.11) or the injection module with 66.97 (+1.79). The best results were achieved
by combining all methods which resulted in an mloU of 67.92 (+2.74). It is worth noting that using
only the fusion method performed better than just the injection method. This appears to be due to
the recombination of all classes, rather than just the dynamic subset on which the injection method

produces better results.

6.3

91



92

Ablation Study using the Cylinder3D Network on the SemanticKITTI Validation Set. All
models are trained from the original checkpoint with the same parameters.

Baseline Global Augs. Inject Fusion ‘ mloU 7T

v 65.18
v v 65.73
v v v 66.97
v v v 67.29
v v v v 67.92

Performance on Reduced Data Sizes. Cylinder3D models trained from scratch on artificially
reduced subsets of the training data.

Data ‘ Baseline +Augmentations  Aabs. Arel.
100% 60.36 67.16 +6.80 +11.27%
50% 57.55 64.94 +7.39 +12.84%
10% 53.90 63.98 +10.08 +18.70%
1% 37.32 50.86 +13.54  +36.28%

6.3.3

The augmentation pipeline creates novel scenes by merging parts of the existing training data. To
evaluate its benefits, it was compared to the addition of real annotated lidar data. The size of the
SemanticKITTI dataset was reduced by selecting every second, tenth, and one hundredth data sample
in a uniform manner from the scene and injection databases. Four Cylinder3D [228] networks
were trained from scratch on the reduced subsets, with and without the augmentation pipeline,
and evaluated on the complete validation set. As shown in TaBLE 6.5, the augmentation methods
improved the performance on all data subsets. The networks trained with the augmentation pipeline
demonstrated significantly better results compared to the baseline networks trained on the same
reduced dataset. Moreover, the augmentation pipeline provided a greater absolute and relative
performance offset for smaller subsets of data. Notably, the model trained using the augmentation
pipeline with the same parameters and only 10% of the original data outperformed the baseline
trained on the full dataset by 3.62 mloU. This suggests that the scenes generated by the augmentation

methods are more effective than labeling ten times more data.

6.3.4

Two recently published augmentation pipelines can be compared to the one presented in this
chapter. TABLE 6.6 shows a comparison between the augmentation pipeline presented here and the
performance boost achieved by LaserMIX [122] and PolarMIX [212] on a Cylinder3D model for
semantic segmentation of the SemanticKITTI dataset.

The authors of both publications reported their results on a 10% and 50% subset of the dataset, there-
fore it is not possible to make a full comparison of the final performance. Nonetheless, the presented
method achieved a more significant improvement of 64.0 mloU on the 10% subset than the other
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Comparison of the Presented Augmentation Methods to Current State-of-the-Art Lidar Aug-
mentation Methods. Cylinder3D models trained from scratch on full and artificially reduced
subsets of the training data. The performance of the presented augmentation pipeline was compared
to the two state-of-the-art lidar augmentation methods PolarMIX [212] and LaserMIX [122] trained
on reported sets and subset of the SemanticKITTI dataset. The augmentation pipeline of this chapter
is abbreviated with the designation SAPCA for Structure Aware Point Cloud Augmentation.

SemanticKITTI [39]
1% 10% 50% 100%

Cylinder3D [228] 373 539 576 60.4
Cylinder3D [228] + LaserMIX [122] | 50.6 60.0 62.3 -
Cylinder3D [228] + PolarMIX [212] - 62.5 - -
Cylinder3D [228] + SAPCA 509 640 649 67.2

Method

methods, which achieved 60.0 and 62.5 mloU, respectively. Additionally, the method outperformed
LaserMIX [122] on the 50% subset, achieving an mloU of 64.9 compared to LaserMIX’s 62.3. Based
on the reported results, it can be inferred that the presented method performs better on the entire

dataset than the other two methods.

As of December 1%, 2022, when used with a Cylinder3D model on reduced data pools, the presented
method holds the top position for "Semi-Supervised Semantic Segmentation" on the SemanticKITTI
dataset for the 1%, 10%, and 50% bins 8.

6.4

This chapter proposes augmentation techniques to address imbalanced datasets for semantic seg-
mentation networks. The augmentation pipeline is effective in improving generalization abilities,
even with limited data. The approach retains a structure similar to real lidar sensor data, making it
compatible with various neural network designs. Evaluations presented in SEction 6.3 show that the
proposed augmentation methods significantly improve the performance of multiple lidar semantic
segmentation models, regardless of dataset size or network design. Furthermore, the proposed
method outperforms the current state-of-the-art for semi-supervised lidar semantic segmentation,
without the need for additional annotated training data. This is a remarkable accomplishment,
considering that data annotation is both time-consuming and expensive. Additionally, the proposed
method yields more significant performance improvements for semantic lidar segmentation than a

ten-fold increase in additional annotated training data.

Shttps://paperswithcode.com/sota/semi- supervised- semantic-segmentation-on-24
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Enhancing Lidar Domain Adaptation for
Robust Semantic Segmentation

In the previous chapter, novel meth-
ods for lidar augmentation were intro-
duced and evaluated to improve the
performance of semantic segmenta-
tion networks for lidar data by adding
more objects and variety to the train-
ing data. These augmentation tech-
niques are highly effective in address-
ing class imbalance and increasing

training data diversity. However, aug-

mentations alone may not be suffi-

cient for achieving well-performing L. . .

Panoptic Lidar Point Clouds and Their Respec-
tive Twins in a Different Lidar Sensor Domain.
yond a certain dataset due to the sig- The lidar structure and the existing classes of both
datasets was modified so that the scenes existed in
both domains: Real nuScenes (top left) as synthetic
SemanticKITTI (bottom left), real SemanticKITTI
sensor types [30, 166, 42, 60], envi- (bottom right) as synthetic nuScenes (top right).

ronments [121], or seasons [50]. Net-

semantic segmentation networks be-

nificant variation of lidar data across
different domains, such as different

works trained on one domain may not generalize well to another, resulting in poor performance on

unseen data.

To address this issue, domain adaptation techniques were proposed to bridge the gap between
different domains and improve the generalization of semantic segmentation networks for lidar data.
Domain adaptation refers to the process of adapting a model trained on one domain to perform well

on another domain, without the need for an entirely new annotated training dataset.

Current state-of-the-art domain adaptation methods for lidar segmentation use alignment of geometric
and feature statistics at the data level [30, 166], and use network-specific adaptations at the model

level to reduce the domain shift between datasets [42, 60].

In this chapter, a new method for domain adaptation is presented that was published in a conference
paper [98]. The method exclusively aligns different lidar domains at the data level using sensor-
aware domain adaptation modules and data fusion methods that are self- and semi-supervised. By
combining point clouds into a static mesh and ray tracing the mesh with a virtual target lidar, the

source data is recreated in the structure of the target sensor, as shown in FIGure 7.1. These techniques,
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along with self- and semi-supervised methods, effectively reduce the domain shift between datasets
and enable the training of effective lidar segmentation networks.

The following main contributions are provided in this chapter:

e A novel lidar domain adaption method.
o A thorough evaluation of the proposed semantic segmentation domain adaption method.
o A detailed ablation study that illustrates the influence of all components.

e A comparison to state-of-the-art lidar semantic segmentation domain adaptation methods.

7.1

Pretraining and fine-tuning are techniques commonly used in domain adaptation to enhance a model’s
performance on a specific task or domain. The approach involves training the model on a large,
general-purpose dataset before fine-tuning it on the specific domain or task [51, 187]. This helps
the model to better understand the unique characteristics and nuances of the target domain or task,
resulting in improved performance [189, 47].

Unfortunately, the technique described does not work as well for lidar segmentation [171], therefor
other approaches have been explored. In general, domain adaptation for lidar semantic segmentation

can be divided into two large categories: ’simulation-to-real’ and 'real-to-real’ domain adaptation.

The ’simulation-to-real’ methods create large pools of annotated training data for a target sensor
with a computer program to simulate the sensor data [72]. While this approach can generate a large
amount of data, trained networks suffer from a "domain shift" when applied to real data, as simulated
environments are too smooth and clean compared to the real world. To address this issue, some
researchers have proposed data-level methods to adjust the appearance and sparsity of simulated
point clouds to be more similar to real recordings [213, 226], or have added pseudo-labeled real
data to simulated data [169]. In addition, simulation environments are constrained in their ability
to generate diverse scenarios due to the limited number of pre-designed building blocks available
[72].

Several approaches have been proposed for ’real-to-real’ lidar domain adaptation, in which the
source domain data are real recordings of a different sensor. These approaches include translation
and removal of lidar channels [30], summarization and mesh filling of point clouds [128, 42], surface
completion using Poisson surface reconstruction and ray tracing [219], in-painting of sparse labels
[113], and use of generative adversarial networks [60] and range image masking [166] to make one
dataset look like another.

Previous domain adaptation approaches for lidar semantic segmentation have been limited to specific
data structures [166, 60] or have resulted in rough target point clouds with limited details which
prevents precise segmentations [128, 42, 219, 113].
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This chapter proposes a novel domain adaptation method that combines unsupervised domain
adaptation with fusion techniques of self-supervised pseudo labels. By utilizing minimal annotations,
the method achieves competitive results in the target domain and overcomes the limitations of
previous approaches.

7.2

In the following section a data-centric approach is outlined for panoptic lidar domain adaptation that
preserves semantic and instance labels of the source dataset. The proposed method recreates the
scene from the source dataset into a three-dimensional point cloud that matches the shape, range,
and structure of any other lidar sensor. This enables the training of various segmentation networks
on the generated data. To minimize the domain shift between the generated data and the real data of
the target sensor, dynamic objects from the target sensor are incorporated into the static scenes. This
is done using either a small pool of annotated data or pseudo-labeled data from previous iterations of

trained networks.

7.2.1

To generate a denser representation of real-world scenes captured and annotated in a source dataset,
the points of sequential scenes are accumulated over their entire sequence. Both the SemanticKITTI
[39, 87] and nuScenes [13, 26] datasets provide ego-motion ground truth that is used for this purpose.
To prevent dynamic objects such as moving cars and pedestrians from appearing multiple times in
the static point map, all dynamic instances are removed from the point scenes. The resulting scene
point clouds appear denser, but the points are still zero-dimensional objects in a three dimensional
world (as shown in Fiure 7.2 b), i.e., they fill no volume. To sub-select or ray trace the scene point
cloud using the structure of the target lidar sensors, methods such as closest-point sampling can be
used. However, these methods introduce unrealistic representations, such as visible points behind
walls or other objects, due to the lack of direct occlusions [128]. These gaps are instead filled with
a mesh representation derived from the scene point cloud in order to create a three dimensional
representation of the sequence.

7.2.2

Recreating surface models from point clouds has been studied for almost a century [66], and various
methods have been developed, including alpha shapes [74], truncated signed distance functions
[63], and the Poisson surface reconstruction algorithm [116]. The latter is used in the presented
method.

Poisson surface reconstruction is a method used to reconstruct a watertight, triangulated approxima-
tion of an unknown model’s surface, based on a set of samples that lie on or near the surface of the
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Restructuring of a Single Dataset in the Form of Two Different Sensors. The SemanticKITTI
dataset (a) was summed up for all point clouds in a sequence (b), a mesh world was created (c)
and finally retraced in the lidar structure of the VLP-32C (d) used in the nuScenes dataset as well
as the InnovizTwo lidar sensor (e).
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model. These samples contain a point and an inward-facing normal. The algorithm works by ap-
proximating the indicator function of the model and extracting the isosurface as a three-dimensional
mesh model. For further information, please refer to the original publication on "Poisson Surface
Reconstruction" by Kazhdan and Hoppe[116].

The Open3D [229] implementation of the Poisson surface reconstruction algorithm is used in the
following to recreate the scene point cloud as a mesh object. For each mesh vertex the ten nearest
neighbors in the original scene point cloud are chosen via k-nearest neighbors sampling [81]. The
most frequent values for the class and instance labels are assigned to the vertex of the mesh surface.
The intensity value reflects the mean value of the ten nearest original points, with an inverse linear

distance weighting.

In CuaptEr 2.1 the general lidar equation for the remission (compare Equation 2.10) was broken
down to the two main influences: reflectance of the target and environmental properties. The
environmental properties can not be recreated in the given mesh model, as the volume between
surfaces and the sensor is not modeled. Further, the reflectance is based on the reflectivity of the
target surface and the inclination angle of the laser beam. While the latter can be modeled from
the surface normals of the mesh recreation, the surface properties are too diverse to recreate in an
efficient manner [194]. As a result, a choice was made to allocate predetermined intensity levels to
each vertex based on the ten closest original points, using inverse linear distance as the weighting
factor.

7.2.3

The point cloud of the mesh object in the structure of the target lidar sensor is recreated using
a simplified ray casting method. The mesh environment is projected from Cartesian to spherical
coordinates. The mesh transformed to the spherical coordinates is recorded as a depth image from
the perspective of the lidar sensor. The camera’s location and rotation are adjusted to match the
target sensor. The render resolution is chosen as three times the lidar resolution and subsampled
to the target sensor’s resolution. This decreases the discretization effects at longer ranges, which
would cause the effect of "growing" objects at farther ranges. The depth, azimuth, and elevation
angle of each pixel are re-transformed into the Cartesian coordinate system to obtain a pseudo lidar
point cloud in the structure of the target sensor. The semantic, instance, and reflection values from
the mesh model are assigned from the mesh faces to the newly created points. This allows for the
structure of any number of different lidar sensors to be recreated using a single mesh world, as shown
in FIGURE 7.2.

7.2.4

The previously outlined method successfully captures the source data’s content in the target data
structure. However, it only portrays the stationary components of the source data in the resulting
scenes. To overcome this limitation, a semi-supervised approach is utilized to reintroduce dynamic
objects into the otherwise empty scenes. General purpose object detectors [127, 178] are applied to
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Target Domain Data Injection into Generated Lidar Point Clouds. The generated static scene
(a) was combined with sampled target sensor (pseudo) ground truth data (b), that was extracted
from cuboid labels or alternatively bounding box predictions. The instances were injected into the
generated scenes to create dynamic lidar data (c) consisting of parts of the source and the target
domain.

the unlabeled target lidar data. The points within the box predictions, along with their semantic and
instance labels, are cut out and inserted into the recreated segmentation scenes as dynamic objects.
This injection process is shown in FiIGUre 7.3. The insertion is done via the structure aware point
cloud injection method described in CHapPTER 6.2.2 for lidar augmentation of data from the same
domain. Another option is to employ the injection method using limited sets of ground truth cuboid

or segmentation labels, provided they are accessible for the target data.

The injection technique provides three key benefits. Firstly, it reintroduces dynamic objects into
the otherwise static scene. Secondly, it balances the distribution of underrepresented classes, thus
increasing the exposure for segmentation networks. Finally, by combining real instance point clouds
with generated scene point clouds, it effectively reduces the gap between the real and generated

domains.

For the semi-supervised approaches in Section 7.3.1 and 7.3.2, a subset of the provided bounding box

labels from the KITTI [87] and nuScenes [13] datasets, respectively, are used for instance injection.

7.2.5

Recently multiple lidar augmentation methods have been published that go beyond injecting single
objects into a scene. They attempt complete mixtures between two lidar point clouds recorded at
different positions and times. The straightforward concatenation of two point clouds, as proposed by
Mix3D [5], is used to break up the context of certain classes and objects. A different approach, was
presented in CHAPTER 6.2.3 which keeps only parts of each point cloud according to their distance to
the lidar sensor. This creates a mixed point cloud while maintaining the structure of the lidar sensor.
The domain mixing approach of this section is based on the latter method and combines synthetic
generated scenes with a subset of target lidar data, as shown in FIGURE 7.4.
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Point-wise Domain Fusion by Range. A generated lidar scene (a) and a (pseudo) ground truth
lidar frame of the target sensor (b) were selected at random. Both frames are moved to the same
origin (c) and a point-wise range competition (d) in the range image domain was applied: the
green points were closer to the lidar sensor. A new point cloud (e) exhibiting parts of the real
target data (blue) as well as the labeled generated data (red) emerges. The final result (f) is a
structurally intact point cloud consisting of both generated and real data.
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Joint Class Mapping of the Datasets. The classes of both datasets used in the evaluation are
remapped to match the different classes in joint categories, that are present in both datasets for a
uniform class label set.

By mixing a small subset of real, annotated data of the target dataset with the generated scenes, the
diversity of the dataset is increased. Furthermore the interpolation of the two domains within a single
point cloud reduces the domain shift between them even further. A similar effect was noticed by the
authors of another study [169], who found that merging patches of different domain sources pulls
them closer together in the total distribution. The domain fusion method of this section increases
this pull effect due to the structure aware fusion of the different point clouds.

7.2.6

The technique of pulling domains together to reduce the shift between them can be applied in both
semi-supervised and unsupervised ways. In the unsupervised approach, a network trained on the
domain adapted data is used to create pseudo labels for unlabeled data of the target domain. The
same methods as in the semi-supervised approach are then applied, using the pseudo labeled data
instead of a small annotated data pool. To decrease the influence of incorrect labels, points with a
class prediction confidence lower than 85% are removed. The reformulated use of the fusion method
of CuapTER 6.2.3 with these pseudo label has an advantage over other pseudo label approaches.
Uncertain regions are not left empty, but are populated with the complete scene point clouds of the
generated samples. The pseudo labels only add more information from the real point cloud, but do

not remove points of the synthetic point cloud when they can not fill the empty spaces.
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7.3

The efficacy of the lidar domain adaptation method is showcased by utilizing two publicly available
datasets, namely SemanticKITTI [39] and panoptic nuScenes [26]. These datasets feature distinct
lidar sensors that are mounted on vehicles of varying heights and operate in different geographic
locations. Therefore, they create a significant domain gap between the different automotive lidar
segmentation datasets. To facilitate the application of the domain adaptation method and enable
performance comparison between the two datasets, a shared set of classes is created by remapping
the classes in both datasets to a common set, as illustrated in FIGure 7.5. As some previous methods
[128, 42] for lidar domain adaptation use different class combinations, a direct comparison with
those methods is not feasible. Therefore, only the methods proposed in [60] and [166] are used for

performance comparison.

7.3.1

The panoptic lidar labels, instance-wise attributes for dynamic objects, and ego-motion ground truth
of the nuScenes dataset are utilized to remove dynamic objects from the lidar point clouds and
combine all the point clouds in a sequence using their ego-motion as outlined in Section 7.2.1.

The dataset is divided into multiple sub-sequences, each containing 20 frames, acquired at a rate
of 2Hz, for a total of 10 seconds. The goal is to recreate panoptic segmentation lidar data in
the structure of the Velodyne HDL-64E lidar sensor data. This is accomplished by summing all
point clouds in each sequence and creating a three-dimensional mesh world using Poisson surface
reconstruction. The spherical projection of the three-dimensional mesh is used to capture a depth
image in the recording structure of the target sensor with a virtual orthographic camera. Minimum
and maximum vertical and horizontal angles and image resolutions are defined to recreate the static
scenes in the lidar structure of the KITTI [87] dataset. The generated data comprises panoptic labels,
which offer a more comprehensive annotation of the scene. However, for the semantic segmentation
evaluations that follow, only the semantic labels are utilized, as they are deemed sufficient for the

specific analysis being conducted.

To evaluate the impact of each module in the domain adaptation method, an ablation study was
conducted. Replacing the original nuScenes data with the recreated lidar frames resulted in a
significant performance increase, from 19.1 mloU to 30.7 mloU, when evaluating the model on the
validation log 08 of the SemanticKITTI dataset.

Further improvements were achieved by utilizing the trained network to generate pseudo labels for
unlabeled data from the target sensor and combining them with the generated frames, resulting in a
total mloU of 34.3. Addition of the object detection cuboid labels from the original three-dimensional
object detection dataset [87] as structure-aware point cloud injections, without the pseudo labels,

resulted in an mloU of 31.9.
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NuScenes to SemanticKITTI Ablation Study of the Presented Domain Adaption Method Using the Cylinder3D Network [228]. The classes are joined from the
source and target dataset according to Fiure 7.5. "GT Frames" denote the addition of a small subset of 100 annotated target frames (0.5% of the training data), while
"GT Inst." is the addition of cuboid detections as point-wise labels. All Cylinder3D networks have been trained from scratch with the same parameters to ensure a fair
evaluation. The chapter’s method was compared to the unsupervised domain adaptation method of [166] and the semi-supervised domain adaptation of [60] which
uses 100 annotated target frames for the training. The reported loUs are listed alongside the chapter’s domain adaptation methods ablation values. Best results are
shown in bold red, second best in italic blue text.
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190645 09 00 50 00 10 383 110 506 48 337
Unsupervised v 307|861 68 S8 160 12 34 446 299 642 329 471
VA 343 888 30 10 169 03 10 493 425 740 512 493
v v 39786 198 69 76 109 18 SI8 4262 669 3858 432
Semi-Supervised | v/ /v | 631 [931 311 501 433 654 135 868 849 87.0 731 658
Vv v v | 674|940 508 582 519 716 139 883 858 882 753 670
Rochan et al. [166] 235 (496 18 46 63 125 20 657 579 822 296 340
Corral et al. [60] V| 462|873 276 292 269 346 244 617 464 703 523 474
Subervised 100 Frames v/ | 490|912 16 81 26 301 60 833 853 83 733 696
P Full Target Dataset 758 | 965 847 623 537 702 532 895 860 9L0 792 67.3

T The target baseline mloU is higher than reported by the original authors, as the reduced joint class set as shown in FIGURE 7.5 was used, and therefore some of the bad performing
classes are eliminated from the evaluation.
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Incorporating 100 frames from the target domain, which constituted less than 0.5% of the original
dataset, and mixing them with the synthetic data using the structure-aware point cloud fusion method,
resulted in a remarkable performance increase, up to an mloU of 63.1.

The final version of the semi-supervised domain adaptation method included all the previously
mentioned components and pseudo labels derived from the previous network applied to unlabeled
target lidar data. The final network achieved a performance of 67.4 mloU, which is equivalent to
89% of the segmentation quality of the same network trained on the full target dataset which is 75.8
mloU.

In comparison, training the same network directly on the 100 sampled frames of the target dataset
used in the semi-supervised approach resulted in a lower mloU of 49.0.

The results of the ablation study, as shown in TaBLE 7.1, demonstrate that all the domain adaptation,

injection, and fusion methods significantly improve the final segmentation quality.

When compared to two state-of-the-art lidar domain adaptation methods for semantic segmentation,
the presented method demonstrates superior performance. The first method, an unsupervised
approach that performs domain adaptation in the range image domain, reports an mloU of 23.5
[166]. The second method, a semi-supervised approach, uses parts of the annotated target dataset
and domain adaptation, resulting in an mloU of 46.2 with the use of 100 annotated frames of the
target dataset [60]. The method presented in this chapter achieves an mloU of 67.4, while using only
100 ground truth frames, demonstrating the effectiveness of the domain fusion and injection methods
in reducing the domain shift between the datasets.

7.3.2

To showcase the universality of the approach, a reverse domain adaptation is carried out by using the
training data from the SemanticKITTI dataset to replicate the content in the lidar sensor structure of
the nuScenes panoptic segmentation dataset. The Cylinder3D [228] semantic segmentation network
is trained on the fully unsupervised method using only generated frames and pseudo labels. A
second Cylinder3D model is trained with the semi-supervised domain adaptation approach, using all
modules from Section 7.2. Both are compared to fully supervised training on the source and target
datasets, as shown in TABLE 7.2. An improvement in semantic segmentation quality is observed with
each additional component of the method.

The performance of 7.4 mloU on the nuScenes validation data is observed with naive training on
the SemanticKITTI data. However, the unsupervised domain adaptation improves the performance
to an mloU of 29.2 which is slightly lower than the unsupervised approach by [166] with 34.5
mloU. The lower performance of the unsupervised method on the nuScenes dataset, compared to
the SemanticKITTI dataset, is attributed to the different vertical aperture angles of the two lidar
sensors. The VLP-32C lidar sensor (nuScenes) has a larger vertical opening angle and can "see"
up to ~ 40.73 m above the road surface, while the HDL-64E sensor (SemanticKITTI) is limited to
~ 3.48 m above the ground. This large discrepancy impacts the performance noticeably more for a
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SemanticKITTI to NuScenes Domain Adaption Methods Using the Cylinder3D Network [228]. All Cylinder3D networks have been trained from scratch with
the same parameters to ensure a fair validation. The loU of the cited papers was listed as provided by the authors. Best results are shown in bold red, second best in
italic blue text.

Method 7 mloU T 7 Car Truck Bicycle Motorcycle Pedestrian OtherVehicle Structure Nature Road Ground Terrain
No Domain Adaption 7 7.4 7 3.7 0.3 0.0 0.1 0.1 0.5 18.2 0.1 113 1.2 0.1
Unsupervised 292 | 723 0.0 0.0 0.3 0.1 4.8 59.3 385 778 25.9 42.1
Semi-supervised 589 | 780  57.0 14.1 53.6 51.9 39.1 79.9 77.0  91.0 523 53.9
Unsupervised [166] 345 | 544 15.8 3.0 1.9 27.7 7.6 65.7 579 822 29.6 34.0
100 Target Frames + [60] 483 | 69.0 377 55 9.4 45.4 23.5 69.0 747  78.8 56.1 61.8
100 Target Frames 46.3 | 70.3 27.1 2.0 0.1 40.3 14.7 78.1 76.0  90.7 52.1 58.0
Full Target Datasett 69.5 | 80.0  61.7 11.9 38.0 72.1 34.2 82.6 814 94.0 63.7 60.7

T The target baseline mloU is lower than reported by the original authors, as we are training from scratch.
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Inference Results of the Cylinder3D [228] Semantic Segmentation Network Trained on
NuScenes Data Recreated in the Structure of the Velodyne Alpha Prime Sensor. The net-
work performs well for most classes even at distances > 50 m, but it exhibits a high uncertainty in
ambiguous regions, especially vegetation areas are prone for false detections of various classes.

three-dimensional point-wise domain adaptation than a range image variant, as the latter samples the
closest point in the image to fill the gaps [128, 166].

The best performing semi-supervised method utilizes 0.36% of the original target training data, and
reaches a final mloU of 58.9, as shown in TaBLE 7.2. To prevent data leakage, injection instances
are sampled from the same 100 frames. This results in a performance of 85% when compared to
a network trained on the fully labeled target dataset which has an mloU of 69.5. The presented
semi-supervised method even outperforms the fully supervised network on three out of 11 classes.

Compared to the state-of-the-art semi-supervised domain adaptation method by [60], which reaches
48.3 mloU, the presented semi-supervised approach shows a significantly higher performance with an
mloU of 58.9. Even their method with 500 labeled frames does not reach a comparable performance
with it’s mloU of 52.3.

7.3.3

In this section, the lidar domain adaptation method was applied once again to the nuScenes dataset.
Synthetic data in the structure of the high-resolution lidar sensor Velodyne Alpha Prime was generated.
Furthermore raw automotive lidar data was captured in multiple scenarios in Wuppertal, Germany to
get a pool of unlabeled real data for the pseudo labels.

7.3

107



108

Structure

Ground

Terrain

Inference Results of the SalsaNext [61] Semantic Segmentation Network Trained on Se-
manticKITTI Data Recreated in the Structure of the InnovizTwo Sensor. Due to the low
number of cuboid instances for our injection module, the absence of segmentation ground truth
and the very large vertical field of view, the performance on this sensor is not as precise as on the
Velodyne Alpha Prime and even less than the two open source datasets.

The target lidar has a vertical resolution of 128 non-uniform lidar channels, four times the resolution
of the nuScenes lidar, and a horizontal resolution of 1800 points per scan line, resulting in twice the
horizontal resolution of the nuScenes lidar data. Additionally, the range of the target sensor is 100 m
farther with 300 m.

Similar to the previous section, all points within a scene were aggregated to gather as many original
lidar measurements as possible, resulting in a comparably sparse point cloud due to the lower
resolution of the source lidar. To address this, a meshing process was employed to connect the point

cloud and cover the entire visible surrounding.

Two off-the-shelf three-dimensional bounding box algorithms [127, 178] were applied to unlabeled
target data of the Velodyne Alpha Prime, and a Kalman filter [115] was used to filter out most false
detections.

The approach discussed in SEction 7.2.4 was employed to extract lidar points from the detected
cuboids and integrate them into the produced training dataset as semantic instances. FIGURE 7.6
presents the qualitative outcomes of the trained semantic segmentation model. However, due to the
absence of any publicly accessible semantic or panoptic segmentation dataset for the Velodyne Alpha

Prime sensor, a quantitative assessment cannot be provided.

7.3.4

To showcase the domain adaptation capability of the method, it was applied to another dataset with
a different lidar sensor that lacked segmentation labels. The InnovizTwo lidar sensor was selected,
which has a high resolution, directional configuration with a limited aperture angle of 120° x 40°
and can sense objects up to 300 m away. The InnovizTwo has a much higher point density in the

given direction than the Velodyne Alpha Prime. The data from the InnovizTwo sensor was obtained
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from a self-supervised object detection challenge, and the domain adaptation was performed from
the low-resolution, 360° rotating lidar sensor of the SemanticKITTI dataset to the high-resolution
directional InnovizTwo sensor.

Point-wise instances were defined for the semi-supervised injection module of the domain adaptation
using the provided cuboid labels of 100 annotated frames. The results of the trained SalsaNext
semantic segmentation model for the InnovizTwo data can be seen in FIGURE 7.7.

Similar to the previous section, since there is no annotated dataset available for the InnovizTo lidar

sensor, a quantitative analysis cannot be provided.

7.4

In this chapter, a novel domain adaptation method to recreate annotated segmentation lidar data in
the structure of different lidar sensors was presented.

The evaluation demonstrated, that the proposed method improves semantic segmentation via domain
adaptation by up to +21.2 mloU compared to the current State of the Art. An extensive ablation
study was conducted to show the influence of each module in reducing the domain gap between
generated and real data.

The method operates solely at the data level and can be used with any lidar semantic segmentation
model. This is especially useful for future uses, as the state of the art for segmentation models is a
constantly changing and improving area of research.

In the future, the application of the method to panoptic segmentation networks and three-dimensional
bounding box detectors represents a good opportunity for further development and improvement of
the method.
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Expanding the Horizons of Autonomous
Driving: Novel Applications of Lidar
Segmentation






Driving Forward with Lidar Segmentation:

Innovative Applications in the Automotive Industry

As demonstrated in previous chap-
ters, lidar segmentation is a powerful
tool that enhances the utility of point
clouds. By dividing the data into dis-
tinct segments, it becomes more fea-
sible for human observers to under-
stand the structure of the sensor’s en-
vironment. However, the true value
of segmented point clouds lies in their
applications for driver assistance sys-
tems and autonomous vehicles. In
this chapter, several applications of
segmented point clouds will be pre-
sented. These not only demonstrate
the value of segmentation algorithms
but also explain the necessity of seg-
menting lidar data to support such ap-

plications.

Applications of Lidar Segmentation. Examples of
the new applications of lidar segmentation presented
instance provides additional informa- in this chapter.

Segmenting lidar data by class and

tion that can be useful for decision-

making. For example, a lamppost is not as important to an autonomous vehicle as a pedestrian. The
latter can change its position in the future. This distinction is not possible from unordered raw lidar
data, but can be facilitated by semantic segmentation. By classifying the static background, not only
the dynamic pedestrian can be clearly separated from the rest of the lidar points, but the background
itself can also be divided into different spatial regions. For example, the spatial segmentation of
road surfaces versus that of a curbstone is important for trajectory planing. A cuboid detection
of a pedestrian merely indicates its presence. A semantic and panoptic segmentation can provide
additional information, such as the fact that the pedestrian should not be avoided via the sidewalk,
but that the free road surface should be used instead.

Lidar segmentation provides a comprehensive representation of the environment. It enables well-
informed decisions based on a holistic understanding of the surroundings. This is an improvement
over reactive decision-making based on limited detections, and can improve the safety and efficiency

of autonomous systems.
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Currently, the direct processing of three-dimensional segmented point clouds is computationally
too expensive for online decision-making algorithms. In addition, segmentation networks have a
certain latency before the processed point cloud can be passed on to the decision-making algorithm.
As aresult, segmented lidar point clouds are rarely used in live applications. However, their high
information content makes them suitable for providing a ground truth for offline training of other

sensors and algorithms and as a tool for human evaluation and refinement of a given scene.

In the following sections, four novel methods are presented, each in their own dedicated section. All
methods have lidar segmentation as a common basis. The first method entails the reformulation of
lidar segmentation data to create semantic grid maps which are used to train online segmentation
algorithms based on radar data. The second method introduces a novel CPU-based real-time lidar
detection algorithm which is based on panoptic lidar segmentation. The third method describes a
simulation environment for Advanced Driver Assistance Systems (ADAS) re-simulation which is
based on lidar segmentation data recorded in the real world. The last method demonstrates the use of
lidar segmentation training augmentation and domain adaptation techniques to train a lidar object
detector on a limited dataset.

The following main contributions are provided in this chapter:

e A novel semantic grid map generation algorithm.
e A novel online CPU-based object detection algorithm.
o A novel closed loop re-simulation system.

o Novel augmentation and adaption methods to train semi-supervised object detection networks
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8.1

To extract relevant information from

lidar segmentations for subsequent ap-

plications, it is typically necessary
to reformulate the underlying point MotorBicycle
Person

cloud segmentations. Occupancy and
(Guardraill

semantic grid maps are common types

oad

of representations used in robotics Overdrivable

and autonomous systems to represent Nondrivable

the environment in a structured and

simplified way.

Lidar sensors which use lasers to mea-
sure the distance to objects in a 360°
field of view, can be used to create

semantic maps from point clouds [44,

80]. Yet radar sensors are a more cost-

effective method to create semantic . . . . )
Lidar Segmentation Grid Maps. Bird’s eye view

maps of the environment around a vehicle provide
sumer applications in the automotive structured and sensor-agnostic information that can
industry. These are much less expen- be used for decision algorithms and path planing. The
top row shows the semantic information in a 50 cm by
50 cm resolution 80 m to the front, 60 m to the back
a comparable depth measurement of and 40 m to the sides of the vehicle. The bottom row
the environment. However, due to the shows the associated height information for the same
grid cells.

maps [143, 160], especially for con-

sive than lidar sensors and provide

complexity of radar sensor data, pre-
processing is required to obtain the desired information. Also automotive radar sensors have a
significantly lower resolution than lidar sensors, meaning they are not as accurate in detecting the
shape and size of objects.

This section presents an automatic ground truth generation algorithm that takes advantage of the
strengths of lidar sensors over radar sensors. The algorithm is based on the lidar segmentation
process, to generate high-resolution semantic grid maps that can be utilized as ground truth for radar
sensors. By employing this method, it becomes possible to develop and train grid map segmentation
networks that can produce structured two-dimensional semantic grid maps from complex radar
data.

The method presented in this section combines several state-of-the-art algorithms from the fields of
semantic lidar segmentation, three-dimensional bounding box detection, non-causal tracking and
Simultaneous Localization And Mapping (SLAM) to create high resolution and far-range pseudo

ground truth semantic grid maps for the training of radar networks.

8.1
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8.1.1

Occupancy grid maps are a type of representation used in robotics and autonomous systems to
represent the environment. They are created by discretizing the environment into a grid of equally-
sized cells. Each cell is then marked as either occupied or unoccupied based on the presence or
absence of objects in that region [75]. This allows a robot to build a high-level understanding of
its surroundings and can be used for a variety of tasks such as localization, navigation, and path
planning [46, 209, 174]. Occupancy grid maps can be created using various types of sensor data,
including lidar, camera, and radar.

Occupancy grid maps are often used in conjunction with other types of representations, such
as semantic maps or height maps, to provide a more detailed and accurate understanding of the
environment [79, 173].

Initially, semantic extensions to these occupancy maps were limited to information that explicitly
predicted the road surface [130] or combined free-space and obstacle height estimations [38]. Further
extensions of these methods assign a specific class to each pixel of the grid map and combine the
semantic information with occupancy information. These are used to build a two-dimensional bird’s

eye view map of the entire environment [173].

Semantic grid maps can be created from different sensor sources. Camera sensors were used, because
of their high pixel density and the low price. However, due to the lack of depth information, no
certainty is guaranteed and several additional components were needed: for example, a stereo camera
setup [130], a sensor fusion with additional depth information [139] or a neural network estimation

of the three-dimensional world extended from the monocular image [136].

Other approaches based on lidar data use deep learning methods, to predict dense two-dimensional
grid maps from single lidar point clouds [44, 80, 157]. These approaches either introduce uncertain
labels to unknown and occluded regions due to the network’s guesses, or are artificially masked to

the area visible to the sensor at a given time.

An approach that was used as a basis of the method presented in the next section, creates semantic
grid maps from lidar data that were annotated by human labelers. The point clouds are rasterized into
a discrete grid pattern, and assigns the most frequent label of each bin. This produces a very sparse
and coarse grid map, since the bins have to be large in order to have at least one semantic labeled
point in most bins. Furthermore, the resulting sparse grid maps are limited to what the sensor can
see at a given time. Occlusions and moving objects can therefore create large uncertain regions.

An iteration of this approach involves using a Simultaneous Localization and Mapping (SLAM)
method to capture the movement of the ego vehicle. The trajectory is used to overlay sequential lidar
frames that had been annotated by humans. This increases the number of lidar points and thus fills
some of the gaps that single lidar frames are not able to capture. These approaches are not scalable,
as they require manual annotations and the sequential point clouds have to cover the same area in
order to bolster the points of a given area. However, highly dynamic environments such as highways
have comparably few point clouds that map the same region before the car leaves it again.
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Comparing Information Representation: Real World, Semantic Segmented Lidar Frame,
Two-Dimensional Grid Map, and Three-Layer Grid Map. The two-dimensional grid map
classifies the entire space under the tree canopy as occupied, while the three-layer grid map reveals
a clear driving corridor extending to the curb stone.

The method presented in the next section combines the use of sequential lidar data, ego-motion
estimation, three-dimensional bounding box detection, lidar segmentation and three-dimensional
surface estimation methods to create high resolution, far-range birds eye view maps of the entire

surrounding for the training of radar sensors with a very high certainty.

8.1.2

The method described in this section creates high-resolution birds eye view maps. These grid maps
encode the three-dimensional and semantic lidar information of the environment as a three-layer grid
map. The first layer encodes the semantic label information of each pixel. The second layer holds
the information of the tallest point in each cell, excluding overhanging objects. The third and last
layer also provides a height information, but in a worms eye view map, i.e., seen from below. This
third map provides the lowest, overhanging point of each cell. The two geometric values together
provide the information of the drivable corridor for a given cell. These maps are sensor independent
and can be used to train, for example, semantic segmentation algorithms for radar data. A schematic
comparison is presented in FIGURE 8.3, illustrating the information representation of the real world,
a semantic segmented lidar frame, a two-dimensional grid map, and the proposed three-layer grid
map.

To create this efficient grid map data, three independent algorithms that process the raw lidar data
are combined.

The first method is an automatic generation of three-dimensional bounding box annotations. For
this, an ensemble of several existing detection networks [127, 178] is applied to the lidar data and
combined by a common Kalman tracker [115] to produce reliable automatic bounding box labels
from the detections.

The second method is an automatic semantic segmentation of the lidar point clouds. Each individual
lidar point is assigned a specific class. Unlike the previous method, there is no combination of
multiple algorithms, and consists of a single Cylinder3D [228] network trained with the augmentation
methods of CHAPTER 6.

8.1
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The third method estimates the ego motion. It is a novel combination of a lidar Simultaneous
Localization and Mapping (SLAM) method [177] with recorded information of the host data, such as
speed and yaw rate.

The first method is not a new contribution of this dissertation. The interested reader is therefore
referred to the corresponding sources for more detailed information on the two detection networks
[127, 178] and the Kalman tracker [115].

The second method, lidar semantic segmentation, has already been presented multiple times through-
out this thesis. The chosen network Cylinder3D was presented in SEcTioN 5.3.1. The training and

evaluation of the model can be seen in SecTiON 6.3.1.

The third method is a novel combination that was developed in the course of this thesis and published
as a patent application [100].

Reliable and Precise Ego Motion Estimation

Accurate ego motion estimation is a vital aspect in generating a reliable map. To achieve this, a
combination of SLAM and host vehicle information has been developed for the specific application
at hand. The ego motion estimation method is briefly presented below:

Dead Reckoning is a technique for calculating the value of a time-dependent variable by adding
changes to a previous value. This technique provides a rough approximation of the vehicle’s motion
by using it’s previous position and incorporating its host data, i.e., it’s speed and turn rate [78].
However, due to the accumulation of small errors the predicted motion quickly drifts, resulting in an

offset of several meters from reality after just a few seconds [49].

The ego motion obtained from a SLAM algorithm is typically highly accurate. However, any
error in the estimation can result in a catastrophic failure. For instance, when navigating through
environments lacking clear features, such as on a freeway, other vehicles moving parallel to the ego
vehicle may be incorrectly interpreted as stationary objects, leading to the estimation of self-motion
at a significantly slower pace, such as walking speed, instead of the actual highway speed.

To overcome this challenge, a novel approach was developed in this thesis, which involves a
combination of the two methods. The approach involves matching the accurate ego motion estimates
obtained from the SLAM algorithm with the relative motion data obtained from the host vehicle at
regular intervals of one second. If the error between the two trajectories is small, it can be assumed
with high confidence that the SLAM algorithm has produced a more precise ego motion estimate due
to its high precision. However, if the error between both methods exceeds a predefined threshold,
it is likely that the SLAM algorithm has produced an erroneous estimate, and the interval is filled
with the dead reckoning of the vehicle data. This method ensures that a seamless sequential ego
motion estimate is created, which combines the high precision of the SLAM algorithm with the high
accuracy of the vehicle data. This results in an ego motion estimate that is both precise and accurate,

ensuring a valid ego motion estimation.

In Ficure 8.4 ego motion outputs are shown for two scenes, one on a highway and another in
an inner city scene, showcasing the issues of SLAM-only and host-only methods compared to
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SLAM Method

Host Method
Combination Method
dGPS Ground Truth

,

Ego Motion Combination Method Compared to SLAM and Host Vehicle Based Ego Motion.

The SLAM ego motion (blue) is generally more precise than the host vehicle dead reckoning

(green), but can fail entirely in scenes without meaningful structures of the static background.

Especially highways offer few significant objects for SLAM algorithms. Left: The presented
combination method (orange) achieves a significant improvement of the final ego motion, that
is very close to the true measured Differential Global Positioning System (dGPS) path that the
target vehicle drove (red). Right: The presented method recognizes the errors in the SLAM and
uses Host information.

the presented combination approach. The ground truth was measured using a Differential Global
Positioning System (dGPS). DGPS systems are much more precise and reliable than conventional
Global Positioning Systems (GPS) systems. A mobile dGPS receiver can significantly improve the
accuracy of its satellite-derived GPS position, from around 20 m down to centimeter accuracy, by
using short-range signals from ground-based transmitters [76]. Unfortunately dGPS are very costly
and therefore not available beyond research and development vehicles.

The performance of the SLAM method on the inner city log was found to be excellent, with only a
slight deviation from the ground truth dGPS data. However, the motion estimated from the Host data
begins to drift after the first turn. The presented combination method bridges a short failure of the
SLAM with the Host data for an even better performance than any one of the two.

In contrast, the highway scene highlights the potential risks of relying solely on the SLAM algorithm.

In an environment lacking distinct features, the SLAM algorithm often produces an erroneous ego
motion estimate. However, the combination method detects the significant difference between the
two ego motion estimates and switches to using the Host motion data for most of the log. Although
the combination method cannot correct the drifting motion of the Host data, it ensures that the ego
motion estimate is at worst imprecise but not entirely incorrect.

Combination of Independent Algorithms

The presented novel method further processes the three independent algorithms, namely the semantic
segmentation, bounding box automatic label generation, and ego motion estimation.

Firstly, the point cloud is analyzed to differentiate between static and dynamic elements, including
houses, road surfaces, poles, parked cars, pedestrians, moving cars, bicycles, and trucks. This is
achieved through the use of semantic segmentation predictions and automatically generated bounding
boxes throughout the recorded time interval.

8.1
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To separate the dynamic elements from the static ones, the Kalman tracker of the bounding boxes
assigns a velocity attribute to each tracked automatic bounding box label. As a result, dynamic cars
can be distinguished from static ones through this process.

The dynamic points are then extracted and removed from the point cloud, leaving only the static
points. This allows for the use of the combination ego motion method described in Section 8.1.2 to
create a denser point cloud representation of the environment. Despite the increased point density,
many areas remain empty due to the sparsity of lidar data at larger distances.

To improve coverage of the static environment, all points in the condensed cloud are used to create
a three-dimensional mesh object using the Poisson surface reconstruction algorithm [116]. The
vertices of the mesh object are compared to the original scene point cloud and a k-nearest-neighbors
algorithm is applied to select the ten closest points in the original cloud for each vertex. This is done
to match the semantic segmentation labels of the original points to the vertices. Each point’s label is
determined by its corresponding class frequency, with certain classes being given more weight as
they are deemed more critical. For instance, the "Guardrail" class is more crucial than the "Road"
class because ignoring the former could result in an accident.

The process is described in more detail in CHAPTER 7.2.2 for the application of domain adaption. The
steps are visualized in FIGURE 7.2 (a - ¢) on page 98.

For dynamic objects, the three-dimensional box labels from the automatic bounding box annotation
method are used to transfer these boxes to the three-dimensional mesh world at the appropriate times
and locations. By combining the static mesh world with the dynamic boxes, the complete spatial and
temporal course of the recorded time period can be displayed.

To use this holistic world representation for training radar segmentation networks, the data is reduced
to a pseudo map representation. Methods from the computer graphics domain are used for this step.
Two virtual cameras take "pictures" from above and below the target vehicle to create a semantic
map, as well as two 2.5D elevation maps. The first camera, looking from "top to bottom," records
the height of the tallest object around the vehicle in every defined grid cell. The second camera,
capturing an image of the mesh world from below the vehicle, records the lowest protruding object
from above, down to the car. The mesh structure of the world enables this simple formulation, as
the face elements of the meshes have clearly defined surface normals. Faces seen from the correct
side are visible to the virtual cameras, while the backside of surfaces is invisible to them as shown
in Ficure 8.5. Therefore, the virtual camera below the ego vehicle, does not capture the ground or
vehicles, but only faces that are above the vehicle, with the faces facing towards the bottom. In the
same way, the virtual camera above the ego vehicle is not blocked by overhanging objects, as the
faces are oriented towards the vehicle. In this way, regions such as bridges, trees, signs on highways,
and tunnels can be mapped with their height in a data format that emulates the two-dimensional
nature of radar segmentation maps. They still encode the three-dimensional information of the
environment for the most important objects of each grid cell, i.e., the information closest to the
vehicle.

These three maps, the semantic, the bird’s eye view height map and the worm’s eye view height map,
create a pseudo three-dimensional representation of the environment with a much more efficient
data structure. Using this data, radar segmentations can be trained, for the classes of the lidar
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Mesh World Rendering. The environment mesh (top) is captured by two virtual depth cameras.
These cameras are located above (bottom left) and below (bottom right) the ego vehicle.

segmentation as well as the height and the overhang height for live applications using only radar
data.

The presented method can be scaled to high resolution maps due to the underlying world represen-
tations as mesh objects and can be enlarged to cover high range applications. The method is not
limited to the range and point density of the lidar sensor but can be used beyond the lidar capabilities
due to combination of the segmentation, the cuboid detection and the ego motion estimation.

8.1.3 Hesulis

At the time of writing, there is no available ground truth dataset to quantitatively evaluate the
proposed method for semantic and height map generation. There are three dimensional voxel
elements of the SemanticKITTI dataset for a scene completion task [39], that is similar to the task at
hand. The creators encoded three-dimensional information in a Cartesian voxel grid and assigned
semantic labels. The data format suffers immensely from a missing exclusion of dynamic objects
due to which the ground truth is unreliable. The nuScenes dataset has high definition maps for the
recorded scenes of their logs, but this map offers only the semantic information about the static
environment. Furthermore the nuScenes lidar sensor is artificially reduced to a 2 Hz frequency which
greatly decreases the capabilities of the proposed method.

The evaluation of the presented method was therefore purely qualitative. In Ficure 8.2 multiple
scenes of the proposed method are shown. The resulting maps can be tuned to specific user settings
depending on the desired range and resolution. FiGURE 8.6 illustrates a comparison between the
original lidar point cloud and the reconstructed scene using the final 2.5D grid maps.

8.1 Lidar Segmentation for Radar Segmentation
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Three-Dimensional Reconstruction of the Encoded Grid Map Data. The three-dimensional
lidar point cloud (top) shows the target scene as recorded by the sensor with the semantic
segmentation and cuboid detection labels. The method outlined in SecTioN 8.1.2 creates an efficient
multi-layer grid map format, encoding the most important spatial and semantic information of the
scene to recreate the full scene (bottom).
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The resulting multi-layer grid maps encode the semantic label and the important aspects of a valid
driving corridor, with three values per grid cell. This data format is highly efficient, as it represents
three-dimensional information in two two-dimensional grid images. Moreover, it allows for easy
comparison to other modalities that produce grid maps, such as camera-based or radar-based online

algorithms.

8.1.4

In this section a novel method for semantic, height and overhang-height encoded grid maps was
presented. The maps represent a sensor agnostic segmentation of the environment around a vehicle.
They are created by a combination of machine learning, SLAM and other heuristic algorithms to
generate accurate and detailed maps of the environment. These can be used for the training of

segmentation algorithm used for autonomous driving and robotic navigation systems.

The method shows generally very promising results over a large variety of scenarios, ranging from
inner city to highway areas. A few issues were identified during the visual inspection of the results,
namely missing detections in both the cuboid as well as the segmentation labels, which can lead
to false static objects in the middle of the road. As a future task, these issues are to be addressed
via moving object segmentation, and semantic segmentation with temporal consistency as future
work.

Overall the presented method is effective in accurately representing the true environment and pre-
senting meaningful information in a compact data structure. The method represents a valuable
contribution to the field of environment segmentation and mapping, as it creates a new data structure
for novel algorithms, by combining present independent algorithms. Combining multiple indepen-
dent algorithms increases the overall reliability of the method and utilizes the advantages of each
component while providing an additional fail-safe mechanism. By combining the SLAM with the
Host motion and integrating segmentation and cuboid labels, the method is capable of filtering out
errors in each other. These features make it a useful tool for various applications, including trajectory
prediction, path planning, and map-less autonomous driving.

8.1
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8.2

The methods presented in CHAPTERS 3
and 5.2 were not originally designed
for instance and panoptic segmenta-
tion application. The goal was to de-
velop a lidar object detection method
that can run live in a vehicle while us-
ing as few resources as possible for a
publicly funded project.!

The detection of other road users,
especially vulnerable ones, was de-

signed into an overall system for in-

teraction with them. This means that
Online Object Detection From Panoptic Segmen-

after the recognition of all road users tation. The bounding boxes are created with the clus-
in the environment, further subsys- tering method of CHAPTER 3 together with the lidar
tems followed [92]. This included cluster classification method outlined in SEcTiON 5.2.

The purple boxes represent car detections, the red
boxes are pedestrian detections and the blue boxes
tion recognition [202], prediction of are bike detections.

tracking the road users [172], inten-

future movement [172], gesture [210,
48] and facial expression recognition [114], and finally the decision algorithms for the ego vehicle
itself [102].

State of the Art object detection methods at the time [230, 24, 53, 216, 127] performed very well for
the detection of the other road users, but most methods were not capable of real time applications,
i.e., an inference at the sensor’s frequency. Furthermore, all of these required an entire GPU solely

for the detection of other road users, thus blocking the resources for the subsequent modules.

The method described in this section is different from previous work because it was designed to
run in real time on a single CPU core, thus it is much more efficient and left more than enough
time and resources for the following algorithms. The proposed method uses a combination of
clustering and image classification, to identify objects in the point cloud and yields three-dimensional
bounding boxes as output for the following processes. It starts by dividing the point cloud into
smaller segments, clustering points that belong to the same object. Then, it uses a classification
algorithm to identify the type of object in each cluster. Finally, it fits a cuboid around the classified
object cluster to create an object detection cuboid label. This approach allows the algorithm to run
quickly and accurately on a single CPU core, making it a valuable tool for applications that require
real-time object detection on lidar point clouds.

I'This work was a result of the research project @ CITY Automated Cars and Intelligent Traffic in the City: Subproject 7 -
Interaction with weaker road users
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Bounding Box Size Estimation via a Convex Hull. Each classified instance is projected onto
the x,y plane. A convex hull (dashed black polygon) is applied to the point set to calculate the
smallest rectangle (red) around the shape out of all possible rectangles (blue).

8.2.1

In the cHaPTERS 3 and 5.2, the real-time capability of the panoptic segmentation method used here was
presented in detail. However, panoptic segmentation is not the best data structure for the subsequent
algorithms in the system. Panoptic segmented lidar data is still multidimensional with millions of
points that are captured per second. This data density is too large for further processing by a real
time capable system. For this reason, the online capable panoptic segmentation is reformulated to a

real-time capable object detection which works without the use of a GPU.

The classified clusters for each of the defined classes "Car", "Truck", "Pedestrian” and "Bike" are
reformulated to instance bounding boxes. This step simplifies the data structure for the following
parts of the full vehicle system. An example of the resulting bounding boxes are shown in FIGURE
8.7.

The box dimensions and orientation are defined by a minimum area rectangle algorithm. As a first
step the minimum and maximum value of the Cartesian z dimension (height) are extracted. Next, for
an efficient implementation, the point cloud is collapsed along the z dimension in order to turn the
point cloud into a two dimensional point set. A convex hull [167] in two dimensions is formulated
around the point set as shown in FiGure 8.8. This is done, as the orientation of the minimum area
rectangle has to be the same as one of the edges of the convex hull of the point set. For this reason,
the angle to the original orientation in the x —y plane is calculated using the arctan for each edge e

between adjacent vertices of the convex hull
b4
¢ = arctan(e) % (5) 8.1)

where % is the modulo operator to normalize ¢ to the range {R |0<x< %}

The process of calculating ¢ is illustrated in FiGure 8.9.

8.2
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Points with Convex Hull and Edge Angle Orientation. Each edge of the convex hull is indicated
by a line segment. The angle between a given edge e and the x-axis is computed using the arctan
function.

For each edge angle, the vertices of the convex hull are rotated, and the minimum and maximum
values of the x and y dimensions are determined by a vectorised minimum operation in an efficient
manner. Since the target area is a rectangle, the arctan is limited to a 90° angle. The resulting
rectangle areas are calculated and the minimum area for each cluster is determined. The corner
positions of the minimum rectangle, together with the previously determined minimum and maximum
height, results in a three-dimensional cuboid that contains the position, dimensions and rotation of
the corresponding instance, while the class was already predicted by the lidar image classification
outlined in CHAPTER 5.2.1. These cuboids are better suited for real-time applications, as subsequent
algorithms only need to process this vector abstraction of the objects which consists of only eight
values instead of a long list of points associated with the given object.

8.2.2

There are certain disadvantages of this method to the previously mentioned state-of-the-art algorithms
[230, 24, 53, 216, 127] for object detection in lidar data. The dimensions of the cuboids depend on
the lidar points themselves. In case of partial occlusions the cuboid will only reflect the visible part
of the instance, as shown in FiGURE 8.7, the car at the far left of the origin. Also, the orientation is
not related to the orientation of the road user, but can point in any direction.

Despite these restrictions, the presented method achieves a competitive recall in real time on a single
CPU as shown in the following.

Recall

The presented reformulation of the panoptic segmentation to an object detection task was evaluated
on the SemanticKITTI [39] dataset instead of a three-dimensional bounding box dataset such as the
original KITTI dataset [86]. This was done as the cuboid orientation and size diversion did not result

from the underlying detection algorithm but the following minimum area rectangle fitting.

As a metric for evaluating the detection quality, the Average Recall was used. For each ground truth
instance, the classified cluster with the highest loU score was compared. A ground truth instance
was considered "found" if the IoU score exceeded a defined threshold and the class prediction was
correct. Thus, the evaluation was still linked to the point-wise segmentation quality.
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Average Recall of the Detection Method. The Recall for the three IoU thresholds 0.5, 0.75 and
0.95 as well as the Average Recall are reported once for the clustered instances of [99] and once for
the ground truth instances as input for the classification approach of this section.

Method | RyT RosT RozsT Roos?
FLIC Instances [99] 40.7 44.1 41.9 314
Ground Truth Instances | 55.4 - - -

The Recall (R) for a given threshold is defined as

Ry = l iai, with a; = Lot maxjﬁl loU Wy M) 2 IoUnr (8.2)
N Py 0, otherwise,

where N is the number of instances, M is the number of clusters and Ry, is the Recall above the
IoU,y, threshold. For the Average Recall, the proportion of ground truth instances that were found
was calculated for ten JoU bins from 0.5 to 0.95 in steps of 0.05 and averaged over all ten bins.
TasLE 8.1 shows the Average Recall (R,;) defined in this way for the ten bins as well as the Recall of
the three selected bins 0.5, 0.75 and 0.95. The detection was also validated for the influence of the
selected clustering method by extracting the instances directly from the ground truth and predicting
the class label via the lidar image classification. The result has either an JoU of 0 or 1 and is therefore
only shown for the Average Recall in TABLE 8.1.

In retrospect, this evaluation has two major weaknesses: First, the IoU is calculated directly from
the points and not from the overlap of two-dimensional or three-dimensional cuboids, as common
in object detection. Thus this method is not comparable with state-of-the-art methods [230, 24, 53,
216, 127]. Second, false positives are not included in the Recall metric, because only the prediction
results overlapping the ground truth instances are evaluated.

The comparison of the results shown in TaBLE 8.1 to the class-agnostic evaluation of the FLIC in

CHAPTER 3.3 presents additional insights. The classification CNN reduces the Average Recall to 40.7.

A perfect classification would result in an Average Recall of 74.7 as shown in TasLE 3.1. Even using

ground truth instances which are directly presented to the CNN only reach an Average Recall of 55.4.

This indicates, that the lightweight CNN is the performance bottleneck of the entire method, and not
the cluster quality of the FLIC.

Runtime

The method presented in this section is composed of four main steps: clustering, data arrangement,
prediction, and bounding box fitting. The data arrangement was not explicitly presented, as it consists
of cropping the cluster instances and resizing them to 32 x 32 patches. The process is depicted in
it’s entirety in FiGure 8.10. The runtime of the method was analyzed to evaluate its computational
efficiency on a single Intel® Core™ i7-11850H @ 2.50GHz CPU core. The results are listed in
TaBLE 8.2.
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Lidar Point Cloud Range Projection Range Image FLIC Clustering Clustered Data Arrangement
Range Image
Stacked . . Classified . Classified ot oxe
Image barehes Lightweight CNN Pivelivedt #» Re-Projection HPM p Bounding Box Fitting 3D Bounding Boxes

Flowchart Illustrating the Steps Involved in the Object Detection Algorithm using Lidar
Data. The algorithm begins with the raw lidar point cloud and progresses through various stages,
ultimately leading to the generation of three-dimensional bounding boxes. Key operations are
highlighted in blue, while data structures employed between steps are represented as rounded
parallelograms. The range projection and re-projection steps are included for completeness but
are depicted in gray to reflect their basic nature in the process.

The clustering step in this algorithm utilizes the FLIC algorithm, which exhibits a runtime complexity
of O(np), where n, represents the number of points in the lidar data. The FLIC algorithm is essentially
a traditional "one component at a time" connected components labeling (CCL) algorithm. It operates
by visiting each pixel (lidar point in a range image) once and performing operations on neighboring
pixels to establish connectivity and assign labels. Since every pixel is processed exactly once, the
complexity remains linear in relation to the number of pixels, resulting in a complexity of O(n,)
[2]. This step’s purpose is to group the lidar points into clusters that correspond to different objects
within the scene. On average, with four Map Connections, the mean runtime for a single point cloud
is 30 ms, with a standard deviation of 2.82 ms.

The data arrangement step involves the transformation of the clustered lidar data into a cropped
lidar image format suitable for the prediction step. This step has a runtime complexity of O(n.) as it
involves iterating through the clusters n. and arranging the data in a specific format. As this step was
not optimized but ran in a Python loop, the mean runtime for a given lidar frame is 35 ms with a
standard deviation of 3.39 ms.

The prediction step involves the use of a trained convolutional neural network to predict the class of
each cluster sequentially on a CPU. The runtime of this step can be considered as O(n.), where m is
the number of clusters. A mean prediction time of 15 ms with a standard deviation of 5.76 ms was
measured for representative sets of clusters.

The final step is the fitting of bounding boxes around each predicted object. This step has a runtime
complexity of O(n,,) as it involves iterating over the predicted objects n,, and fitting a bounding box
around each one. The measured mean runtime is 0.25 ms for a single point cloud with a standard
deviation of 0.02 ms.

To determine the big O notation for the full sequence of all four steps, the worst-case scenario among
the steps has to be considered. Since the steps are performed sequentially, the complexity of the most
complex step defines the overall complexity [37]. Each step exhibits a linear complexity, therefore,
the big O notation for the full sequence of all four steps is also linear O(n), in which 7 is defined
more general, as the complexity depends on the number sets of the sub-steps.
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Runtime Profiling of the Detection Method. The method was profiled on an urban scene of 300
frames, in which at all times cars, pedestrians and cyclists are present. It is clear to see, that the two
main components FLIC and the lightweight CNN only have a combined ratio of 0.56 of the total
runtime, while the inefficient data arrangement has the largest individual share with 0.43. The time
complexities are related to the number of lidar points n, the number of clusters m and the number
of predicted instances of the four classes car, truck, bike and pedestrian, p.

Sub Method | Time (ms) | Ratio  Complexity
FLIC Clustering 30 0.37 O(np)
Data Arrangement 35 0.43 O(n.)
Lightweight CNN 15 0.19 o)
Bounding Box Fitting 0.25 0.00 O(np)
Total 81 1.0 on)

8.2.3

A novel method for online object detection using CPU-based panoptic lidar segmentation was
presented in this section. A classification convolutional neural network was combined with a
clustering technique and a cuboid fitting algorithm to segment a lidar point cloud in real-time and
extract objects as three-dimensional cuboid detections from the environment.

The evaluation of this method shows promising results, but there is still room for improvement.

Particularly the classification of the segmented clusters could be improved by a modern image
classification network for better accuracy and inference speed [91]. Despite this, the visual inspection
of the results shows good results, especially when combined with a tracking method which suppresses
false positive predictions. The tracking is not included in this work. The method has been successfully
implemented and tested as part of the publicly funded research project " @ CITY Automated Cars and
Intelligent Traffic in the City: Subproject 7 - Interaction with weaker road users".

In summary, this method offers a promising technique for online object detection utilizing lidar data.

It has the potential to become an essential tool in autonomous systems, thanks to the benefits of
real-time object detection on a single CPU core. With further research, this approach could lead to
even better performance and practical applications.
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8.3

The development and verification of
modern Advanced Driver Assistance
Systems (ADAS) can be a challeng-
ing task. It typically requires signifi-
cant amounts of data to be recorded,
stored, curated and annotated. All
of which is then used to re-simulate
the recorded data on the ADAS algo-
rithms and software.

The SAE (Society of Automotive En-
gineers) defines 5 levels for steps

MotorBicycle

along the path to fully autonomous

driving [@33] based on the level of Guardrail

Overdrivable
and the vehicle’s ability to operate in

control a driver has over the vehicle

different conditions. Level 0, no au-
tomation, where the driver controls
the vehicle. Level 1, driver assis-
tance, where automated systems as-

sist in specific situations, e.g., adap-
Re-Simulation Environment Created from Li-

i ) ) dar Segmentation. The entire environment is re-
warning. Level 2, partial automation, simulated (bottom) from the original lidar data (top).

where the vehicle can perform more

tive cruise control and lane departure

complex functions such as following other vehicles, change lanes, and park itself under certain
conditions, but requires the driver to be ready to take control at any time. Level 3, conditional
automation, where drivers can disengage in specific situations and allow the car to take over driving
duties in stop-and-go traffic, but requires the driver to remain alert and ready to take control. Level 4,
high automation, where the vehicle’s system can handle all driving functions for routine routes. And
level 5, full automation, where the vehicle is fully autonomous and does not require a driver.

ADAS features of level 1 can be verified by replaying sensor inputs and measuring the performance of
the systems for their specific use cases. However, for the development and verification of autonomous
driving systems of level 2 and beyond, this approach is no longer valid. This is because such systems
require active control of the vehicle, and previously recorded data cannot be used as a stimulus for
the software stack. Closed-loop simulations are necessary, which provide a reactive input stimulus
and accurately create artificial perception inputs, mimicking the actual sensor and actuator behavior.
It is important to provide realistic, challenging, and diverse scenarios in the simulation to ensure the
software performs well in all kinds of situations. The static scenery of the simulation must be rich,
realistic, and diverse. It must accurately capture the variety of the real world. Dynamic content, such
as other road users, must also be included and exhibit realistic and diverse behavior.
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Traditional methods for creating simulations, such as hand-crafted scene modeling [71] and proce-
dural generation based on mathematical rules [193], can be costly and time-consuming, and may
struggle to cover the sheer variety of scenarios that need to be simulated.

A more efficient and effective approach is offered by the proposed solution of this section. It uses
machine learning and data-driven techniques to generate and populate realistic and diverse dynamic
environments for re-simulations.

8.3.1

The method in this section is an alternative solution to a simulation-driven re-simulation. Instead of
using a hand-crafted scene environment for the ADAS system, the variety of real-world scenarios
is directly captured and turned into an accurate full-scale closed-loop re-simulation by recreating
the real data in a simulation environment. This avoids the engineering effort of creating simulated
environments from scratch, while increasing the scene’s complexity and realism. The method is split
into three parts. The recreation of the static environment, the population of the re-simulated scene
with the original dynamic actors, and lastly the sensor re-simulation of novel viewpoints.

Static Environment

The recreation of the static environment is straight forward and a re-implementation of the scene
reconstruction that was outlined in CHAPTER 7.2.2 and in SecTioN 8.1. Once for the domain adaptation
between different lidar sensors and once for the creation of automatic semantic grid map ground truth
creation. Quickly summarized, the method works as follows. First, a real-world scene is captured by
driving in the environment with a vehicle. This vehicle is equipped with a lidar scanner that records
point cloud data of the surrounding.

The lidar frames are processed by three independent algorithm branches:

(a) An ensemble of multiple object detection networks [127, 178] for cars, pedestrians, two-
wheelers and trucks. All combined and corrected by a Kalman filter [115].

(b) An ego-motion estimation algorithm that combines SLAM [177] and host vehicle velocity
information, presented in SEcTioN 8.1.2.

(c) A high quality semantic segmentation network [228].

The lidar points of all dynamic objects are removed by using the tracked cuboid detections of (a)
to select all points inside of the cuboids. The remaining, static points are accumulated to one large
point cloud, by adjusting the relative position of each point cloud using the ego-motion estimation
of (b). All points of the resulting global point cloud are already segmented by (c) to have a class
label associated with each point. Last the global point cloud is processed with a Poisson surface
reconstruction algorithm [116] to create a three-dimensional mesh from the point cloud. Each
vertex and face of the mesh inherits the semantic segmentation of the global lidar points with a
distance-wise and class-wise weighted influence of the ten closest points to each vertex.

8.3
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Mesh Recreation of Rigid Dynamic Objects. The point clouds of the dynamic rigid road users
are accumulated over the whole sequence (left) and registered via point2plane ICP [54] to each
other (middle) in order to create a dense object point cloud which is used to recreate the object
as a mesh (right) via the Poisson surface reconstruction algorithm [116].

With this, a fully reconstructed three-dimensional model of the static environment becomes available
as a basis for the re-simulation. This recreation of the real-world data removes the need for manually
designing this environment or generating it procedurally from a catalog of rules.

Dynamic Environment

The previously removed dynamic objects are used to re-populate the static scene. A random subset
selection of the dynamic content is “replayed”. By varying the randomly selected subset of objects
which are instantiated, multiple variants of the scene can be created for re-simulation. All dynamic
content is inherently consistent and meaningful as it is the true behavior observed in the real world.
This removes the need for manually designing dynamic actors in the scene and controlling the
behavior of these actors.

The actors are represented by three-dimensional meshes. Rigid dynamic objects, such as cars and
trucks, can be restored as mesh objects in their original shape if they passed the recording vehicle
during the original recording, or were overtaken so that the vehicles were recorded from multiple
perspectives. The process of reconstructing a dynamic vehicle is as follows. All points included in
each of the cuboids belonging to the same vehicle track are extracted and overlayed in a coordinate
system which represents the relative position of each point in its respective cuboid.

These axis aligned cuboid point clouds are combined into one dense point cloud by iferative closest
point alignment (ICP) [54]. For this, an efficient implementation of the point2plane ICP is used
which is faster and more precise than the point2point ICP [35]. The normal vector of each point is
calculated by using the range image representation. It is calculated twice for each point in the range

image, each time by a cross product between the direction vectors from the point in question to two
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of its neighboring points in the range image. The cross product is calculated between the northern
and eastern neighbor and between the southern and western neighbor:

Nyg = ay Xag (8.3)

Ngw = as Xawy, (8.4)

where the two normal vectors nyr and ngw are averaged to obtain the final point-wise normal vector

n=0.5nyg +ngw). (8.5)

The point2plane ICP then follows the general steps as outlined in [54]. It iteratively finds the closest
point on a reference plane to each point in the target point cloud, and adjusts the position of the target
point cloud to minimize the distance between these closest points. This process is repeated until the
alignment between the two point clouds is deemed sufficiently accurate. The process of accumulating
point clouds of the same object via point2plane ICP is shown in FIGURE 8.12 (middle).

Usually, a vehicle can only be seen from three sides in a drive-by scenario. Nonetheless, vehicles
are usually symmetrical. The point cloud can therefore be mirrored along the length axis of the
bounding box to fill the missing side. The final object point cloud is then processed with the Poisson
surface reconstruction algorithm [116] in order to recreate the surface of the rigid object which is

then used as a mesh proxy in the re-simulation.

Opposed to rigid road users, non-rigid road users, such as pedestrians and cyclists, cannot be
replicated from the point clouds. This is because the relative motion of limbs prevents the point
clouds from accumulating. It would lead to an incorrect representation of these road users. Rigid
actors, that are only partially visible can also not be reconstructed in their entirety. These road users
are therefore represented by proxy meshes, i.e., pre-defined general shaped mesh objects of the given
classes. These are scaled and oriented according to their bounding box parameters.

Re-Simulation

A single recorded log can thus provide a realistic static environment plus a wide variety of dynamic
content within the scene. The original scene can be augmented to new scenarios by removing singular
instances, or change the position of the ego vehicle in the recorded scene. To further increase the
amount of diversity, the recreated scene can be used to define one of the actors as the ego-vehicle in
the recorded log. The initial kinematic properties of the simulated agents can be altered within the
simulation, e.g., the actual spawning position can be drawn from a Gaussian random distribution
centered around the real-world target actor or slightly change the initial velocity. In short a single
log of a couple of minutes can provide the source material for hundreds of realistic, meaningful and

semantically correct augmented scenes for re-simulation.

The depth of the re-simulation can also be adjusted to the needs of the ADAS system. In the
abstracted version, the true sensor inputs are not required, as the decision model is fed the cuboids as
pseudo outputs of the perception stack. The quality of the detections can be adjusted to drop cuboids

at random, add false positives or add noise to the position, orientation or velocity estimations. The
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inputs to the decision model can be reproduced for the given simulation and evaluated for validity,
by checking for intersections of the ego vehicle with objects and the static mesh world. This would
indicate accidents caused by the system.

On top of the abstracted information of the static and dynamic content, the inclusion of the whole
perception stack on which the decision model depends is also possible. Due to the holistic represen-
tation of the static scene as well as the dynamic actors for the entire recorded time frame, a complete
picture of the entire scene at any point in time is recreated. The recreation of raw lidar data for
the perception stack can be derived directly from the mesh environment. The mesh world, objects
and proxy objects are regenerated in the structure of a defined lidar sensor by projecting the whole
scenario for the given position in space and time. The process was already described in detail in
CHAPTER 7 for the recreation of lidar data from a mesh world for domain adaptation between different

SE€nsors.

The resulting point cloud exhibits the same structure and orientation as the defined input sensor. The
sensor parameters can also be adjusted, to recreate the raw sensor data for a different lidar sensor
than the one that recorded the original data as shown in CHAPTER 7.

8.3.2

The performance of the presented re-simulation method could not be evaluated due to missing ground
truth data. As such, the evaluation was carried out via a visual inspection of the results. As shown in
Ficure 8.13, a wide variety of scenarios can be be re-simulated ranging from urban inner city scenes,

to large open road and even to parking garages.

The mesh environment and the mesh representations of the dynamic actors enable a rich and
diverse set of re-simulations. The meshes are accurate reconstructions of the underlying real world
environment. This can be seen in the direct comparison of the mesh environment and the original
three-dimensional lidar measurements shown in FiGURE 8.11. These results suggest that the method
is able to generate realistic and accurate synthetic data that enables a re-simulation of abstracted data
as well as the perception stack due to the regeneration of sensor input data from the simulation.

8.3.3

This section presents a new method that uses machine learning and heuristic techniques to simulate
ADAS features accurately. The method generates synthetic abstracted data for decision and path
planning algorithms as well as sensor data for the perception stack of an ADAS system. At the time
of writing a similar method to the one outlined in this section has been published by NVIDIA called
"NVIDIA DRIVE Sim" [@154]. It can not, however, be directly compared to the performance of the
presented method as it is not openly available. Future research will focus on testing and evaluating
the potential of this method. Overall, this method shows promise in advancing the development of
more efficient and precise re-simulation of ADAS features, which could be valuable for researchers

and developers in this field.
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Various Reconstructed Scenes. The presented method is not restricted to specific environments.
The combination of a reliable ego-motion estimation with multiple object detection networks
and a high quality semantic segmentation network enables the recreation of a wide variety of
scenarios.
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8.4

The companies Innoviz Technologies
and NVIDIA conducted a joint work-
shop at the European Conference on
Computer Vision 2022. For this, they
created a challenge [@112] in which
they published a small dataset of the
new InnovizTwo lidar sensor [@111].
The objective of the challenge was
to develop an object detection model
for a hidden dataset from the same
lidar sensor. Participants were pro-
vided with 1,200 unannotated lidar
scenes and 100 bounding box anno-

tated scenes to train their networks. A

promotional image of the InnovizTwo
Prediction Result of the Method Outlined in this

) ) Section. Visualisation of a single InnovizTwo li-
shown in FiGure 8.14. The ultimate dar frame, that was part of the "The LiDAR Self-

aim was to create the most effective Supervised Learning Challenge: Learning From
a Limited Amount of High-Resolution LiDAR
data."[@112].

The augmentation methods presented in CHAPTER 6 were created for the improvement of networks

lidar data used in the challenge is

performing model for this specific task.

for semantic segmentation of 360° rotating lidar sensor data. In [31] a simplified version of the
method presented in SEcTioN 6.2.2 was used to improve three-dimensional bounding box detection
networks with great success in quality and efficiency. An adaptation and combination of the methods
of CHAPTERS 6 and 7 seemed a promising solution to train a well-performing object detection model
from the limited amount of data. In particular, they represented promising candidates, considering the
evaluation of these methods for training networks for semantic segmentation with harshly reduced

amount of data as shown in Section 6.3.3 and SecTtioN 7.3.

The method outlined in this section won the 1 place? in the "The LiDAR Self-Supervised Learning
Challenge: Learning From a Limited Amount of High-Resolution LiDAR data" of the ECCV
workshop on 3D Perception for Autonomous Driving [@112].

8.4.1

This section provides a brief summary of the reformulated augmentation and domain adaption
methods of CuapTeRs 6 and 7. The focus of the method lays on tuning and reformulating them for
use with a solid-state lidar and for three-dimensional bounding box detection. The OpenPCDet [190]

2https ://eval.ai/web/challenges/challenge-page/1861/leaderboard/4375 (Please note that the ranking is
listed in reverse order, with the first method listed last and the last method listed first.)

Chapter 8


https://eval.ai/web/challenges/challenge-page/1861/leaderboard/4375

implementation of PV-RCNN [24] is used as a baseline and toolkit for development. The challenge
organizers provided a forked version of this repository that was adjusted for the InnovizTwo data
format [@112].

In an initial statistical analysis, the number of instances per class are summed and compared. In
order to have a sufficiently large training and validation set, the 103 annotated lidar frames are split,
so that both sets have a similar class distribution. The training set consists of 53 frames and the
validation set of 50 frames.

The utilized method is split into four main aspects. Instance injections, mesh injections, scene fusion,
and a novel use of pseudo labels. The main focus for the injection and fusion augmentations is to
manipulate the data only in certain ways, such that the resulting scene could in fact be recorded
by the sensor. In plain language, no manipulation is applied to the point cloud which the sensor
would not be able to capture due to the underlying physical limitations such as resolution, range and
occlusion. An example of a non-valid injection would be a pedestrian standing behind a high wall.

Instance Injection

To ensure a structurally intact instance injection, the objects are not simply considered as the
contiguous contents of a box, but each lidar point belonging to the object is checked individually.
The range image projection is an efficient method for this task [97]. The point clouds of the dataset
are transformed into an image-like representation using a spherical coordinate transformation. Due
to the discrete sampling of the individual lidar channels and the lack of intersections between them,
each lidar point can be assigned to a fixed pixel within the range image. This allows for the injection
of an object into the scene, either fully or partially, depending on whether the corresponding lidar
point of the new object or an existing object within the original scene is closer to the lidar sensor.
Projecting the data onto a range image representation reduces the dimensionality to two dimensions
instead of three which is computationally more efficient. As a result, injections can be applied at
training time with a dynamic re-sampling of instances, rather than using a fixed set of pre-augmented
scenes. The chosen training data split is sampled for all bounding box labels and the points inside
of those boxes. Thus a database is created, consisting of 439 cars, 19 pedestrians, 14 cyclists and
36 trucks. These objects can be injected only at two relative positions to the lidar sensor due to the
underlying physical properties of the InnovizTivo lidar sensor. The original sampling position and the
x-axis (left-right) mirror of the same. Any other shift or rotation of the instances would disrupt the
structural integrity of the lidar point cloud and create a scene that the lidar sensor could not capture
in reality. This is one of the main differences between this method and the rotating lidar scanners
discussed in CHAPTER 6, as the rotation structure allowed for the rotation-independent injection of
instances. The process of the instance injection is visualized in FiGure 8.15. A pedestrian is sampled
from the database (red) and injected into a lidar scene (blue). The occlusion of the new injection
is highlighted in the point cloud (cyan shadow) and will be removed in order to preserve the lidar
sensor structure.
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InnovizTwo Instance Injection. The pedestrian is cropped from a different frame and injected
via the structure aware point cloud injection method as outlined in SectioN 6.2.2. Both the lidar
scene (blue branch) and the injection (red branch) are projected into the range image view and a
point-wise range competition is applied to each point pair. The cyan lidar points represent the
occlusion shadow of the pedestrian, that will be removed in order to produce a physically valid
injection.

Mesh Injection

There are few examples of important classes such as pedestrians and cyclists in the training set of
the InnovizTwo data. While re-injecting instances into more frames slightly alleviates this problem,
it also carries the risk of overfitting on these few examples and decreasing performance on unseen
examples. Pedestrians and cyclists are commonly included in object detection datasets, such as
those in [86, 13, 50, 186, 117, 214]. Naive Copy-Paste injection methods [216, 21] can be used to
incorporate these objects, but these approaches do not preserve the underlying lidar structure. The
structure-preserving method presented in this section cannot be used to inject objects captured by a
different type of lidar sensor, as this would lead to structural flaws in the resulting point cloud. It is
also worth noting that using data from a different domain can negatively impact the performance of
the network, as outlined in CaapTER 7 with respect to semantic segmentation. Therefor synthetic
data in the structure of the InnovizTwo is generated for these classes, to increase the injection data
pool without introducing a domain shift.

The basic functionality and recording mode of the sensor [@111] is taken into account and used to
recreate a virtual twin of the sensor as already done for semantic segmentation in CHAPTER 7. This
includes re-engineering of the sensor origin, the relative position of each lidar measurement in the
spherical coordinate system projection, and the reliable detection range from the available real data.

This information is used to reformulate an orthogonal camera in the spherical coordinate system.

With this virtual twin sensor, open-source three-dimensional mesh models (see FiGure 8.16) of
pedestrians [@183, @163, @200] and bikes [@150, @151, @203, @73, @43] are recorded in
the spherical coordinate system. The captured depth images are sub-sampled to the lidar sampling

structure of the sensor and re-transformed to the corresponding Cartesian coordinates.
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Three-Dimensional Mesh Models. Royalty-free [@150, @151, @203, @73, @43] and creative
common licensed three-dimensional mesh models [@ 183, @163, @200] are used in this work,
that are re-posed and recombined in order to create diverse examples of underrepresented classes.

The resulting point cloud instances are saved in a second injection database. The process of sub-
sampling the depth images to the lidar sensor structure is visualized in FiGure 8.17. The resulting
instance point clouds can be inserted with their bounding boxes into the scenes while keeping the
structure of the lidar sensor intact as shown in Ficure 8.18. The synthetic injections have the same
structural properties as the original point clouds of the dataset. These mesh injections combine
the 'real-to-real’ domain adaptation method of CHaPTER 7 with simulated mesh objects to a mixed
’simulation-to-real’ domain adaptation method.

Scene Fusion

Another challenge posed by the limited number of training scenes is the availability of negative
examples for the neural networks, i.e., locations in the lidar frames that do not belong to the target
classes. The more scenes that are available, whether full of objects or almost completely empty, the
better object detection networks can distinguish between the desired classes and background objects
that are similar in appearance. To address this, the structure-aware point cloud fusion method of
SectioN 6.2.3 is adapted for use with the InnovizTwo lidar sensor with special care for the bounding
box labels. In the original work outlined in CHAPTER 6, the fusion method could lead to merged
objects, such as two cars overlapping each other. In order to prevent these unrealistic object mergings,
the Intersection over Union of all cuboid labels of both parent point clouds are calculated in the birds
eye view projection. If two boxes overlap each other with an JoU > 0, the cuboid label as well as the
points inside the cuboid of the second point cloud are removed, to prevent them from merging.

The last step of the method compares two complete scenes point by point and generates new scenes
by keeping only partial aspects of the two "parent" point clouds. With 53 originally available frames,
a total of 532 = 2,809 fused frames can be created by combining each point cloud with every other,
and even increased to 53° = 148,877 training frames by also adding an x-axis mirror of one of the

8.4 Lidar Segmentation Augmentation Techniques for Semi-Supervised
Object Detection
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Mesh Objects are Retraced in the InnovizTwo Structure. The models are captured by a
virtual depth camera with the field of view of the sensor (a) the depth image is cropped to the
instance for this visualization. The sensor’s lidar tracing positions (b) are used to subsample
the depth image to the individual lidar point positions (c) which are re-transformed to the
three-dimensional Cartesian point coordinates (d) via their range, azimuth and elevation angle.

Synthetic Object Injected into Real InnovizTwo Data. The meshes are retraced in multiple
random positions and rotations, in order to inject the resulting point clouds of the underrepre-
sented classes in the structure of the InnovizTwo sensor. The blue cuboids and their contents
represent the inserted bicycles and motorcycles, while the red boxes are additionally created
pedestrians. The purple boxes are cars of the original scene.
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Scene Fusion Process on InnovizTwo Data. Two randomly selected point clouds of the train-
ing dataset are combined by projecting them into the sensors field of view in a range image
representation. The image domain allows for an efficient point-wise range competition between
the two lidar frames in order to generate a new point cloud consisting of parts of each parent
point cloud.

"parent" point clouds. This process can be further varied by adding a third point cloud to the fusion
point cloud. The process for InnovizTwo lidar data is illustrated in FiGure 8.19.

Semi-Supervised Pseudo Labels

Using the augmented data described earlier, a PV-RCNN network [24] is trained and subsequently
applied to the 1,200 unlabeled frames in the dataset. The prediction labels generated by the network
are then saved in a new dataset. Training directly on this new data would result in only marginal
improvements, as the errors of the original network would be consolidated by this data. For this
reason, the predictions are first processed before they are used as pseudo labels for training.

For each class at different distance bins, threshold scores are fine-tuned on the validation set, with the
goal of keeping only detections which are certain to be correct. The defined thresholds are selected
for each range and class bin to yield close to zero false positive detections on the validation set. A
similar performance to the validation set is expected on the unlabeled data, therefore these thresholds

are set to prevent the addition of too many false positives to the pseudo label training data.

Detections from the unlabeled data above the selected thresholds are extracted as additional new
ground truth. All detections below these thresholds are removed from the new pseudo labeled data.
Not only are the box labels removed, but also the corresponding lidar points inside the boxes. This
is an important step, as the very high threshold values decide that many valid detections are not
confident enough and therefore are not to be trusted as pseudo ground truth labels. Removing the
cuboids while keeping the underlying lidar points would create false negatives.

This simple data cleaning enables the addition of pseudo ground truth labels into the injection

database as well as using whole pseudo ground truth frames as additional scene fusion parent point
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clouds. This combination of ground truth and pseudo ground truth boosts the mean Average Precision
of the PV-RCNN network by 22.62 from 57.25 to 79.87, as can be seen in TaBLE 8.3.

8.4.2

The performance of the PV-RCNN models on the validation data is evaluated via the mean Average
Precision (mAP) metric. It is calculated by first computing the Average Precision (AP) for each
class, and then taking the mean of all class-wise APs. The AP is calculated as the area under the
precision-recall curve which is a graph showing the precision on the y-axis and the recall on the
x-axis. The precision is the fraction of true positive detections out of all positive detections, and the
recall is the fraction of true positive detections out of all ground truth instances.

The Intersection over Union (IoU) is used as a decision threshold whether a detected bounding box
is a true positive or a false positive. The loU is a measure of overlap between two bounding boxes.
It is calculated as the ratio of the area of the intersection of the two bounding boxes divided by the
area of their union. An IoU > 0.5 between a ground truth cuboid of a given class and a prediction of
the same is defined a true positive for the AP.

The equation for calculating the AP is
n
AP = (Ri=Ri1)Py, (8.6)
k=1

where Ry, is the recall at the k™ point along the precision-recall curve, Py is the precision at the k'
point, and # is the total number of sample points on the precision-recall curve. The mAP is calculated

as

C
1
mAP = ZAPC, (8.7)
c=1

al

where C is the number of classes and AP, is the AP of the ¢ class. The precision and the recall
are collected at 41 sampling points along the precision-recall curve to average the class-wise AP. In
summary, the mAP is a metric that combines the precision and recall of an object detection algorithm
across multiple classes. It is used to evaluate the performance of the object detection models in this
section.

To compare the presented method to a baseline and to measure the influence of all parts of the
method, three versions of the same network were trained. One on the original data, one on the
augmented data and one version on the data with the augmentations and the proposed pseudo label
additions. All networks were trained on a single NVIDIA RTX 2080 Ti for 1000 epochs, a total of
53,000 iterations, with a batch size of one, and a one-cycle learning rate scheduler [182] with a
maximum rate of 0.01. All three trained models were evaluated using the mean Average Precision

metric.

Incorporating additional augmentations and pseudo labels has a significant impact on the performance
of the proposed methods, as demonstrated by the increase in the mAP from 55.97 to 57.25, and

ultimately reaching 79.87, as shown in TaBLE 8.3.
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Validation Set Predictions of the Three Evaluation Models. The network predictions of cars,
pedestrians, bikes and trucks are shown as purple, red, blue and black boxes, respectively. The
ground truth cuboids are colored yellow. All three networks successfully detect the car instances.
Only the models trained using the augmentation methods successfully detect the pedestrian on
the left and the bicycle on the far right. The model trained with the augmentation methods and
additional pseudo labels correctly detects and predicts the truck in the background. The model

trained with just the augmentations falsely classifies it as a car. The model trained on the original
data does not detect it at all.
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Mean Average Precision and Average Precision per Class. The performance of the baseline
trained on the original data is compared to the same network trained with the presented augmentation
methods, and with additional pseudo labels.

Method ‘ mAP T ‘ APcar T APpea. T APCyc. T APruek T
Baseline 55.97 93.32 0.00 33.33 97.22
Augmentations 57.25 91.47 8.33 43.06 86.14
Augs. + Pseudo Labels 79.87 90.41 75.00 61.11 92.96

The baseline model, which was trained without the augmentations and pseudo labels, has the highest
AP for the car and truck classes, with values of 93.32 and 97.22, respectively. However, it exhibits the
worst performance on the pedestrians and cyclists classes, with values of 0.00 and 33.33, respectively.
The augmentation methods and mesh injections of the simulation domain adaptation improve the
performance on the pedestrians and cyclists classes to 8.33 and 43.06, respectively, while reducing
the AP on cars and trucks to 91.47 and 86.14, respectively.

The third network, which was trained on the augmented data as well as the pseudo labeled data,
reaches the best performance for pedestrians with an AP of 75.00 and for cyclists with an AP of
61.11. The performance for cars is slightly lower than the previous two networks with an AP of
90.41, and the network reaches a AP of 92.96 for trucks, slightly less than the baseline model but
better than the augmentation model.

In conclusion, the effectiveness of the proposed methods for improving object detection in challenging
scenarios is highlighted by the results obtained. However, it is important to view the results with
some caution due to the limited number of samples in the validation set, which consisted of only
50 lidar frames, with only 351 cars, 41 trucks, 11 pedestrians, and a total of 11 cyclists. To address
this limitation, a qualitative evaluation via visual inspection was performed by inferring on the
entire validation set. The model trained with the augmentation methods was found to demonstrate a
visibly better performance compared to the model trained solely on the training set. The best visible
performance was exhibited by the model trained on both the augmented data and pseudo labels.

For the ECCV challenge a different metric was used to measure the performance of the final
submission. The evaluation was extended to additionally measure the performance of the three
trained models on the validation set using the average Intersection over Union in the xy-coordinate
plane

IoUxy, ;, = 0.5 IoUxy, 4, GTvsper +0.5x IoUxy, 11, DetvsGT (8.8)

where IoUxy, 4, GTvsper 15 the average IoU of each ground truth annotations best fitting detection,
and IoUxy, 4, pervscr 18 the average IoU of each detections best fitting ground truth annotation. It is
noteworthy that the JoUxy, , of the PV-RCNN model, trained with the augmentation methods and
fused pseudo labels, performed worse than the baseline network trained on the raw data. This is
due to the fact that the car class is heavily over-represented in the validation set, and the challenge
metric does not evaluate class-wise, but rather averages over all instances regardless of the class.
The mAP metric and visual inspection of the results were used for the development of the presented
method. The IoUyy, , was ignored in the development and only used as a target metric for the final
submission in the challenge.
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Class Agnostic Intersection over Union. The three evaluation models are compared with the
metric used in the challenge.

Method ‘ IoUxy, u T IoUxy u 6rvspes T 1oUxy, i, DetvsGr T
Baseline 0.60 0.49 0.71
Augmentations 0.50 0.69 0.31
Augs. + Pseudo 0.51 0.70 0.31

Submission Results of the Challenge. Five teams submitted their results for the test set of the

challenge.
Team Name ToUxy, u T
Gott 0.36
DUTH-VCG 0.48
dgist-cvlab 0.61
BITvisionLab 0.66
FrederikH 0.68

8.4.3

The evaluation metric of this challenge was /oUxy, ,, where for each annotation the best fitting
prediction is taken into account (JoUxy, ,,, GTvsDer) and vice versa (IoUxy, i, pervsGT) @S seen in
Equarion 8.8. Based on this metric the PV-RCNN models were tuned in order to boost the perfor-
mance on the challenge metric. This decision led to the use of an ensemble of multiple PV-RCNN
models instead of a single one, and they were each trained for a total of 265,000 iterations. Three
different voxel grids were used, as the performance of the classes and range bins was different
depending on the grid size and resolution. The performance for every class and every range bin
(0—50m, 50-100m, and > 100 m) was evaluated in order to select three models, that had the best
combination performance for all 12 range/class bins.

For all three models, the detections were kept without any confidence threshold, to keep the hard
and uncertain detections of pedestrians and cyclists, as well as far range detections of all classes.
These three networks detected more of the ground truth instances than a single model was able to
detect, but they also introduced more false positives. Therefore an extension of the model ensemble
with 5 additional checkpoints for each of the three voxel grids was added, in which the minimum
confidence was raised to very high values, in order to only keep the predictions that were very certain
to be correct.

This ensemble of a total of 18 models enabled the detection of very hard ground truth instances such
as far away cyclists and pedestrians, while at the same time very confidently detecting easy targets,
i.e., close cars. This combination increased the metric of JoUyy, , two-fold.

The first part of Equarion 8.8, IoUxy, i, GT vsper» compares each GT cuboid only to the best matching
prediction and ignores all others. The three networks that were not limited with confidence thresholds,
detected very difficult objects, which raised this part of the equation. The false positives are no

concern for this part of the equation. The additional confident networks improved the IoU of the

8.4
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Combined Submission Predictions. The results of multiple PV-RCNN models trained on three
different voxel grid resolutions are combined to boost the challenge metric on the test set.

easier targets by offering multiple predictions for the same ground truth which raised the probability
of generating a very well fitting detection.

The second part of Equation 8.8, IoUxy, i, pervsGT, compares each prediction cuboid with their best
matching GT cuboid, even if another prediction already matches the same GT cuboid. By using
multiple confident model outputs, the JoUxy, .., pervsGr term of the equation was further raised, as
multiple predictions boxes for easy targets fit the GT cuboids relatively well. This raises the average
which minimizes the influence of any false positives from the three non-threshold networks.

Thus both parts of the equation for the final metric were raised by the proposed ensemble. The
final results for this challenge had an IoUyy, ;, score of 0.68, higher by 0.02 than the next best
submission as shown in TaBLE 8.5. An example of a submission frame which combines the output of

all sub-models can be seen in FIGURE 8.21

8.4.4

The use of multiple novel methods, including data augmentation, domain adaptation, and semi-
supervised learning via pseudo labels, was described in this chapter for the purpose of training a well
performing neural network for lidar object detection. This method was outlined in detail, and the
evaluation shows the value of each part of the method, with impressive results being achieved. The
method achieved the first place of the "The LiDAR Self-Supervised Learning Challenge: Learning
From a Limited Amount of High-Resolution LiDAR data." of the ECCV 2022 workshop on 3D
Perception for Autonomous Driving [@112].
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8.5

The potential of lidar segmentation for enhancing the capabilities of autonomous vehicles has been
highlighted in this chapter through the presentation of four different novel applications for automotive

use cases.

The first method utilizes lidar segmentation, object detection, and heuristic algorithms to create
semantic grid map data for the training of automotive online segmentation algorithms. This approach
offers a more efficient and effective way of training algorithms, enabling them to better detect objects

and navigate the environment.

The second method employs panoptic segmentation to create an online lidar detection algorithm that
runs on a single CPU core. This method has demonstrated promising results for real-time object
detection and classification, which is critical for the safety of autonomous vehicles.

The third method introduces a novel re-simulation environment that enables the training and testing
of ADAS and AD software stacks. This environment facilitates the development and testing of
more advanced and complex software, thereby accelerating the progress towards fully autonomous
vehicles.

The fourth method uses lidar segmentation augmentation and domain adaptation techniques to train
a challenge-winning semi-supervised object detection network. This approach has shown great
promise in improving the accuracy and efficiency of object detection, especially when dealing with
limited labeled data.

These methods illustrate the versatility and effectiveness of lidar segmentation in the automotive
industry, showcasing how this technique can be applied in various ways to enhance the capabilities
of autonomous vehicles. The applications presented in this chapter are just a few examples of the
wide range of possibilities that exist for lidar segmentation, and it is exciting to envision the future

advancements that will emerge as this technology continues to evolve.
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Conclusion and Outlook

In this final chapter, the main research findings presented in this dissertation will be synthesized by
providing a comprehensive summary of the key points and their implications. The broader signifi-
cance of the research within the field will also be discussed, highlighting the research limitations
and offering recommendations for future work, specifically in the area of lidar segmentation for
autonomous vehicles.

To reiterate, the main research question addressed by this dissertation is how lidar segmentation
can be utilized to enhance the capabilities and improve the safety of autonomous vehicles. The
dissertation presents novel approaches for generating segmentation labels for lidar data, as well as
methods for improving the training and robustness of these algorithms. Additionally, it introduces
various cutting-edge applications of lidar segmentation in the automotive sector.

The research is divided into three main parts, with each part aiming to answer a different variation of

the main research question.

In Part I, multiple novel approaches for instance, semantic, and panoptic segmentation are presented.
These aim to answer the first variation of the main research question of this thesis: How can lidar
segmentation be enhanced?

CHAPTER 3 of Part I presents the FLIC algorithm, which achieves real-time instance segmentation
of lidar sensor data by reformulating the clustering of a three-dimensional point cloud to a two-
dimensional connected-components-labeling problem. It exploits the underlying sensor structure as
arange image to connect points by their three-dimensional distance to each other. To make the FLIC
more robust against over-segmentation, Map Connections were added to the algorithm to bridge
partial occlusions. The approach was evaluated on multiple datasets and not only was faster than
comparable state-of-the-art methods but also provided significantly better instance segmentation
quality.

CHAPTER 4 of ParT I presents the RangePillars network, which functions as an additional module
to be used with projection networks for semantic segmentation of lidar data. The RangePillars
network encodes the three-dimensional lidar point cloud to a spherical voxel grid aligned with the
range image structure of the chosen two-dimensional projection network for semantic segmentation.
The main contribution of the RangePillars network is that it improves the predicted segmentation
labels by fusing the three-dimensional geometric information with the range image networks pixel
features for a more precise separation between objects. The RangePillars network was evaluated
on the SemanticKITTI dataset and achieved a higher mloU than previous methods that improve the
three-dimensional labels of two-dimensional projection networks.

CHAPTER 5 of ParT I presents two novel methods for lidar panoptic segmentation: Lidar Cluster
Classification and Lidar Image Panoptic Segmentation. The former method combines the FLIC
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with an additional lightweight CNN that classifies the clusters to a specific set of classes. The
latter method combines existing lidar semantic segmentation networks with additional instance
segmentation achieved with the FLIC. A novel FLIC++ algorithm is also introduced that improves
the FLIC via a parallelized approach. Both Lidar Cluster Classification and Lidar Image Panoptic
Segmentation were evaluated on the SemanticKITTI dataset for panoptic segmentation. The former
achieves real-time panoptic segmentation on a single CPU core, and the latter achieves a place in the
top three methods for lidar panoptic segmentation on the dataset.

In Parrt II the main research question of this thesis is presented from a practical standpoint: How can

the training cost of lidar segmentation be reduced?

Instead of developing new neural networks or increasing investment in gathering and labeling
additional training data, existing semantic segmentation models are improved using the Structure
Aware Point Cloud Augmentation (SAPCA) approach presented in CHAPTER 6 of Part II. This
approach employs novel lidar-centric augmentation methods that improve all key metrics of semantic
segmentation, and is more effective than increasing the amount of data by a factor of ten. The
approach was evaluated on the SemanticKITTI dataset as well as the closed source Aptiv panoptic
segmentation dataset. The augmentations improved all five neural networks they were applied to.
Furthermore, the presented method outperformed the current State of the Art for semi-supervised

lidar semantic segmentation.

In CHapTER 7 of ParT II, the augmentation methods of the previous chapter are revisited for training
semantic segmentation models beyond a single dataset and lidar sensor. Neural networks for
lidar semantic segmentation often suffer from poor generalization performance when trained on a
single domain, as lidar data can vary greatly between different domains, such as different sensor
types, environments, or seasons. This issue is addressed by introducing a new method for domain
adaptation for lidar segmentation, aligning different lidar domains using sensor-aware domain
adaptation modules. Self- and semi-supervised fusion methods at the data level enable effective
training of lidar segmentation networks. The chapter provides a thorough evaluation and comparison
to state-of-the-art methods on multiple real world datasets, demonstrating significant improvement
caused by the novel domain adaptation methods.

By proposing novel approaches and techniques such as lidar augmentation, domain adaptation,
and self-supervised learning, the two chapters answer the question of how to reduce the training
cost for lidar segmentation. The techniques enable the training of well-performing networks using
minimal amounts of labeled data frames, while improving the performance and generalization of the

segmentation networks.

The last part of this thesis, Part III aimed to answer the last formulation of the main research

question: What are feasible use cases of lidar segmentation for autonomous vehicles?

In Cuaprter 8 of Part III, multiple feasible use cases are explored. The chapter provides examples
of diverse novel applications of lidar segmentation in the automotive industry, including creating
semantic grid map data, developing an online lidar detection algorithm, establishing a novel re-
simulation environment for ADAS and AD software stack training and testing, and training a semi-
supervised object detection network using lidar segmentation augmentation and domain adaptation
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techniques. These methods demonstrate the usefulness and effectiveness of lidar segmentation in

enhancing the capabilities of autonomous vehicles.

While this dissertation has introduced innovative lidar segmentation algorithms and models, as well
as new data augmentation and domain adaptation techniques, there are still several limitations in
current approaches that need to be addressed. These include integrating lidar segmentation with other
sensors, enhancing robustness to adverse weather conditions, and achieving real-time implementation
on low-power and low-cost hardware platforms. Future research should focus on these areas to
further advance the field and expedite the deployment of autonomous vehicles in various domains.

The presented work has advanced the State of the Art for lidar segmentation, as evidenced by the
first-place award in a conference challenge!, top scores in public benchmarks??, and a best student
paper award*. These advancements have been applied in various applications that improve the
capabilities and safety of autonomous vehicles.

As aresult, I hope that this dissertation inspires further research in the field of lidar segmentation
and contributes to the ongoing efforts to make autonomous vehicles safer and more efficient. It has
been an honor to share this work, and I hope it piques the reader’s interest and encourages them to
contribute to this exciting and rapidly evolving field.

lhttps ://eval.ai/web/challenges/challenge-page/1861/leaderboard/4375
2https://paperswithcode.com/sota/semi-supervised-semantic-segmentation-on-24
3https://codalab.lisn.upsaclay. fr/competitions/7092#results
“https://icpram.scitevents.org/PreviousAwards.aspx#2021
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Density Based Spatial Clustering of Applications with Noise.
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Graphics Processing Unit.
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True Positive.
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Glossary

Analysis of a model’s performance after removing components/features.
Technique to generate new data from existing data.
Average Intersection over Union over all instance (see PAGE 22).

A metric used to evaluate the accuracy of object detection (see PaGe 142).

A control system where the output affects the input.

Grouping similar data points into clusters.
Adapting a model trained on one domain to another domain.
The vehicle the sensor is mounted on.

Segmenting individual objects.

Intersection over Union (see PaGe 21).

Connection between pixels beyond the direct pixel neighborhood.
The average AP value over multiple object classes (see PAGe 142).
A three-dimensional model consisting of vertices, edges, and faces.

Mean Intersection over Union over all classes (see PAGe 22).

Not limited to a particular time sequence or order.

A large-scale autonomous driving dataset with various sensor modalities.
Making predictions on new data in real-time.

Combining semantic and instance segmentation.
A voxel in a 2D grid.
Collection of data points in three-dimensional space.

Panoptic Quality, combining instance and semantic information (see PaGe 23).
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Labels generated by a model for unlabeled data.

Voxels in a spherical coordinate system.
Processing data and producing output with minimal delay.

The proportion of true positive samples correctly identified (see PaGe 42).

Connection between pixels very far beyond the direct pixel neighborhood.
Dividing an object into distinct parts or regions.
Training a model with unlabeled data via pretext tasks.
Segmenting data into meaningful parts (e.g., objects).
A large-scale outdoor semantic segmentation dataset.
Training a model with both labeled and unlabeled data.
Current highest level of performance on a task.

Training a model with labeled input-output pairs.

Teaching a model to make predictions from input data.

Training a model with unlabeled data without any supervision.

A three-dimensional pixel or volumetric pixel.
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