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Abstract

Extreme ultraviolet (EUV) lithography is one of the key technologies for the industrial
production of highly integrated semiconductor devices. A core problem is the accumu-
lation of tin in the EUV source during the wafer exposure process, which degrades and
damage EUV optical components. To alleviate this situation, a deep understanding of the
homogeneous and heterogeneous processes involved in the formation and deposition pro-
cesses is required. One of the fundamental questions is how and in what chemical state
elements (especially metals) can become volatile in the presents of a hydrogen plasma and
thereby exhibit the potential for contamination. One of the main tasks of this work is the
measurement of the relevant hydrides at the ultra-trace level. This includes modification,
optimization, and characterization of mass spectrometric instrumentation to achieve suf-
ficient sensitivity. With well-defined conditions and reactants, the system under study is
reduced to the laboratory scale for ease of operation and to allow for ample modifications.
The central focus of this research is the interaction of RF hydrogen plasma species with the
target elements and the determination of native ions and molecules using mass spectrome-
try as the primary analytical tool. Experiments are designed to elucidate the mechanisms
involved and to understand the processes occurring.

Different hydrogen plasma sources are used in the experiments. Due to their different
designs and nature, they are suitable for the coupling to different mass spectrometers. With
the use of multiple plasma sources, the influence of the plasma source and its parameters
can be determined. In order to gain deeper insight into the processes in and around the
plasma, several mass spectrometers are used, each with a different (partly customized) ion
source and detection capability. Depending on the instrument and its ion source, neu-
tral molecules can be detected by EI ionization or native ions generated in the hydrogen
plasma can be measured directly by guiding them into the analyzer. In this way, both the
neutral and ionic products of the reactions can be determined. Reverse Analysis of Su-
perimposed signal Patterns (RASP), a program developed within this work, allows for the
reverse calculation of isotope-related superimpositions of metal (hydride) signals. In this
way, the distribution of the different metal hydride ions is accessible, providing important

information about the formation process of the corresponding species.



Since a high-resolution mass spectrum of stannane, a key component in EUV lithogra-
phy, is crucial for the in-depth mass spectrometric analysis of tin hydride and its ions, it
is synthesized and measured under well-known conditions. To the best of our knowledge,
this high-resolution mass spectrum of stannane is the only one published with specifica-
tion of ionization conditions. These mass spectra serve as a reference standard for the
measurement of plasma generated metal hydride species.

To directly monitor and quantify the etching process of deposited tin by hydrogen plasma
species, tin-coated sensors for quartz crystal microbalance (QCM) instruments are placed
near the hydrogen plasma. The change in mass on the sensor due to etching is directly
related to the rate of etching under the prevailing conditions. Simultaneous QCM and mass
spectrometry measurements provide a way to relate the mass change to the experimentally
obtained mass spectra. The experiments described in this thesis aim to investigate the
heterogeneous formation mechanism of metal hydrides and related species and to gain a
fundamental understanding of the various chemical and physical processes occurring in
the plasma, at plasma-proximal surfaces and in the gas phase in order to benefit from this
information for understanding the chemistry and dynamics occurring in EUV lithography.
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1 Scope of this work

Microchips, also known as integrated circuits (ICs), are the foundation of modern elec-
tronic devices and systems. The origins of microchips date back to the 1950s and 60s, when
research on semiconductor materials such as silicon (Si) and germanium (Ge) began. The
breakthrough was the development of the transistor, an electronic component that made
it possible to amplify and switch electrical signals. With the invention of the transistor, it
was possible to realize electronic circuits on a significantly smaller scale than was possi-
ble with conventional tubes. This pioneered the development of microchips that integrate
tens of thousands or even millions of transistors on a single silicon chip. In 1965, Gordon
Moore, one of the founders of Intel, predicted the doubling of the number of transistors
present on an integrated circuit every 18 to 24 months. This means that the performance
of computer chips can typically increase significantly every 1-2 years[1]. Since its formu-
lation, Moore’s Law has been enormously important to the computer and semiconductor
industries, pushing them to continually improve chip performance. It is also impacting
on the broader tech-industry, driving new technologies and applications that benefit from
continuing improvements in microchip performance. Since their invention, microchips
continue to have a revolutionary effect on the world and the manner in which humans live,
work and communicate. They have enabled the development of computers, smartphones,
tablets, wearables, cars and many other electronic devices and systems. The importance
of microchips, however, goes beyond the consumer and home electronics industries. They
are used in medical technology, the automotive industry, aerospace, renewable energy and
many other industries. As microchips continue to miniaturize and improve their perfor-
mance, they will continue to play an important role in solving challenges in many areas|2].
The demand for ever more powerful and smaller chips necessitated the use of ever shorter
wavelengths for the pivotal photolithography processes to fulfil the requirements. The use
of extreme ultraviolet (EUV) radiation (10 nm to 121 nm; 124 eV to 10.25eV) is one of the
key technologies for the current development of semiconductor devices. The large energy
of these photons and the associated chemistry they can drive, as well as the formation of
tin debris by the EUV tin plasma during the exposure process, are key problems that detri-
mentally affect the performance of EUV and particularly of the EUV source components.



1 Scope of this work

The general scope of the present work is the measurement and determination of stan-
nane (SnHy) and other relevant (metal) hydrides in the gas phase at ultra-trace level. This
includes the modification, optimization and characterization of mass spectrometric instru-
ments and corresponding interfaces and transfer stages to achieve sufficient sensitivity,
as well as the emulation of the chemical and physical processes leading to the forma-
tion of debris on a laboratory scale with clearly defined reaction partners and conditions.
Inevitably, the question arises how and in what form the relevant elements (especially met-
als) become volatile by interacting with excited hydrogen species, which may be a potential
source of wide-spread contamination. Synthesis and measurement of authentic stannane
is required for establishing a solid mass spectrometric data basis. This will provide reli-
able high-resolution spectra for direct comparisons with plasma-generated species. The
etching process of the elements by reactive hydrogen is of particular importance. This is
mainly responsible for the detachment/volatilization process and the subsequent contam-
ination of surfaces by decomposition. In addition to mass spectrometry, the etching and
decompositions process will be studied with other analytical systems (quartz crystal mi-
crobalance (QCM) and Fouriertransform (FT)- infrared (IR) spectroscopy) that provide
additional and independent information about the investigated processes. This requires a
deep understanding of the homogeneous and heterogeneous chemical and physical reac-
tions that take place, as well as the fundamental investigation of gas phase processes in
mass spectrometers and the analysis of the results.



2 Introduction

2.1 Photolithography

Photolithography (or optical lithography) is one of the essential steps in semiconductor
technology for the manufacture of ICs. Photolithography uses light to transfer a highly
complex structure from a mask onto a silicon wafer (a thin slice of single crystalline sili-
con). Figure 2.1 schematically illustrates the individual steps. A conductive layer and then
a functional photoresist are applied to the wafer using spin-coating. Photoresists are chem-
icals that become soft (positive photoresist) or hard (negative photoresist) when exposed
to light. The mask contains the structure of the IC as a blueprint, and this information is
projected from the mask onto the photoresist. Depending on the process and the type of
photoresist, the exposed or unexposed photoresist can be etched away to transfer the pat-
tern from the mask to the wafer. The functional layer thus exposed, which is not covered
by the photoresist, is then etched away. Thus, the conductive functional layer forms the
desired shape. Remaining photoresist is removed and many steps are repeated until IC is
complete. These sequential processes are called multi-patterning([3].

The demand for the production of ever smaller and more compact ICs will at some
point reach its physical limits. One limit is the resolution, which is represented by the
critical dimension (CD). CD refers to the smallest imageable line width, which significantly
influences the resolving power, i.e. the ability of the optical system to image the smallest
structure in the photoresist. The CD is determined by the Rayleigh equation:

P
D= - 2.1
b=k & 1)

where A is the wavelength of the light, NA is the numerical aperture and k1 is a resolution
factor depending on the optical system. The numerical aperture is defined as follows,
where 7 is the index of refraction and © is the half angle between the light beam and the

walfer surface.

NA =n sin® (2.2)
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Figure 2.1: Schematic illustration of the steps in the photolithography process: () Substrate

with a conductor layer and a positive photoresist. (2) The mask transfers the
pattern information to the photoresist via light. The positive photoresist is
cured by light. 3) The unexposed photoresist is etched away along with the
underlying conductive layer. (4) The desired structure is in the conductive layer
after cleaning.

The CD is only a description of the resolution capacity in 2 dimensions, but ICs are
3-dimensional structures with a non-negligible depth. This means that the photons have to
penetrate a defined depth of the photoresist and remain in focus for the entire depth. The
maximum depth where focus is maintained is depth-of-focus (DOF). In simple terms, DOF
is a measure of how much a process can tolerate focus errors and still produce acceptable
lithography results. The definition of DOF is below, where kj is also a process constant.

A
DOF = k9 — 2.3
2 VA (2.3)

Considering egs. (2.1) and (2.3), the resolution can be improved by reducing the wave-
length for illumination. The size of the structures that can be achieved is mainly limited
by the wavelength of the radiation used. This was already described by Ernst K. Abbe for
light microscopes in 1873[4]. The first scanner systems used the g-line of mercury (Hg) arc
lamps at 436 nm which provided a resolution of roughly 400 nm. Nowadays the common
scanners use the light of an argon-fluoride (ArF) eximer laser radiating at 193 nm. The
light in these regions is referred to as deep or far ultraviolet and leads to a resolution of



2.2 EUV lithography

45nm. And this is where the further resolution improvement stalled. Experiments with
157nm (F3) and 121 nm (Hy) lasers revealed technical problems with the required lenses
consisting of calcium-fluoride (CaF) and lithium-fluoride (LiF). Consequently, the common
scanner still operates at 193 nm. However, techniques like multi-patterning improve the res-
olution to fulfil the ever increasing requirements. In this method, the exposure process is
divided into several steps, each with its own mask. Thus, several cycles of lithography
and etching/deposition are performed in succession. Here, the nomenclature indicates the
process: Litho-Etch-Litho-Etch (LELE) contains two cycles, LELELE contains three cycles
and so on. This procedure allows to generate smaller and more complex structures on the
wafer, but adds complexity and time to the exposure process.

2.2 EUV lithography

Next generation lithography, or extreme ultraviolet lithography (EUVL), is the next ma-
jor milestone in semiconductor development. These scanners operate with EUV radiation
at 13.5nm. Reducing the wavelength by more than an order of magnitude has great ad-
vantages regarding eqs. (2.1) and (2.3), since the short wavelength increases the resolving
power and the DOF to a great extent. But there is also a huge increase in photon energy
at EUV wavelengths: At 13.5nm the photon energy is 92 eV. This wavelength cannot be
produced by conventional excitation of atoms or molecules (black body radiation), they
must be produced by a plasma. To a good approximation, the idealized notion of black-
body radiation applies to the emission of hot plasmas. At a target wavelength of 13.5 nm,
the plasma has a temperature of roughly 220 000 K.

Besides xenon, tin is the only element that emits enough light as a plasma at this wave-
length. The most common tin plasma source consists of a droplet generator that creates
tin droplets with a diameter of about 30 um at high frequency (50 000s™). Several cam-
eras track exactly the position, trajectory and velocity of every drop and a first laser pulse
(pre-laser) with lower pulse energy hits the droplet and expands it into a disc shape. The
following main pulse with high pulse energy converts the disc to the plasma state (cf.
fig. 2.2). The resulting dense, hot laser-generated pulsed plasma (LPP) consists of tin in
the average charge state +10 [5]. During the relaxation of the highly excited tin atoms, a
sharp radiation band around 13.5 nm emerges. The atomic transitions responsible for this
emission are grouped together as so-called unresolved-transition arrays (UTAs), as a result
of the large number of possible transitions close to each other. These originate from the

complex electronic structure of the open 4d-subshell[6]. In addition to tin (Sn) as a plasma
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Figure 2.2: Schematic illustration of EUV plasma generation from tin droplets. The pre-
pulse inflates the droplet in the disc shape and the subsequent main pulse ion-

izes it.

material, other elements like xenon (Xe) were also considered, but they had insufficient
conversion efficiencies of primary laser energy into EUV radiation[7]. Tin, on the one
hand, has excellent plasma qualities with a conversion efficiency of 5.5% to 6.0 %, but on
the other hand, it is a reason for a problem of the EUVL: contamination of optics with tin

debris and the formation of volatile stannane (SnH,) with excited hydrogen.

Lenses typical for lithography cannot be used because there is no material transparent
to EUV light. Therefore, all optical elements are reflective. They are made of multilayer
mirrors MLM or Bragg-mirrors[8], which provide a sufficiently large reflection potential for
EUV light. Figure 2.3 shows the structure of such a mirror. An MLM has alternating di-
electric thin films with low and high refracting index. In 1972, Eberhard Spiller presented
a multilayer design that exhibited high reflectance performance in the EUV spectral re-
gion[9]. For 13.5 nm, molybdenum (Mo) and silicon (Si) is used as layer stacking material.
For this purpose, Mo-Si-bilayers are deposited on a very smooth low thermal expansion
material (LTEM). A capping layer of ruthenium (Ru) with a thickness of a few nanometers

serves to protect the mirrors. MLMs operate on the principle of Bragg reflection. The
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Figure 2.3: Schematic representation of an MLM consisting of n pairs of bilayers of thick-
ness d. Materials 1 and 2 are low and high refractive index materials, respec-
tively. The total reflectivity is the sum of the complex reflection coefficients at

each interface.

reflectivity R is approximately given by:

2N _ IN 12
R - |0 (ng) ns(ny) (2.4)
no (ng)?N +ng(n1)?N

where ng, n1 and ng are the respective refracting indices of the ambient medium, the two
alternating materials, and the substrate, which terminate the transmission through the
mirror. N is the number of repeated pairs of the bilayer materials. According to eq. (2.4),
the optimum layer thickness is A/4. There is constructive interference of the reflected light
waves at many boundary layers in the A/4 design leading to a high total reflectivity. Under
the assumption that the two materials have a different index of refraction:

lim R=1 (2.5)

N—>

Theoretically, a 100 % reflection is possible. But in reality the MLM have a reflection quality
of about 70 %[10]. Due to the relatively large number of mirrors required in the lithographi-
cal projection optics, which are installed successively in the scanner, even the slightest loss
of reflectivity leads to significant losses in intensity. This, in turn, results in increased expo-

sure times and reduction in productivity and thus profitability of the complex technology.
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And at this point, contamination of the collector mirror, which is located inside the plasma
source and focusses the primarily generated EUV light into the following complex optics,
with tin debris becomes a major problem. If the reflectivity decreases to the point where
the wafer cannot be reasonable exposed anymore, thus the lithography process interrupted
and the collector is cleaned or replaced.

In general, ionic and neutral tin debris from the tin plasma can damage a surface in
three ways: deposition, sputtering, and implantation. The last two types of damage to
the surface are irreversible and are the result of the high kinetic energy fraction (1keV
to 50keV) of the ion debris[11]. The deposition of tin is a reversible process. The most
established method for removing tin from the surface is etching using hydrogen species
such as radicals, which converts the tin into the volatile stannane (SnHy). Tin debris in
particular, and debris and contamination mitigation in general, are the main impetus of
this work. Therefore, they are discussed in detail in a separate section (cf. section 2.4.1).

The energy of the EUV photons is far above the ionization potential (IP, described in
section 2.6.1.1) of all known elements and molecules. This means that every atom and
molecule in the beam path absorbing a EUV photon is ionized. Due to the relatively
small effective cross-section, hydrogen (5.56 x 1024 m? for 92 eV photons)[12] is the most
important background gas in the EUV scanner environment and the total pressure in the
lithography tools is in the regime of a few Pascal, otherwise the energy of the photons
would be completely absorbed on the way to the wafer. However, it is reasonable to as-
sume that any gas in or near the path of the beam will be ionized upon EUV photon
absorption. Consequently, a number of ion-molecule reactions will inevitably occur after
primary excitation.

In the following section, the basis of the plasma theory is briefly discussed and related

to the chemistry taking place relevant to this work.

2.3 Plasma

2.3.1 Plasma fundamentals

Plasma is a distinct state of matter characterized by a high degree of ionization in which a
significant fraction of the particles are in the form of ions and free electrons. Consisting of
charged particles interacting through electromagnetic forces, plasma exhibits a wide range
of dynamic behaviours, including the formation of electric and magnetic fields, the gener-
ation of radiation, and the production of shock waves and turbulence. These properties

render plasma a subject of intense interest in a wide range of scientific fields. The term
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plasma was coined by Langmuir and Tonks, who related the apparently unregulated be-
havior to the blood plasma they were familiar with[13]. At the transition from neutral gas
to the plasma state, the bulk properties change dramatically. As a result of the Coulomb
forces, the charged particles strongly interact with each other. This results in a completely
new behavior of the matter. In its entirety, plasma is an electrically neutral entity, despite
the fact that it consists of charged particles, because there are exactly the same number
of cations and electrons. This is called quasi-neutrality[14]. Within the plasma state, the
following equation holds true:

e = N (2.6)

where 7, is the density of electrons and r; is the density of ions.

There are a variety of plasmas that are generated in different ways and have different
properties. One way to characterize a plasma is the degree of ionization X, which indicates
the ratio of ions/ electrons to neutral particles. Here ng is the density of neutral particles:

nj

X =
no +n;

(2.7)

The Eggert-Saha equation (eq. (2.8)) is a fundamental equation in the field of plasma
research and describes the ionization state of a plasma in dependency of the temperature

and the ionization energy in thermodynamical equilibrium.

E _ (27rm kp T)i .exp( —-E; ) (28)

1
no ng h% 2kpT

where m is the atomic mass, kp the Boltzmann constant, 7 the temperature, 4 the Planck
constant and E; the ionization energy. The equation essentially states that as the tempera-
ture of the plasma increases, the ionization fraction increases, because the thermal energy
of the particles is sufficient to overcome the ionization energy of the atoms or molecules.
Additionally, as the density of the plasma increases, the ionization fraction decreases, be-
cause the electrons and ions are more likely to recombine due to their closer proximity[14,
15].

Another way to classify a plasma is based on its temperature and temperature distri-
bution. The most important categories include local thermal equilibrium (LTE) plasmas
and non-local thermal equilibrium (non-LTE) plasmas. As the term suggests, in LTE plas-

mas electrons (e), ions (i) and neutral atoms or molecules (n) are in thermal equilibrium.
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This means that the particle densities, temperature, and electromagnetic radiation field
are uniform throughout the plasma.

T, ~T;, =T, (2.9)

As a result, LTE plasmas can be described by the laws of thermodynamics, such as the
ideal gas law and the Eggert-Saha equation. One important feature of LTE plasmas is their
ability to emit and absorb electromagnetic (black body) radiation. Because the particle
densities and temperatures are uniform throughout the plasma, the plasma is said to be in
local thermodynamic equilibrium with the radiation field[14, 16].

In non-LTE plasmas the particles are not in thermal equilibrium with each other or with
the electromagnetic radiation field. In non-LTE plasmas, the particle densities, temperature
and radiation field can vary throughout the plasma, and the plasma may not be described
by the laws of thermodynamics. The temperature 7 of ions and neutral particles has a

significantly lower temperature than the electrons:
T.>T, =T, (2.10)

Due to the variations, the plasma may exhibit a wide range of dynamic behavior and
properties, such as non-uniform ionization and excitation rates of atoms and molecules, and
the generation of non-thermal plasma waves and instabilities. Since there is no equilibrium
with the radiation field, defined spectral lines are emitted instead of black body continua[14,
16].

In summary, the classification of a plasma as either LTE or non-LTE is determined by
various factors, such as its chemical composition, the type of collisions occurring, the type
of electric field present, the method of ionization, as well as the prevailing temperature
and pressure. In high-pressure environments, there are many collisions and thus energy
exchange between the particles is efficient. However, in low-pressure environments, the
molecular mean free path is much larger, resulting in fewer collisions and less efficient
energy distribution[14, 16].

As mentioned before, a plasma is neutral as an entity, the so-called pseudo-neutrality.
However, local deviations can occur, because opposite charges attract each other. These
areas are called the Debye-sphere, and within this region neutrality is allowed to be com-
promised. The radius of the sphere is the Debye-length Ap:

leo ks T,
Ap = 4| LB (2.11)
Ne €
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where € is the vacuum permittivity and e the elementary charge. Due to the charge
imbalance, bulk systems are created that shield the inner charge from the outside; thus
the electrical potential drops within a Debye-length. A denser plasma shields charge more
efficiently, so the Debye-length decreases with increasing pressure, and also with decreasing
temperature. Only if the spatial extent L is greater than the Debye-length Ap can a gas be
classified as a plasma (1p > L). Another criterion for a plasma is the so-called plasma
parameter, which must be significantly greater than 1 (Np > 1)[14, 16]. Np is defined as
follows:

4
Np=n 37 /1?2, (2.12)

If an external, temporally changing electric field is applied, it will remain shielded as
long as the Debye-sphere can exist in the electric field and can move as an unit. The plasma
frequency w,, describes the fastest possible change in charge density. Since the electrons
are the lightest and thus the most mobile particles in the plasma, they determine the limits
of effective shielding. w,, is the angular frequency at which the electron density oscillates
around the mean homogeneous density[14, 16]:

2
wp = /” e (2.13)
€) Me

where m, is the mass of the electrons.

The plasma frequency increases also with the square root of the particle density n and
the quasi-neutrality of the system only exists when the temporal range is much larger than
w;l. Furthermore, if the frequency of the external electric field is less than the plasma
frequency (w < w),) the electric field cannot penetrate the plasma and will be reflected[14,
17]. For the sake of completeness, there is also the plasma frequency of the ions w,,;. It
describes the ability of ions to respond to an alternating electric field. However, it plays a

minor role, since the total plasma frequency is determined by the electrons.

n; e2

(2.14)

W =
Pt €0 m;
where m; is the mass of the corresponding ion.
The conservation of energy applies without restriction to plasmas. That means that any
absorbed energy must be balanced with the dissipative energy loss. The loss is mainly
caused by collisions between electrons and neutral particles, which lead to ionization.

However, in addition to the emission of energy as radiation, the loss due to the diffusion

11
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of charge carriers on surfaces is also important. When a plasma comes into contact with
a surface, a thinner positively charged layer is formed, since the mobility of the electrons
is much larger than that of the ions, and thus the electron loss is greater than ion loss.
This layer is called plasma sheath[18]. The resulting net positive charge in the sheath
forms a potential profile, which is positive within the plasma and zero near the surface.
Electrons which are moving towards the surface are reflected back into the plasma volume,
and plasma ions entering the sheath are accelerated towards the surface. This charge
separation between the main plasma and the sheath regions is an important model to
understand the properties of plasmas near surfaces[19].

The plasmas used in this work (cf. section 3.2) are operated at a pressure of 1 x 10~ mbar
to 1 mbar (low-pressure discharges) and are very unlikely to be anywhere near thermal
equilibrium. Thus electrons, rather than the heavier ions or neutral particles, are affected
by the energy supplied. However, this additional energy of the electrons can only be
transferred to the ions inefficiently by collisions due to the large mass discrepancy. This
means that the electron and ion temperatures are independent of each other, with the
electron temperature being significantly higher than the ion temperature (7, > T;).

2.3.2 Plasma generation

There are many approaches to create and sustain plasmas. Basically, sufficient energy is
added to the system so that the atoms and molecules ionize and thus charge carriers are
present in the plasma. Due to loss processes (e.g. recombination, thermal conduction, ra-
diation emission), new charge carriers must be generated in order to maintain the plasma,
otherwise it expires. At this point, only a few methods that applied in this work or are
thematically related are described in more detail. The range of possibilities is wide and
practically every method that leads to ionization and subsequent secondary ionization can

be used to generate plasmas[14].

The most commonly applied technique for generating plasmas is the exposure of neutral
gas to an electrical radio frequency (RF) field. The majority of these plasmas are operated
with a RF frequency of 13.56 MHz. In a neutral gas always a minor quantity of free electrons
and ions is present, caused e.g. by the interaction with the cosmic microwave background
(CMB). The electric field accelerates these charged particles. Under certain circumstances,

electrons with sufficiently large kinetic energy are able to ionize atoms, ions or molecules
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and that generate a pair of ion and electron. Under suitable conditions, this process can
take place as an avalanche, provided that after the collision one existing electron becomes
two. These processes are self-accelerating[14].
In a high frequency electric field, the energy absorption P,;s per volume V is given by:
Pups 1 e? K2 9

= - — ——F 2.15
Vv 2nemel</<2cu2 0 (2.15)

where « is the electron-neutral collision frequency, w the angular frequency of the electro-
magnetic field and Ej the energy of the electromagnetic field. When a magnetic field B
(perpendicular to the electric field) influences the plasma, the energy absorption changes

to:

P.bs B e? K2 K2 9

1
=- — + E 2.16
1% 4mik \VH(w-w)? K2+w+w)?) ° (2.16)

where w, is the electron cyclotron frequency. As already discussed, an electric field with a
frequency lower than the plasma frequency (cf. eq. (2.13)) cannot interfere with a plasma.
However, due to the skin effect, the electric field can penetrate the plasma to a certain
degree. The energy absorption is then reduced and limited to the skin sheath thickness.
In the case of an inductively coupled RF plasma, the energy is supplied via an inductive
circuit element. Generally, the plasma is maintained by time-dependent magnetic fields,
which were induced by the RF current. According to Faraday’s law of induction as part of
the Maxwell equations, a magnetic field that changes over time induces a rotating electric
field. This field in turn induces an azimuthal electric field. Inductively coupled plasmas
operates in two different modes, the E-Mode (electrostatic mode; capacitive coupling) and
the H-mode (electromagnetic mode; inductive coupling)[19]. The energy coupling pro-
ceeds in the E-mode with low energy losses and is characterized by a low electron density
in the plasma. Here, the coupling is essentially maintained by the potential difference be-
tween the electrode and the plasma. Due to the low electron density, the conductivity of
the plasma is also low. The plasma is therefore transparent to the H-field and is alternating
magnetic field does not supply any energy to the plasma. This situation changes as soon
as there is a sufficiently high conductivity due to the free charge carriers. At a critical
value, energy of the magnetic field can be supplied to the plasma. The additional energy
contribution causes the system to change from E-mode to H-mode. This mode transition
depends on many factors such as the matrix gas, the geometry, the distance between elec-
trode and plasma and the electric current. In the H-mode, the coupled power corresponds

to Faraday’s law of induction. In H mode, the electron temperature is usually lower than
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in E mode due to the higher collision rate. Operating only a single mode is practically
not feasible, since capacitive coupling always occur during inductively driven discharges.
Often a plasma is ignited in the capacitive E-mode and the system then transitions into the
inductive H-mode[19, 20].

Plasmas are also generate by intense supply of photons. When lasers are used as the
energy source, two processes are particularly important: The first is the direct ionization of
atoms and molecules when they interact with photons. When the photon energy is greater
than the ionization potential (IP) (described in section 2.6.1.1), the process proceeds via
single-photon ionization (SPI). At high photon densities, multi-photon ionization (MPI)
may occur, where the sum of the individual energies of the quasi-simultaneously absorbed
photons exceeds the IP. The excess energy remains in the electron as kinetic energy. In
the second process the free primary electron released by the ionization process oscillates
in phase with the alternating electromagnetic field of the laser radiation and thus gains
additional kinetic energy. This process is known as inverse bremsstrahlung[21]. In a colli-
sion with a neutral atom, the electron is brought out of phase and the vibrational energy
is converted into random thermal energy. The electron then has sufficient energy to ionize
an atom or molecule in another collision. This secondary electron is also able to promote
the process. This leads to a cascade-like increase of the charge carriers[20-22]. As long as

the laser light is present, the plasma is sustained by these processes.

2.4 Debris

In extreme ultraviolet lithography (EUVL), debris is any form of particles that contributes
to degradation of the mirror surfaces. This can be caused by thin, EUV radiation absorbing
layers or by processes on the surface which affect the morphology or the functionality on
atomic level. Debris can also be formed at surfaces by absorption of atoms, ions and
molecules, which may form surface catalytic or radiation induced chemical bonds.

2.4.1 Tin debris

Tin (Sn) is a greyish (a-tin) or silver shiny (S-tin) metal with the atomic number 50 and
belongs to the 14th group (carbon group) of the periodic table of elements. It is soft
and malleable and has a comparatively low melting point of 505.08 K[23]. With ten stable

isotopes, tin is the element with the most stable isotopes in the periodic table. Sn is mostly
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Figure 2.4: DFT calculated structure of SnHy, labelled with the Mullikan charges.

present in the oxidation states +2 and +4; Sn(IV) is more stable because the inert pair
effect is not that pronounced.

In LPP generated EUV radiation, a tin droplet is hit by a laser, which vaporizes the tin
and creates a plasma (cf. section 2.2) which subsequently emits EUV radiation. However,
the high-energy laser can also cause some energetic tin debris to be released, which can
have charge states up to +15 or even more. These tin particles can react with the Hy matrix
gas in the scanner chamber to form the energetically most favourable electrically neutral
product stannane (SnHy). The calculated molecular structure of SnH, is shown in fig. 2.4

and the thermodynamic properties are listed in table 2.1.

2.4.1.1 Decomposition of stannane

At standard temperature and pressure (STP), stannane is a volatile thermodynamically
unstable gas that has a tendency to spontaneous, slow decomposition into the elements[24].
The rate of decomposition is proportional to the temperature[25].

SnH, — Sn + 2 H, (R2.1)

In addition to the spontaneous decomposition, photodissociation occurs upon high-
energetic radiation exposure. In the presence of such a radiation source, the spontaneous
decomposition is negligible. The initial step of the photodegradation can be separated in
two reaction channels:

SnH, - SnH, + 2H (R2.2)

SnH, —— SnH + 3H (R2.3)
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Table 2.1: Properties and parameters of stannane[26, 27]

structure (VSEPR) tetrahedral

bond length 1.7A
melting point 127K
boiling point 348K

ionization potential 10.75eV

Both reactions (eqgs. (R2.2) and (R2.3)) have comparable standard enthalpies of reac-
tion[28]. However, due to the high photon energies, these are not significant. Accordingly,
both reaction paths are possible. The photolysis initiates a cascade of chemical reactions
involving hydrogen and tin hydride species. The following chemical reactions including
eqgs. (R2.2) and (R2.3) correspond to the experimental observation of Aaserud et al.[28],
where []* denotes a metastable state and M is another molecule or atom that is capable of

receiving energy:

H+ SnH; — SnH3 + Hy (R2.4)
SnH + SnH;, —— SnHjy + SnHj3 (R2.5)
SnHj3 + SnH3 —— SnHjy + SnH, (R2.6)

SnHy + SnHy, — SHQHG* (R2.7)

SI‘IQH(;* e Sn2H4 + Hpy (R 2.8)
Sn2H6* +M — SngHg + M (R2.9)
SnH, 2, Sn(s) + 2 Hy (R2.10)
SnoH, 27, 9.Sn (s) + 2 Hy (R2.11)

The dissociation reaction eq. (R2.8) competes with the deactivation reaction eq. (R2.9).
The ratio between the two reactions depends on the partial pressure of M. The higher
the partial pressure, the more the ratio shifts in the direction of the deactivation reaction.
Equation (R2.7) is probably a four-center reaction which is compatible with the RRKM
theory[28].

The non-radiative dissociation reaction of stannane (cf. eq. (R2.1)) accelerates in the

presence of (reactive) surfaces (cf. eq. (R2.10)). Pure metals act as catalysts in these

16



2.4 Debris

reactions. In contrast, metal oxides (M,O,) inhibit or suppress the dissociation process[24].
Decomposition on surfaces results in the formation of adsorbed Sn(s) and 2Hj(g) and
follows a 1st order kinetics. Hydrogen desorbs from the surface as Hy molecules, while the
tin atoms remain on the surface and accumulate to form metallic tin.

The surface morphology of metals has a significant impact on surface-driven reactions.
Molecules adsorb and dissociate most prominently on molecular steps and grain bound-
aries. At these sites on the surface, the reactions are sometimes several orders of magnitude
faster than on plateaus[29, 30]. There are at least two effects that cause this behavior: The
first is called coordinative unsaturated sides (CUS)[31]. The d-band model of Hammer
and Nerskov offers a comparative theory[32]. The more steps and grain boundaries the
adsorbate binds, the more pronounced the effect is. The second effect relates to the steric
freedom of the adsorbed molecule. This allows the molecule to adopt a more energetically

favorable conformation[33].

Increased dissociation rates at these sites is also observed for stannane. It is assumed

that the dissociation process of SnHj is similar to that of SiH4 on Si surfaces[34]:

SnHy; — SnH3* — SnHj* SnH*® Sn*® (R2.12)

Processes such as the deposition and accumulation of particles on surfaces are described
as layer growth in surface science. The layer growth can be separated into three principal
cases. In reality, layer growth is distributed mostly between these simplified idealized
models: The Volmer-Weber growth[35], the Stranski-Krastanow growth[36], and the Frank-
van-der-Merwe growth[37-39].

Tin deposits on metal surfaces by forming tin islands according to the Volmer-Weber
model at room temperature. This model is applied when the adhesion on the new layer is
much higher than the adhesion on the clean surface. Three-dimensional structures (islands)
with an average height of 40 nm are formed. [35]. The result of this mode is a very large
surface area of adsorption material. At higher temperatures (>330K), to the Stranski-
Krastanow model is more applicable. In this growth model, the adhesion on the clean
surface is higher than the adhesion on the new layer. Therefore, a monolayer (wetting
layer) is initially formed on the surface, and then the growth of the islands begins[36]. The
third model is the Frank-van-der-Merwe growth, in which the adhesion on the new layer is
comparable to the clean surface. As a result, the layers grow layer by layer without forming
islands[37-39].
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2.4.1.2 Hydrogen etching of tin

At standard temperature, elementary tin does not react with molecular hydrogen (cf.
eq. (R2.13)). Atomic hydrogen (H), on the other hand, can react with tin to form stannane
(cf. eq. (R2.14))[40].

Sn(s) + 2Hy(ad) -+ SnHy(g) (R2.13)

Sn(s) + 4H(ad) — SnHy(ad) — SnHy(g) (R2.14)

The reaction rate depends on the flux of atomic hydrogen onto the tin surface. At low
fluxes, a passivation of the surface with atomic hydrogen is observed. Thus, further H
atoms react back to the molecule Hy(g) without undergoing a chemical reaction with tin.
At higher fluxes, the adsorbed H atoms are detached and removed from the surface by
interaction with impacting hydrogen atoms. This creates new vacancies on the surface for
chemical reactions[40].

At the surface Sn—H bonds begin to form. However, there is always the possibility of
bond cleavage. When the adsorbed SnHy is finally formed, there may be partial desorption
into the gas phase. The so-called etching rate depends strongly on the surface on which the
tin is located. On catalytic active metals (e.g., Ru) the etching rate decreases over several
orders of magnitude compared to non-catalytic surfaces. Van Herpen et al. observed a
reduction of tin removal with atomic hydrogen of 28 nm min™! to 0.3 nm min~! when the tin
was deposited on ruthenium.

In reality, however, larger amounts of H atoms are equired than stoichiometrically re-
quired. The Eley-Rideal mechanism describes the recombination of adsorbed H atoms
with incoming H atoms from the gas phase. The resulting hydrogen molecule cannot react
to form stannane[41]. The simplified reactions of the Eley-Rideal mechanism is shown in
egs. (R2.15) to (R2.18).

H + Ch—s — Hey, (R2.15)

k
H + Ph—s k=2 Hpp, (R2.16)
H+ Hep — Ches + H, (R2.17)
H + Hpy, — Ph—s + Hy (R2.18)

Where Ch-s and Ph—s are chemical and physical adsorption sites, Hcy and Hpy, are chemi-
cally and physically adsorbed hydrogen atoms, k1 and k9 are the rate constants for chemical
and physical adsorption and k3 and k4 are the rate constants for Eley-Rideal recombination

with k, as the desorption frequency.
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The density of free adsorption sites mainly determines the probability of surface-induced
recombination. Pure metal surfaces exhibit the highest density of these sites and therefore
the highest loss rate of atomic hydrogen. Dielectric surfaces have the lowest density of
adsorption sites; accordingly, these surfaces have the lowest loss rate. Semiconductors
are somewhere in between these two extremes. By activating the surface, plasmas can
strongly increase the surface loss rate. This activation occurs by an increase of adsorption
sites due to surface cleaning cycles and the associated creation of new exited states by ion
bombardment[41].

In the presence of even small amounts of oxygen, the dissociation of stannane on ruthe-
nium is inhibited. A layer of tin oxide (SnO) is formed. Atomic hydrogen can reduce the
tin oxide back to the pure metal and water as well as the SnO9 that may have been formed

in some other way[25, 42]:
SnO(s) + 2H(ad) — —— Sn(s) + HyO (ad) (R2.19)

SnOq(s) +4H(ad) — —— Sn(s) + 2Hy0O (ad) (R2.20)

The tin recovered in this way can react with the adsorbed H atoms to form stannane.

Although the reaction of H species with Sn to form SnHy has been described in several
studies[43—45], there are only a few articles dealing with the quantification of the etching
mechanism for the tin removal using reactive hydrogen.

In their studies, Elg et al. made several important observations regarding tin removal.
Contrary to the commonly postulates, the limiting factor for the etch rate of tin using hy-
drogen plasma is not the radical density[45]. The experiments showed that the etch rate is
not a function of the radical density. An increase in hydrogen pressure and the associated
(non-linear) increase in radical density results in a small decrease of the etch rate. Further
experiments have shown that the decomposition of stannane and possible redeposition
of tin is not a major factor in limiting the removal rate. The deposition rate is signifi-
cantly lower than expected, although it depends on the material and the behavior of the
surface[25, 46]. According to Elg et al., the etching of tin is highly dependent on the ion
energy flux. In fact, it is much more of an enabling factor than a limiting factor. Etching
processes which are driven by ion bombardment are known as ion-enhanced etching (IEE)
or reactive ion etching (RIE) and have often been used in lithography applications. For

IEE and RIE, the etch rate increases as the impacting ions cleave the bonds of the surface
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atoms and molecules. Here, the plasma sheath directs the ions into the surface, causing
Sn—Sn bonds to cleave. Consequently, the incoming radicals have a higher probability of
forming Sn—H bonds and thus etching tin from the surface. The ion energy flux is the
product of the amount of ions and their average ion kinetic energy, as it depends on the ion
energy whether one (or more) bonds cleave. The ion flux is the amount of ions hitting the
surface per unit of time[47]. A potential hypotheses for the lack of correlation between ion
energy flux and etching rate in previous studies[43, 44] is that either the hydrogen plasma
was remote and the ion energies were too low, or instead of a plasma, a neutral radical
source was used, where only the radicals interact with the surface[47].

In summary, in the presence of high energy ions, the etching rate is increased due to the
activated surface caused by ion bombardment. The actual formation of stannane is still
based on the heterogeneous surface reaction between H radicals and Sn.

2.4.2 Debris of other elements

In addition to tin or tin hydride, there are other elements and molecules that can act as
debris. Besides tin, this work focuses on the following elements: nitrogen (Ny), phosphorus
(P), zinc (Zn), silicon (Si), magnesium (Mg) and copper (Cu). In terms of physical proper-
ties, only the corresponding metal hydrides are volatile. Molecules containing nitrogen are
e.g., nitrides and amides, which remain adsorbed on the surface in a rather stable manner
and can decompose back to the elements. The formation of these compounds is much less
expected than the formation of hydrides. Therefore, the focus has been on the latter.

Ammonia (NHj3) is the most important nitrogen compound generated in a hydrogen
plasma. At STP, ammonia is a colorless gas formed by heterogeneous surface chemistry.
Initially, one nitrogen molecule (Ng) and three hydrogen molecules (Hy) adsorb and dis-
sociate on the surface. The following steps lead to a successive bond formation between
the nitrogen atom and three hydrogen atoms. NH3 then desorbs from the surface. The
dissociation of Ny is the rate determining step, because of the stable N=N triple bond; the
subsequent reaction steps are in equilibrium(33, 48]. The formation of ammonia is clearly
favorable formed as compared to hydrazine (NgHy), which decomposes directly into the
more stable NH3 on surfaces[49]. In the presence of sufficiently energetic light, the nitro-
gen molecule can photodissociate and thus atomic nitrogen becomes available as a reaction
participant in the plasma chemistry.

At temperatures below 500 K ammonia dissociates on surfaces via a Temkin-Pyzhev

mechanism(30, 50]. The primary decomposition products of NH3 are NHy and H (cf.
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eq. (R2.21)). NH originates through secondary processes on surfaces(cf. eqs. (R2.22)
and (R2.23)). The dissociation products then form Hy and Ng[51].

NH,; 22, NH, + H (R2.21)
NH, + H 2, NH + H, (R 2.22)
NH, + NH, ™, NH + NH; (R2.23)

When the surface coverage of H atoms is close to zero, the formation of NHj3 stops, be-
cause all sites and steps of the surface for Hy are occupied by N and NHx. Small quantities
of other atoms also deposit preferentially on steps and have an potential influence on the
surface chemistry by inhibiting dissociation or undergoing reactions with themselves[29].
The reactive nitrogen species of the gas phase are mainly NgH" and NH4". Both species

are generated by gas phase reaction with reactive hydrogen atoms:
Ny + H" — NyH* (R2.24)

NH; + H* — NH,* (R 2.25)

The surface dissociation of NoH* and NH," is not well known in the literature, but the
chemical structure of the ions suggests decomposition to Ny and adsorbed H on sur
faces[52]. Ammonia subsequently desorbs as a gas or decomposes further on the surface.
NH," is in dissociation equilibrium with water:

NH,* + HoO — NH3 + H;0" (R2.26)

In summary, in the presence of nitrogen and hydrogen, ammonia is inevitably formed
on surfaces and affects both the surface chemistry and the gas phase chemistry. Due to
the decomposition processes, adsorbed H atoms, N and NHx are always present on the

surface.

Based on the typical composition of the EUV plasma, phosphorus (P) is most likely
present as phosphane (PH3). At room temperature, phosphane dissociates on metal sur-
faces upon adsorption into elemental phosphorus and hydrogen. Although recombination
is observed, it plays only a minor role. The intermediates PH and PHy are short-lived rad-
icals that also result from photodissociation. PHj is therefore able to act as a debris[53].
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Reactive hydrogen can interact with copper to form the volatile but unstable copper hy-
dride (CuH). At 330 K, CuH decomposes into the elements[49]. The rate of decomposition
depends on the temperature, with higher temperatures accelerating the process[54]. The
hydride is unstable in the presence of oxygen due to the energetically favorable oxidation
to copper oxide (CuO). At room temperature, nitrogen cannot adsorb and dissociate on
copper surfaces and there is no evidence in the literature that atomic nitrogen reacts with
copper to form copper nitride or copper nitrogen compounds[55].

Magnesium hydride (MgHy) is a white crystalline solid formed by direct catalyzed hydro-
genation under high hydrogen pressure and decomposes back into magnesium (Mg) and
hydrogen gas (Hy) at 560 K[56]. MgHj reacts with water to hydrogen gas and magnesium
hydroxide (Mg(OH)2). The physical properties do not indicate gas phase mobility. How-
ever, experiments, which are described later, demonstrate the existence of such volatile

species.

2.4.3 Surface oxidation processes

In addition to oxygen, water is a major contributor to surface oxidation. A distinction is
made between thermal and non-thermal (radiation-induced) processes[57]. When ionizing
radiation interacts with surfaces, the dominant effect is a cascade of low-energy secondary
electrons that can cause dissociations and chemical reactions both at the surface and in the
gas phase. This is due to the excitation of the potential reactive particles. The threshold of
the electron induced dissociation of HyO into H+ HO™ is 2eV (cf. eq. (R2.27)) and into
2H+O" is 7eV (cf. eq. (R2.28)). Thus it is in the energetic range of the EUV radiation
and of many other laboratory plasmas as well.

HyO +e” — H+HO"™ (R2.27)

HyO+e —— 2H+0O" (R2.28)

Water vapor adsorbs and desorbs reversibly on surfaces. Typically, the water molecule
binds on metal surfaces with the O atom[58]. Thus, 2- and 3-dimensional structures are
formed on the surface, which can be describes with the bilayer model. The coverage of
water of one bilayer is roughly 1.0 x 10** molecules cm™. Under typical EUV conditions,
however, there is no complete monolayer of water[57]. At room temperature and EUV con-
ditions, the lifetime of an adsorbed water molecule is at less than 1 ms and in steady state

equilibrium the surface coverage is roughly 1%. The assumption is that only a small fraction
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of the dissociated water fragments remain on the surface, mainly the oxygen atoms. The
adsorbed O atoms lead to an increased adsorption of water caused the strong interactions
with HyO.

Adsorbed water dissociates on non-noble metal surfaces (e.g. Fe, V, W, Cr), but not
on noble metal surfaces (e.g. Pd, Pt, Au, Ag). In this case, adsorption is fully reversible.
The thermodynamic driving force is metal oxidation or formation of the corresponding
metal oxides. There are some metals that represent a borderline case (e.g. Ru, Pt, Au).
On these metals, molecular water adsorbs and desorbs reversibly, but depending on the
surface temperature and crystallographic conditions, dissociation can occur[59].

Other species such as C—R, O and OH affect the binding strength of the adsorbed water
molecules. Carbon compounds weaken the water-metal bond, while oxygen compounds can
in some cases strengthen the bond.A low surface coverage of O atoms (<0.1 monolayer)

favors the dissociation of HyO by hydrogen abstraction[59, 60]:
Hy0 + O (ad) — 20H(ad) (R2.29)
The OH recombines and desorbs again as HyO.
20H (ad) + O(ad) — HyO + O(ad) (R2.30)

As the coverage of O (ad) approaches one monolayer, the adsorption probability of water
decreases because the vacant adsorption sites are occupied by O[61].

Generally, the binding energy of water adsorbed on a metal oxide is less than that on
a clean metal surface[59, 60]. A fraction of the adsorbed water also dissociates on metal
oxides and OH remains on the surface. It can not be ruled out that the oxygen from the
metal oxide reacts with the hydrogen atoms to form water. At steady state the surface
coverage of HyO is admittedly <1 %, but there is evidence that the OH coverage is nearly
1 monolayer[57].

2.5 Mass spectrometry

Mass spectrometry has its roots in the hypothesis of the English chemist William Prout,
published in the early 19th century[62]. In the Prout hypothesis, named after him, he de-
scribes the observations that every atom has a defined mass and further that the atomic

masses of the elements known at that time were whole multiples of the atomic mass of
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hydrogen. Prout postulated that hydrogen atoms, which he called protyles, are the intrin-
sic fundamental particles. The other elements are formed by the ensemble of different
amounts of protyles[63]. However, the hypothesis proved to be incorrect when more ac-
curate measurements of atomic masses were made by Jéns Berzelius in 1828 and Edward
Turner in 1832. Chlorine’s atomic mass (Cl) was 35.45 times that of hydrogen.

In 1886 Eugen Goldstein and Wilhelm Wien published the observation of anode rays
or as Goldstein called them Canalstrahlen (standard translation of this term into English
is canal rays) and their deflection by electromagnetic fields without realizing their impor-
tance to science[64, 65]. Beginning in 1897, J.J. Thomson studied the canal rays of various
cathode materials, which he deflected with electromagnetic fields. On the basis of these ob-
servations, he established the correct equations for the relationship between mass, velocity,
and orbital radius. In 1913 Thomson described a method of exposing photographic plates
using a mass spectroscope. When ionized neon (Ne) was examined, two areas appeared on
the photographic plate, from which he concluded that they must be neon atoms with two
different masses (*’Ne and #?Ne). Thomson’s experiments laid the groundwork for the re-
search and development of mass spectrometers, as they would later be called because of the
changed detection scheme. In 1918 Arthur Jeffrey Dempster, a Canadian-American physi-
cist, developed the first modern mass spectrometer. His instrument featuring a magnetic
field analyzer was 100 times more accurate than previous instruments. He revolutionized
mass spectrometry and laid the foundation for the design of mass spectrometers that is still
valid today [66]. In 1919, Francis William Aston, a student of Thomson, developed also a
mass spectrometer with a magnetic sector analyzer based on Thomson’s and Dempster’s
results[67]. The new mass spectrometer could distinguish the isotopes of chlorine (**Cl
and %/Cl), bromine ("Br and ®'Br), and krypton ("®Kr, 8Kr, 8Kr, 8Kr, #Kr and %°Kr).

All subsequent mass spectrometers are based on it.

2.6 Components and structure of mass spectrometers

New systems with dramatically improved performance have evolved since the first mass
spectrometers were developed over 100 years ago. Today, there is an endless variety of
ionization techniques and ion sources, analyzers and detectors, and even any combination
of them, but the basic scheme for all types of mass spectrometers has remained unchanged.
Figure 2.5 shows the fundamental structure of mass spectrometers. A mass spectrometer
consists of a sample inlet, an ion source, a mass analyzer, and a detector, which are op-

erated under various vacuum conditions. In principle, the neutral sample to be analyzed
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Sample inlet
\
Ion source || Mass analyzer Detektor

Figure 2.5: Fundamental structure of mass spectrometer

is transported to the ion source, is partly ionized and the generated ions are partly trans-
ferred to the mass analyzer. In the mass analyzer the ions are separated according to their
m/z ratio and finally registered by the detector. m is the mass of the particle as a multiple
of u and z is the charge state of the ion. The systems used in this study are described in
detail later in this chapter.

2.6.1 Creating ions

In mass spectrometry, the analyte (one component in the sample being analyzed) must
have a positive or negative charge. The types of samples that can be analyzed by mass
spectrometry have been greatly dictated by ionization techniques and their development.
The most common methods are direct or indirect ionization of the analyte. Depending on
the method, the ionization occurs with subsequent fragmentation of the sample molecule
so that charged fragments leave the ion source. In the following, the ion sources used in
this work and the (chemical) processes taking place are explained in more detail.

2.6.1.1 Electron ionization

In 1902, Philip Lenard published the phenomenon of electron ionization (EI) by bombard-
ment of atoms with low-energy electrons and its dependence on the electron energy[68].
Since these early days, there have been countless experimental and theoretical works that
have significantly advanced the understanding of the interaction of energetic electrons
with atoms and molecules[69]. Even today EI is the most common method for ionizing
gaseous atoms or molecules; the principle of operation has practically not changed over
the decades.

In the ion source, electrons emitted from a heated filament (thermionic emission [70])

are accelerated by electrical potentials and passed through the sample to be ionized inside
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the ion source. When the energy of the electrons interacting with the atoms/molecules in
the gas phase is at least equal to or greater than their ionization potential (IP) and there is
adequate energy transfer (ionization cross section), some atoms/ molecules will be ionized
with the loss of one or more electrons. Depending on the ion source used, the accelerating
voltage varies from about 1 to 200eV. Typically 70 eV electrons are used, because most
atoms and molecules have their largest cross section for EI at or around this value.

For the simple system M (atom or molecule) there are different ionization cases depend-
ing on the energy of the interacting electrons and the nature of M[71].

M+e  — M* +2e” (R2.31)
M+e — M2 +3e” (R2.32)
M+e — M*3* +4e” (R2.33)

Note that in the case of single ionization (cf. R2.31) a positively charged radical cation M**
is formed, while in the case of the doubly charged ion M?* (cf. R 2.32) it is an even-electron
ion or closed-shell ion. The triply charged ion M*3* (cf. R2.33) is again an odd-electron
ion or open-shell ion and thus also a radical cation[71].

Due to the high excess energy deposited during the interaction of the 70 eV electron
with the molecule, characteristic fragmentations occur. Therefore, EI is regarded as hard
ionization method. In most cases, the molecular ion M*" peak is not the base peak (i.e., the
largest signal in a mass spectrum) and may not be detected at all[72]. The fragmentation
process is based on the formation of a metastable radical cation M™, which dissociates
unimolecularly into a radical fragment cation and a neutral fragment A:

M+e — M*+2e” —> [M-A]""+A+2e” (R2.34)

The rate of ionization R; [s™1] depends on the electron current /, [A], the density of neutral
analyte in the gas phase N4 [cm~?], the ionization cross section for a given electron energy

0 (KE) [cm?], and the length of the ionization volume Ax [cm]:
Ri=Ie'NA'O'i(KE)'AX (217)

However, since the fragment pattern is almost specific to the molecule, a database can be
used to compare the fragment pattern and thus identify the molecule.

In addition, the ionization process, the interaction between electrons and neutral par-
ticles, can also lead to different reaction paths, such as excitation without ionization, dis-
sociative ionization, electron attachment, dissociative electron attachment, or ion pair for-

mation[69]. For this purpose, the molecule ABC is considered.
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Excitation:
ABC+e” — ABC* + e~ (R2.35)

Dissociative ionization (examples):

ABC+e  — AB*+C*+e” (R2.36)
ABC+e” — A*+BC* +e” (R2.37)

Electron attachment:
ABC+e” —— ABC*” (R2.38)

Dissociative electron attachment (examples):

ABC+e” — AB™ +C°* (R2.39)
ABC+e” — A™ +BC* (R2.40)
Ion pair formation (examples):
ABC+e” — AB" +C" +e” (R2.41)
ABC+e” —> A" +BC" +e” (R2.42)

Due to the high energy transferred from the electrons to the neutral particles, the re-
sulting ions cannot be assumed to reside in their energetic ground state. Thus, there are
possible further fragmentation reactions, which lead to the formation of a fragment ion
AB" and a neutral particle.

ABC** — AB*+C* (R2.43)

ABC** — AB** +C (R 2.44)

Equation (R 2.43) shows the formation of a neutral radical, while R 2.44 shows the genera-
tion of an neutral molecule. This preserves the radical cationic character in the molecule
[71].

2.6.1.2 Chemical ionization

Chemical ionization (CI) is an ionization technique that is much softer than EI and thus
less fragmentation of the analyte occurs after ionization. In CI, the ionized analyte species
are formed by interaction of the corresponding molecules with ions in the gas phase. These
are ion-molecule reactions, in, which an electron, a proton or other ions are transferred to

or abstracted from the analyte.
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The principles for this method originate from Tal’roze et. al.[73] observation that sec-
ondary processes occur at increased pressure within the EI source of his mass spectrom-
eter. Tal’roze recognized a correlation between the pressure inside the EI source and the
formation of H3O" and CH;" ions from water (HoO) and methane (CHy4). The ratio of pro-
tonated vs. unprotonated analytes increases linearly with pressure. The following reactions
of the formation of the protonated ions have been proposed[73]:

H,0" + H,O — H3;0" + OH" (R2.45)
CH," + CH, —> CH;" + CH3* (R 2.46)

On this basis, M. Munson and F. Field showed in 1966 that CI is a versatile ioniza-
tion method for mass spectrometry to determine analytes with minimal fragmentation[74].
Since CI is driven by bimolecular processes, a sufficiently high number of ion-molecule
interactions within the ion source is mandatory, which is the reason why the method needs
the increased source pressure. In general, there are five ways of transforming the neutral
analyte molecule M into the corresponding positively charged ion. Here M is the analyte,
H is hydrogen, X is the reactant gas and Y is a fragment[71].

Proton transfer:

M+ [XH]* — [M+H]" +X (R2.47)
Electrophilic additon:
M+ X" — [M+X]* (R2.48)
Anion abstraction:
M+ X" — [M-Y]"+YX (R2.49)
Charge exchange:
M+ X" — M** +X (R2.50)
Self-protonation:
M**+M — [M+H]"+ [M-H]* (R2.51)

Depending on the analytes to be ionized, suitable molecules are used as reactants. The
typical examples are hydrogen (Hsg), methane (CH4) and ammonia (NH3).

In this work, classical CI was not used. However, the work of Tal’roze et al. clearly
demonstrated the presence of secondary processes in EI sources and the direct depen-
dence on the operating pressure and the matrix gas. Even at regular operating pressures

within the ion source, CI processes that affect the resulting mass spectrum can not be ruled
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out. The most commonly used matrix gas in this work was Hy. Thus, through secondary
processes a proton source was always present within the ion source. The ratio of, for ex-
ample, H;O"/HyO" or NgH"/No" may indicate the influence of the secondary CI processes

under prevailing conditions.

2.6.2 Mass analyzers

Mass analyzers separate different ions according to their mass-to-charge ratio. There is
a broad spectrum of different analyzers, which are based on different physical principles,
each with its own advantages and limitations. This section covers the mass analyzers used

in this work, which are described in detail below.

2.6.2.1 Sector field mass spectrometer

A sector field mass spectrometer uses a static magnetic (B) or electric (E) sector, or a
combination of both, where both fields act on the ions in turn. Two-sector mass spectrom-
eters are the most common due to their many advantages, with the order of the sectors
depending on the sector geometry and the purpose of the unit (e.g. EB and BE). However,
there are also devices with three, four or more sectors, which were rarely commercially
available. Modern sector field mass spectrometers are double-focusing. This means that
they focus the ion beams from the ion source in both direction and velocity[75].

There is a linguistic distinction between a mass spectrometer and a mass spectrograph.
In the former, the ions are focused on a point where the detector is located. By varying
the field of the sectors, a scan is progressing through the m/z values. In the latter case, the
ions are directed onto a planar surface separated by their mass. In the simplest case, this

is a photosensitive plate or a flat detector array.

The principle of operation of a sector field analyzer is based on the deflection of ac-
celerated charged particles in a magnetic or electric field. The radius of the circular path
depends on the ion energy in the electric field and the ion momentum in the magnetic field.
By knowing the charge, the energy and the momentum, the mass of the ion is directly de-
ducted. Ions entering the sectors have a kinetic energy equal to the acceleration energy
of the ion source, up to several thousands of electron volt (eV), gained upon leaving the
source. The magnetic field is directed perpendicular to the angle of entry of the ions into

the magnetic field, so that the Lorentz force is forcing the ions to follow a circular path[71].
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Figure 2.6 shows schematically the paths of ions through the magnetic field depending on
their m/z.

The Lorentz force Fy, is given in the simplest form by:
Fr =qvB (2.18)

where ¢ is the electric charge, v the velocity of the ion and B the magnetic field induction.
An ion with the mass m, the charge z and velocity v moving perpendicular to a magnetic
field follows a circular path with radius r,,. The Lorentz force F;, and the centripetal force
F. are equal along this path.

2
FL=qB=""—F. (2.19)
'm
By rearranging, the radius can be calculated:
myv _ my
- - 2.20
'm gB  zeB ( )

where z is the charge number and e the elementary-charge constant. Equation (2.20)
shows the direct dependence of the radius on the momentum mvy and thus on m/z. This
kind of analyzer is basically an ion momentum analyzer. In addition, however, there is a
directional focusing effect caused by the magnetic field. In this way, even ions that have a

slightly different trajectory from the source are focused by the magnetic field to one point

for each m/z[71].

The electrostatic analyzer (ESA) consists of two counter-charged plates that generate a
radial electric field. The E-field extends over the ESA angle ®. When an ion passes through
the centre of the ESA, the following relationship holds:

F, = qE = = F, (2.21)

where F, is the electrical Force, E the electric field strength and 7. the radius of the ESA.
Rearranging shows the dependence of radius 7, on ion energy E and m/z ratio.

va mv2

- = 2.22
Te 4E “eE ( )

Thus, the ESA is only energy dispersive. The ESA is also directional, as is the magnetic
sector. Ions entering the ESA centrally and at right angles with respect to the field lines
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ideal trajectory

divergent trajectories

radius
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Figure 2.6: Schematic illustration of the directional focus of a 180° magnetic sector. A
diverging beam of monoenergetic ions of the same m/z is shown as red curves
(m/zg) and the trajectory of the same kinetic energy but different m/z as blue
curves (m/z1). In this scheme the B field direction is out of plane for positive

ions.

pass through it on an equipotential line. Divergent ions pass through the sector near one
of the two plates and are focused on the exit slit. As an ion moves towards the outer plate,
which is charged in the same way as the ion itself, it is slowed down by the electric field
and eventually reflected inwards. Ions moving towards the inner plate are accelerated by
the attractive potential. The centripetal force, which corrects the trajectory, is increased
by the higher velocity. This keeps the ions on a stable trajectory[71].

By combining of the magnetic sector with the ESA, the energy dispersion of the magnetic
field can be compensated by the electric field. The combination of the two sectors allows
to construct an ionic optical system that focuses all the ions at a single point, regardless of
small differences in energy and direction. This is called double focusing and increases the
resolution by a multiple. From eq. (2.20) and eq. (2.22), it is clear that a mass spectrum
is produced by varying of B and E. The variation of B it is a magnetic field scan and the
variation of E is an energy field scan.

The modularization of double-focusing sector field mass spectrometers has resulted in

a number of different geometries, each with its own advantages and limitations. However,
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most of current mass spectrometers do not fit neatly into one of these categories as designs
have evolved, but they do provide a good explanatory basis. The classic geometries are EB
configurations. The electric sector is placed in front of the magnetic sector. For technical
and technological reasons, in the past photosensitive plates were often used as detectors at
that time and a scanning sector was not used or was less accurate. By means of the spatial
distance of the signals on the photographic plate, the mass-to-charge ratio of the ions was
determined.

The Mattauch-Herzog geometry combines a 31.82° (1/4V2) electric sector with a 90°
magnetic sector of opposite trajectory bending direction. This configuration provides high
transmission efficiency of the ions and an energy focusing effect. These characteristics are
useful in applications where the ions have a highly dispersed energy range and still require
high sensitivity. The ions are focused on a flat plane. Therefore, photosensitive plates or
flat detector arrays are used[71, 75, 76]. The Bainbridge-Jordan geometry consists of a
127.30° (7/V2) electric sector with a 60° magnetic sector following with the same bending
direction. This configuration is often used for determining isotopic mass ratios. The ions
are detected via a photosensitive plate[76]. In the NierJohnson configuration a 90° electric
sector is combined with a subsequent 60° magnetic sector with the same bending direction.
This geometry is designed to use a scanning magnet to successively focus ions of different
m/z values onto a point detector[71, 75, 77].

In addition to these three most popular geometries, there are a variety of configurations
that are tailored specific applications. Examples are the Hinterberger-Konig geometry
(42.43° electric sector, 130° magnetic sector)[75, 78], the Takeshita geometry (two sequen-
tial 54.43° electric sector, 180° magnetic sector)[75] and the Matsuda geometry (85° electric
sector, 72.5° magnetic sector)[75, 79].

In contrast to the EB configuration, many modern mass spectrometers have a BE config-
uration. In these instruments, the geometries were often the opposite of the ones already
in use. For example, the double-focusing sector field mass spectrometer used in this work
(section 3.3.1) operates with an inverted Nier-Johnson geometry. This allows both magnetic
and electrical scanning, depending on resolution, mass range and scanning speed[71].

2.6.2.2 Time-of-flight mass spectrometer

The first time-of-flight (TOF) analyzer was invented by W.E. Stephens in 1946[80]. Nowa-
days, TOF mass spectrometers are one of the most widely used analyzers in mass spectrom-
etry. The great advantages are, for example, the basically unlimited m/z range, acquisition

of complete mass spectra, even for extremely short ionization events, and the compara-
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tively simple design of these devices. The principle of TOF mass spectrometry is based
on the time of flight of ions in a collisionfree space. At the same kinetic energy, a spatial
separation of ions of different mass occurs (cf. fig. 2.7).

The potential energy E,; of ions in an electric field depends on the charge of the ion ¢
and the potential of the electric field U:

Epor = qU = ezU (2.23)

When the ion is accelerated through the electric field by the voltage U, the potential energy
of the ion is converted to kinetic energy. Where m is the mass and v is the velocity, the

kinetic energy Ey;, is given by:

1
Epin = §mv2 (2.24)

Since the potential energy is converted into kinetic energy, eq. (2.23) is equal to eq. (2.24):

Epot = Ekin (2.25)
1
qU = §mv2 (2.26)
Because there are no collisions and no electric or magnetic fields in the drift tube, the

velocity of the ions inside the tube does not change. Velocity is the quotient of the distance
d and the time 7 it takes the ions to travel through the drift tube.

v== (2.27)

By substituting the velocity of eq. (2.27) into eq. (2.26), the following holds:

1 (d\*
qU = 5m (7) (2.98)

By rearranging to ¢, the following relationship is obtained:

d m m
- /_:k [— 2.29
: Y2U N q q ( )

k contains constants (d, U) related to instrument settings and dimensions that do not
change during an analysis. Equation (2.29) shows the relation between the time and the
square root of its m/q and thus m/z [71].
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Figure 2.7: Schematic representation of a linear time-offlight (TOF) mass spectrometer.
Ions generated in the ion source (exemplarily with an EI source) are acceler-
ated by electric potentials (acceleration region, dy). During their flight through
the fieldfree drift region d, the ions are separated in time due to their dif-
ferent velocities. Lighter ions reach the detector earlier than the heavy ions

(m1>mo>my).

In general, a distinction is made between a linear TOF analyzer and a reflectron TOF
analyzer. In linear TOF geometry, the entrance and the exit regions of the field-free space
are on-axis. The reflectron acts as an ion-mirror, which is increasing the drift distance and
is temporally focusing ions with different kinetic energies. The reflector consists of a series
of electrodes with increasing electrode potentials, which are located at the end of the drift
tube. This provides a retarding electric field which decelerates the penetrating ions and
accelerates them in the opposite direction. Ions with higher kinetic energy penetrate the
electric field deeper and thus spend more time in the field. This causes a correction of the
time of flight and thus a higher resolution[71].

2.7 Quartz crystal microbalance

The quartz crystal microbalance (QCM) is an instrument for the measurement of the
change in mass per unit area on the surface of a quartz crystal resonator by recording

the change in oscillating frequency. Applying alternating voltage to a specially cut quartz
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2.7 Quartz crystal microbalance

crystal (e.g. AT-cut) induces a standing shear wave oscillation due to the piezoelectric
effect. A QCM sensor consists of a thin disk of quartz crystal, on which metal (usually
Au) is vapor-deposited as an electrode on both sides. These electrodes are used to apply
AC. The frequency of crystal oscillation depends on the thickness of the crystal, among
other factors. At unchanged conditions, a resonance frequency (mostly 5 GHz or 10 GHz)
is established. Changes in mass on the crystal surface, such as deposition or etching, cause
a change in frequency. An increase in mass causes a decrease in frequency and vice versa.
With simplified assumptions, the Sauerbrey equation[81] allows a quantifiable correlation
between the frequency change Af and the mass change Am on the quartz sensor:

212
———Am
ArPqlg

Where fj [Hz] is the resonance frequency of the fundamental mode, A f [Hz] the frequency

Af =— (2.30)

difference, Am [g] the mass difference, A [cm?] the piezoelectrically active crystal area
between the electrodes, p, the density of quartz (pq = 2.648¢g cm?) and lq the shear
modulus of quartz for AT-cut crystal (p, = 2.947 x 10! ¢ cm™ s71). Sauerbrey’s equation
is only valid for systems in which the following three conditions are fulfilled, since an
increase in mass on the electrode surface is treated as an increase in the thickness of the
quartz disc: (i) the deposited mass must be rigid, (ii) it must be uniformly distributed and
(iii) the frequency change must be Af/f > 0.05[82].

During a series of measurements with the QCM, it is necessary to maintain the same
external conditions. For example, temperature variations, air humidity variations and
deformations such as external forces or residual stresses affect the resonance frequency
of the sensors. Due to the design, such conditions inside at plasma chamber are very
stable. To ensure that the QCM measurement always takes place at the same temperature,
a period of time is waited after the sensor has been exposed to the plasma to allow the
sensor, which may have been heated by the plasma, to cool down.
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3 Methods & Instrumentation

3.1 Chemicals

Nitrogen (Ng, 5.0 purity, Messer Industriegase GmbH, Germany) or boil-off nitrogen
(Linde Gases Division, Pullach, Germany) was used to operate the various instruments,
such as venting, as sealing gas or as an admixture in plasmas. Hydrogen (Hy, 5.0 purity,
Messer Industriegase GmbH, Germany) or hydrogen from a hydrogen generator (7.0 pu-
rity, NM Plus 1000 Hydrogen Generator, VICI AG International, Switzerland), deuterium
(Dg, 5.0 purity, Messer Industriegase GmbH, Germany), oxygen (Og, 2.0 purity, Messer
Industriegase GmbH, Germany), and argon (Ar, 5.0 purity, Messer Industriegase GmbH,
Germany) were used as matrix gases for plasmas or as additions to hydrogen plasmas.
For the synthesis of stannane the following chemicals were used in analytical purity:
Lithium aluminium hydride (LiAlH,, Sigma Aldrich GmbH, Munich, Germany), 1,2-
dimethoxyethan (DME, CH3;0CHyCHyOCHj3, Sigma Aldrich GmbH, Munich, Germany),
dibutyl ether ([CH3(CHg)3]2O, Sigma Aldrich GmbH, Munich, Germany), and tin(IV)-
chloride (SnCly, Sigma Aldrich GmbH, Munich, Germany). Liquid nitrogen (N, Linde
Gases Division, Pullach, Germany), dry ice (COg, Linde Gases Division, Pullach, Ger-

many) and toluene (C;Hg) slush was used for cooling.

3.2 Plasma sources

In this work, two different plasma sources have been used to accommodate the different
interfaces for the coupling to the different mass spectrometers (cf. section 3.3). Both

sources generate hydrogen plasmas, and are powered by RF-generators at 13.46 MHz.

3.2.1 Plasma chamber

In a dedicated plasma chamber (custom CF-100 T-piece with 3 additional CF-40 flanges;
Pfeiffer Vacuum, Asslar, Germany), a low-pressure (5 x 10~* mbar to 1 mbar) hydrogen (Hg)
RF plasma is used to generate the corresponding metal hydride products. The RF plasma
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3.2 Plasma sources

is sustained by an RFG-13-100 RF-generator (Barthel HF-Technik, Aachen, Germany) with
13.56 MHz at 100 W, which is electrically connected to a disc-shaped electrode at the bot-
tom of the chamber. The matching network MatchingCube i-300 with 40.68 MHz at 300 W
(Barthel HF-Technik, Aachen, Germany) is connected between generator and electrode
(load) and is crucial for a correct impedance matching by transforming the impedance
relationship between source and load. A scheme of plasma chamber is shown in fig. 3.1.

Several pressure gauges (PKR 261; Pfeiffer Vacuum, Asslar, Germany) are used to mea-
sure and monitor the pressure in the chamber. A turbomolecular pump (Turbovac 350i;
Leybold GmbH, Cologne, Germany) is connected to the chamber via a l<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>