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Abstract

The topic of the work is the description of the ion dynamics within ion mobility devices

as well as electrospray ion sources under different conditions. Depending on the question,

various properties of the ions are determined as precisely as possible, e.g. their kinetic

energy or reduced ion mobility. For this purpose, the pressure and flow profiles of the

background gas are first determined and then used as input parameters for subsequent

ion dynamics simulations. To model the neutral gas flow properties, either the contin-

uum model or the Direct Simulation Monte Carlo (DSMC) approach are used. This

is represented by the two programs OpenFOAM and SPARTA. For the ion trajectory

calculations, SIMION is mostly used, in addition to a customized SPARTA version of

the SPARTA framework. Overall, this work consists of three parts:

In the first part, a new method for the calculation of reduced ion mobilities and there-

fore drift velocities in a high-kinetic energy ion mobility spectrometer (HiKE-IMS) is

presented. The main feature of this method is that within one simulation run, not only

the ions and background gas particles and their interactions are calculated simultane-

ously, but also simulation parameters as the electric field can be adjusted during runtime.

Subsequently, the ion mobility is determined using an example species, and then the ef-

fects of relevant simulation parameters on the results are described. In addition, other

species are considered, and the calculated results are compared with the data from the

literature.

The next part describes a method for determining the effect of a specific ion transfer

system (for transporting ions form a HiKE device into a mass spectrometer) on the

transferred ions. In this context, a two- and three-dimensional models are compared

with each other with regard to the neutral gas flow properties. The obtained results

are then used to analyze the ion trajectories in detail with respect to the kinetics and

collision energies.

The third part presents an approach for determining the size distribution of droplets,

which are formed within the electrospray ionization (ESI) process, in dependence of the

induced ESI current. It is shown that the existing experimental setup can be extended

by the possibility of characterizing charged droplets via the recording of induced cur-
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rent transients. The simulations presented suggest that with existing hardware, such

as an oscilloscope in combination with a common current amplifier, it is possible to

detect droplets with approximately 10 000 charges. In addition, an evaporation model

is successfully integrated into an existing collision model, to obtain more comprehensive

results.
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1. Scope of this Work

The scope of the present work is - in the widest sense - the calculation of the ion

dynamics in different fields of application. It is mainly about an accurate description of

ion trajectories and other ion properties, e.g. their reduced mobility. For this purpose,

the pressure and flow profiles of electrically neutral background gas are determined for

different simulation cases and then used as input parameters for subsequent ion dynamics

simulations. This approach will be discussed with three major sections.

The first part discusses the determination of the reduced ion mobility for different

species in different background gases. All calculations are performed in one simu-

lation framework, namely SPARTA, which is based on the Direct Simulation Monte

Carlo (DSMC) approach. A novel aspect of this approach are the custom extensions to

SPARTA, which are required to allow such simulations with this program. The objective

is not only to determine the effect of the background gas particles on the ions, but at

the same time to model the effect of the ion motion on the background gas.

The second part discusses the details of the ion dynamics in a transfer stage between

an ion mobility spectrometer (IMS) and a mass spectrometer (MS). The primary aspect

here are the collision dynamics, the average collision energy and hence the effective

temperature of the ions in the transfer stage. In this section some notable differences

between a two- and three-dimensional model are highlighted. In addition, the integration

of neutral gas flow properties into a subsequent ion trajectory simulation is described.

The last part addresses the investigation of the dynamics of large, charged liquid

droplets generated by electrospray ionization (ESI). This is partly shown in models based

on a simplified version of an ion source of a commercially available mass spectrometer.

Special emphasis is placed on a more comprehensive description of the system in this

section of the thesis. An existing evaporation model is incorporated into a collision

model. In addition, challenges of transferring input data and results from one program

to another are discussed.

In summary, three different programs or frameworks are used. These differ in the

underlying theoretical concept and cover different application areas.
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2. Software Packages

This chapter provides a brief overview of the simulation programs and pre- and post-

processing tools used in this work.

2.1. SPARTA

SPARTA is the acronym for Stochastic Parallel Rarefied-gas Time-accurate Analyzer. It

is a parallel Direct Simulation Monte Carlo (DSMC) code for performing simulations of

low-density gases in two- or three-dimensional space [1]. The DSMC method was devel-

oped by Graeme Bird [2] and is widely used for large-scale rarefied gas flows (a more

detailed description of the DSMC method is be found in section 3.1) The method has

a wide field of applications. For example, it can be used to model the gas flow around

spacecrafts during atmospheric reentry [3] or to model some basic phenomena such as

the Rayleigh-Taylor instability [4]. The DSMC method, and thus SPARTA, is also able

to describe gas flows in the transition regime between continuum and free-molecular flow

[1]. The particle density is too low to fulfill the continuum requirements in this regime.

One option to consider this in a simulation is to model the gas as individual particles

and not as a continuum. Simultaneously, the particle density is too high to neglect par-

ticle particle interactions contrary to free-molecular flows. The DSMC method is able to

model both aspects with a comparably small number of simulated particles in a simula-

tion. The SPARTA code can model chemical reactions, collisions, energy transfer, and

chemical reactions. The chemical reactions and the particle-particle collision models are

based on a statistical approach. To reduce the computational demands, the simulation

domain is separated into grid cells, and only particles in the same grid cell can interact

with each other. Therefore, every simulated particle is characterized by its potential

internal energy, velocity, and spatial coordinates besides the internal parameters,e.g.,

mass and chemical species. The collisions between particles are calculated with dedi-

cated collision models. The variable hard sphere model (VHS) [5] and the variable soft

sphere model (VSS) [6] (see section 3.5.3) are implemented in SPARTA for this purpose.

Both are more accurate than the basic hard sphere (HS) model, since they consider
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2.2. OpenFOAM

energy-dependent collision cross sections. Additionally, the VSS model accounts for the

variable diffusion cross section and is more precise than the VHS model [7]. The DSMC

model is valid as long as the underlining statistical model is valid. Therefore, the number

of particles needs to be large enough to be statistically significant and the timestep and

the grid cell size need to be adjusted to the given particle density (for more details, see

section 4.4.1).

The SPARTA framework is designed to handle large numbers of particles and is there-

fore optimized for parallel computing. Geometries can be defined via text-based input

files or be imported from CAD projects. The simulation grid can be adjusted in resolu-

tion in specific areas and adaptive resolution refining is possible during runtime. There

is a wide variety of boundary conditions available to describe particle dynamics at walls

and simulation domain boundaries, such as inflow and outflow, reflections, and periodic

conditions. There are many options to receive the simulation results: The results can be

exported per time step and averaged over grid and time, to get spatial or temporal av-

erages and to condense the size of the output files. Additionally, there is a set of Python

scripts called pizza.py available for pre- and post-processing. It allows to convert the

data into the Paraview [8] PVD file format, and then the PyVista [9] library is used to

read the generated PVD files.

2.2. OpenFOAM

OpenFOAM is the acronym for Open Source Field Operation and Manipulation frame-

work that includes besides simulation executables approximately 100 C++ libraries.

The framework contains two categories: The solvers that are designed to solve a spe-

cific problem in fluid or continuum mechanics (for a more detailed view, see section 3.2)

and the utilities, which are designed to perform simple pre- and post-processing tasks,

mainly involving data manipulation tasks and algebraic calculations. The solvers in

OpenFOAM cover a wide range of problems in fluid dynamics, e.g., compressible gas

flows with turbulence like the rhoSimpleFoam solver [10]. OpenFOAM is commonly

used for problems which involve the prediction of fluid motion and forces, for example,

the modeling of turbines or air conditioning systems. The OpenFOAM framework can

be used to solve numerical problems in fluid dynamics, including heat and some basic

thermodynamics, with the finite volume method [11].

Depending on the problem and the solver, pressure, velocity, and temperature within

the simulation domain are the main calculated properties of the fluid. For many solvers,
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2. Software Packages

additional properties are also part of the solution. The spatial region is discretized by

a calculation mesh, which can be regular or irregular. An irregular mesh can include

areas with a more precise resolution and areas with fewer, depending on the problem

and the underlying geometry. In addition, there are many different boundary conditions

available which could be applied to the simulation domain, such as in- and outflow regions

or simple walls. The framework also allows changes in the geometry or the mesh during

runtime [11]. Like in other codes, the geometry can be defined via simple text files or

imported form CAD projects. The mesh generation is done externally or via OpenFOAM

utilities, such as the simple blockMesh or the more advanced snappyHexMesh programs.

The output data are processed with a customized version of ParaView [8], which is called

paraFoam. This version is extended to easily access and visualize the simulation output.

The output files are mostly delimited text files, which store the fluid properties in each

cell of the grid [10].

2.3. SIMION

SIMION 8.1 (Scientific Instrument Services, Inc., Ringeos, NJ) is a software for the

simulation of the dynamics of charged particles in electromagnetic fields. The main

application field is mass spectrometry or related applications, e.g., ion mobility spec-

trometry (IMS). The electrode/magnetic pole geometries can be defined via a SIMION

specific scripting language which allows the construction of complex geometries from

geometric primitives or be imported form CAD models. Parts of the geometry can be

declared as electrodes in electrostatic simulations, from which the resulting electric field

is calculated. SIMION solves electromagnetic fields with a finite difference method ap-

proach (cf. section 3.3.1). The solution for each defined electrode is stored separately in

so called potential arrays. The total resulting field can be constructed by a linear combi-

nation of each electrode solution. The applied electrode potentials act as scaling factors

of the linear combination and can be quickly adjusted during runtime, without having to

recalculate the entire field. This enables the possibility to apply time-dependent changes

in the electric field by changing only the scaling factors during a simulation run.

Integration of charged particle trajectories is done with a Runge-Kutta method [12].

The timestep length is related to the grid resolution of the potential array and can be

adjusted with the so-called trajectory quality parameter.

Additionally, SIMION has a Lua [13] programming interface, which can execute so-

called user programs, which in turn facilitates the expansion of a SIMION model by
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2.4. Data Processing

adding new functionality. The SIMION collision models, namely the hard sphere HS1

(see section 3.5.1) and the SDS (statistical diffusion simulation, see section 3.5.2) models,

are provided as user programs as well. A set of default simulation results can be exported

as delimited text files via the SIMION interface; other more specific results can be

exported via custom user programs.

2.4. Data Processing

Most of the results presented in this work are processed with custom Python 3 [14]

scripts or modules. The core of each script is comprised of the following python libraries:

NumPy [15] and Pandas [16, 17] for data handling, SciPy [18] for data processing, e.g.,

triangulation, and Matplotlib [19] for data visualization and plotting. For some visual-

izations of flow and pressure profiles ParaView [8] (or paraFOAM) is used. Functions or

packages which are used for special tasks are mentioned in the corresponding section.
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3. Theory

This chapter briefly introduces the two numerical approaches behind the SPARTA and

OpenFOAM frameworks presented in the previous chapter. The description begins with

the Direct Simulation Monte Carlo approach followed by the continuum model, which

OpenFOAM is based on. The Knudsen number is then used to describe the pressure

regimes in which these two models are applied. Furthermore, the collision models and

the evaporation model used for simulations are introduced.

3.1. Direct Simulation Monte Carlo

Graeme Brid first proposed the Direct Monte Carlo Simulation (DSMC) approach [2,

20]. The DSMC technique provides a probabilistic physical simulation of gas flows

by tracking the movement of representative model particles in a physical space. One

prerequisite is a dilute gas in which the mean free path is much larger than the particle

diameter. This ensures that in combination with the probabilistic approach and a time

step size smaller than the mean collision time, the particle motion is uncoupled from the

collisions. This enables the possibility to use real particle diameters, but leads to the

requirement of a computational mesh. This mesh overlays the total simulation domain,

which includes possible geometric structures and is divided into “computational cells”.

Additionally, the number of real particles is represented by a smaller number of simulated

particles. The ratio between simulated and real particles is called the Fnum parameter

[21]. A key concept of this method is that one simulated particle represents a large

number of identical real molecules, rather than a distribution of different real molecules

[22]. The DSMC method in its most simple form provides a solution of the Boltzmann

equation, for time and grid sizes approaching zero and particle number approaching

infinity [23]. A major downside of this method is that usually a large number of real

particles are represented by each simulated particle. This generally leads to generally

much larger sampled fluctuations of the macroscopic gas properties in the simulation

than the fluctuations in the real gas. This can be mitigated by decreasing the Fnum

parameter or by performing several statistically independent simulation runs. The latter

6



3.1. Direct Simulation Monte Carlo

then decreases the fluctuations with the square root of the sample size [21]. The following

description of the DSMC procedure is based on the book “The DSMC method” written

by Graeme Bird [21].

3.1.1. The DSCM Algorithm

The DSMC method is based on three physical characteristics of a dilute gas: First, the

particles move in a free flight without any interaction on time scales on the order of the

local mean collision time. This means, that the particles can be modelled to travel on

straight lines, without any loss in accuracy. Second, the impact parameters and initial

orientation of colliding molecules are randomly distributed. This has the advantage that

each collision does not need to be deterministically simulated. And third, only a small

fraction of the real particles needs to be simulated to an obtain accurate description

of the flow. However, this also has the consequence that a DSMC simulation cannot

determine precisely, which real particle actually collides and what impact parameters

characterize the initial conditions of each collision [22]. The DSMC algorithm can be

divided into the following steps:

1. Generate new particles, if necessary.

2. Move all particles along their molecular velocity vectors for a time step less than

the local mean collision time.

3. Perform collisions stochastiscally within each computational cell, assuming colli-

sion parameters to be random.

4. Sample particles properties in each cell.

5. Return to 1.

Each time step is started with the introduction of new particles based on their spawn

position and the boundary conditions at that point, if necessary. Then, the key steps are

performed, namely the moving procedure of the particles, the collision interaction, and

the sample of macroscopic flow properties. These three steps are discussed in more detail

below. In summary, the DSMC technique capitalizes on the intrinsic characteristics of

dilute gases by utilizing simulated particles that stand for a great number of identical real

molecules, advancing particles with time steps close to the average collision time, and

randomly selecting collision pairs and initial orientations within volumes (computational

cells) near the mean free path [22].
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3. Theory

3.1.2. Particle Move Procedures

All particles within the simulation domain are moved in each time step. The simplest

approach is to move particles for their full time step, followed by the determination of

the their new coordinates. Therefore, the position of each particle ®𝑠 is updated:

Δ®𝑠 = ®𝑐 · Δ𝑡 (3.1)

With ®𝑐 as the molecular velocity and Δ𝑡 as the time step size. Depending on the

new particle position, different actions are required. If the new particle position resides

outside the computational domain or within a solid body, the appropriate boundary

condition must be applied. If there is no collision with a surface or the edge of the

domain, the particle is directly assigned to a compute cell. This could be the same as

before or a neighboring cell. After all particles are moved and sorted into cells, the

remaining physical models (e.g. collisions or cell properties) are determined on the list

of particles within each cell [21, 22]. It should be noted that there are other particle

motion models besides this simple approach, such as particle “ray-tracing” [22, 24].

3.1.3. Collision Procedures

Collisions between simulated particles within each computational cell are performed

stochastically. During each time step, the particles are randomly paired and tested for

a collision. Thus, all possible combinations of pairs are sampled in each cell. Since the

potential collision partners are randomly paired, the cell size must be at or below the

local mean free path as too large cells would lead to unrealistic results. The probability of

a collision is proportional to the product of the collision cross section 𝜎 and the relative

speed 𝑐𝑟 of the collision partners [22]. The maximum number of possible collisions

𝑁pc,max is given as:

𝑁pc,max =
1

2
· 𝑁 (𝑁 − 1) · Fnum · (𝜎𝑐𝑟 )max ·

Δ𝑡

𝑉cell
(3.2)

with 𝑁 as the number of particles in the compute cell, Δ𝑡 as the time step size, and

𝑉cell as the volume of the collision cell. Equation (3.2) requires the determination of

the collision cross section 𝜎, which is dependent on the collision model used [21]. The

maximum product of the collision cross section and the relative speed (𝜎𝑐𝑟 )max is an

estimate of the maximum expected values within each cell. As the maximum number of

possible collisions 𝑁pc,max is known, the number of particle pairs to be tested 𝑁pairs is

limited as:
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3.1. Direct Simulation Monte Carlo

1 ≤ 𝑁pairs ≤
𝑁

2
(3.3)

The collision rate is then simulated by randomly selecting 𝑁pairs particle pairs and

calculate a collision probability 𝑃coll :

𝑃coll =
𝑁pc,max

𝑁pairs
· 𝜎𝑐𝑟

(𝜎𝑐𝑟 )max
(3.4)

This probability is further processed by the acceptance-rejection procedure, which

compares a calculated normalized probability with a randomly created value. If this

normalized probability is greater than the random fraction the action or value is ac-

cepted, if not it is rejected [20–22].

3.1.4. Sampling of Flow Properties

To determine the macroscopic flow properties, the particle properties are sampled at reg-

ular time intervals. The sample size has naturally an impact on the statistical fluctuation

of the determined value. The properties of the particles are determined, as given per

simulated particle, which consists of a species 𝑝. Typical parameters are, for example:

The total particle number
∑
𝑁p, the weighted particle number

∑
𝑁

′′
p , the velocity compo-

nents
∑
𝑢
′′
p

∑
𝑣
′′
p

∑
𝑤

′′
p , and the rotational energy

∑
𝜖
′′
rot,p. With these particle properties

the flow properties can be calculated [21]. As an example, the physical particle number

density 𝑛 and the overall gas density 𝜌 can be calculated as follows:

𝑛 = Fnum

∑𝑞

p=1(
∑
𝑁

′′
p )

𝑁samp𝑉cell
(3.5)

𝜌 = 𝑛

∑𝑞

p=1(𝑚𝑝
∑
𝑁

′′
p )∑𝑞

p=1(𝑚p(
∑
𝑁

′′
p )

(3.6)

With 𝑚𝑝 as the mass of the particle species 𝑝 and 𝑁samp as the total number of

samplings over which the summations are performed. There are more properties that

can be obtained with this procedure. For a more comprehensive list, see [21].

3.1.5. Sampling of Surface Properties

Surface properties are determined during the particle move time, whenever a particle

strikes a solid surface. The process is the same as for the sampling of the flow properties.

There are some quantities that are sampled for each surface element, as for example

9



3. Theory

the number of simulated particles which interact with the given surface
∑(𝑁p). These

sample properties are recorded within a specific temporal duration Δ𝑡samp. An example

of a calculable flow property is the total number flux ¤𝑁p to a surface element with a

surface area 𝑆el:

¤𝑁p =

∑𝑞

p=1(
∑(𝑁p))Fnum

𝑆elΔ𝑡samp
(3.7)

Other determinable variables are the pressure, shear stress, velocity and temperature

slip, force and momentum [21].

3.2. Continuum Model

Continuum models approach branches of mechanics that deal with forces acting on a

continuous mass rather than on discrete particles. They ignore the fact that matter is

made of atoms, but deliver a sufficiently accurate description as long as the considered

length scales are much greater than the interatomic distances. The sum of externally

applied forces can be used to describe the flow of a fluid. These forces can be classified

into two categories: body and surface forces. Body forces include centrifugal and elec-

tromagnetic forces. On the contrary, pressure, viscosity, and gravity are surface forces.

To describe fluid motion, the most relevant properties of a simple fluid are density and

viscosity. Other properties such as specific heat, become important only under certain

conditions, such as large temperature differences [25, 26]. The following description of

the continuum model is based on the book “Computational methods for fluid dynamics”

written by J.H. Ferziger et. al. [25].

3.2.1. Conservation Principles

Conservation laws can be derived from the consideration of a given amount of matter or

control mass (CM) and its extensive properties such as mass, momentum, and energy.

In general, it is more convenient to consider a flow in a defined spatial region, the control

volume (CV) than to deal with a parcel of matter passing through the region of interest.

This method of fluid analysis is called the control volume approach. It starts with two

extensive properties for a fluid, the mass and the momentum. For mass, which is neither

created or destroyed, the conservation equation can be expressed as:

𝑑𝑚

𝑑𝑡
= 0 (3.8)
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Here 𝑚 is the mass and 𝑡 the time. Additionally, the momentum can be changed by

the action of forces. This is described by Newton’s second law of motion:

𝑑 (𝑚 ®𝑢)
𝑑𝑡

=
∑︁

®𝑓 (3.9)

with ®𝑢 as the velocity and ®𝑓 for the forces acting on the fluid mass. These laws

with their extensive properties are translated into the CV approach: The fundamental

properties are intensive rather than extensive, such as density 𝜌 (mass per unit

volume) and velocity ®𝑢 (momentum per unit mass). The former are properties that are

independent of the amount of matter [25].

Let 𝜙 be any conserved intensive property (e.g. for momentum 𝜙 = ®𝑢), the corre-

sponding extensive property Φ can be written as:

Φ =

∫
𝑉CM

𝜌𝜙𝑑𝑉 (3.10)

with 𝑉CM as the volume occupied by the control mass. This leads to Reynold’s trans-

port theorem, which is used to recast time derivatives of integrated quantities:

𝑑

𝑑𝑡

∫
𝑉CM

𝜌𝜙𝑑𝑉 =
𝑑

𝑑𝑡

∫
𝑉CV

𝜌𝜙𝑑𝑉 +
∫
𝑆CV

𝜌𝜙( ®𝑢 − ®𝑢s) · ®𝑛𝑑𝑆 (3.11)

where 𝑉CV is the CV volume, 𝑆CV is the surface surrounding the CV, ®𝑛 is the unit

vector orthogonal to 𝑆CV and directed outward, ®𝑢 is the fluid velocity and ®𝑢s is the

velocity with which the CV surface is moving, normally equal to zero. This equation

states that the rate of change of the amount of the property in the control mass is equal

to the rate of change of the given property within the control volume plus its net flux of

through the CV boundary due to fluid motion, relative to the CV boundary. The last

term is the convection term [25].

3.2.2. Mass Conservation

The mass conservation follows directly from Raynold’s theorem (see eq. (3.11)), by set-

ting 𝜙 = 1:

𝜕

𝜕𝑡

∫
𝑉

𝜌𝑑𝑉 +
∫
𝑆

𝜌®𝑢 · ®𝑛𝑑𝑆 = 0 (3.12)
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By applying Gauss’ divergence theorem to the convection term, the surface integral

is transformed to a volume integral. In addition, integration leads to a differential

coordinate-free form:

𝜕𝜌

𝜕𝑡
+ ∇(𝜌®𝑢) = 0 (3.13)

Equation (3.13) can be expressed in Cartesian coordinates as followed:

𝜕𝜌

𝜕𝑡
+ 𝜕𝜌𝑢i
𝜕𝑥i

= 0 (3.14)

where 𝑥i (𝑖 = 1, 2, 3) or (𝑥, 𝑦, 𝑧) are the Cartesian coordinates and 𝑢i or (𝑢, 𝑣, 𝑤) are

the Cartesian components of the velocity vector ®𝑢 [25].

3.2.3. Momentum Conservation

There are numerous forms of the momentum equations; mathematically they are equiv-

alent, but from a numerical point of view, some are more difficult to deal with. Again,

Raynold’s theorem (see eq. (3.11)) and Newton’s second law of motion (see eq. (3.9))

are used and 𝜙 is replaced by ®𝑢:

𝜕

𝜕𝑡

∫
𝑉

𝜌®𝑢𝑑𝑉 +
∫
𝑆

𝜌®𝑢®𝑢 · ®𝑛𝑑𝑆 =
∑︁

®𝑓 (3.15)

In order to express the right-hand side of eq. (3.15) in terms of intensive properties,

one has to take into account the forces that may be acting on the fluid in a control

volume: surface and body forces. To eliminate the possibility that the surface forces

cannot be expressed by density and velocity, it is assumed that the fluid is Newtonian.

A Newtonian fluid is characterized as a fluid that follows Newton’s law of viscosity, i.e.,

the viscosity is not coupled to the stress experienced by the fluid [27, 28]. Fortunately,

the Newtonian model applies to many actual fluids. For non-Newtonian fluids, the

relation is more complicated and beyond the scope of this work, but can be found in

the literature [29]. The molecular rate of momentum transport for Newtonian fluids is

the stress tensor 𝑇 . This leads, analogously to the mass conversation, to the following

equation:

𝜕𝜌®𝑢
𝜕𝑡

+ ∇(𝜌®𝑢®𝑢) = ∇𝑇 + 𝜌®𝑏 (3.16)

where 𝑏 are the body forces (per unit mass). Body forces are forces originating from a

source outside of the considered body, which act on the volume respectively the mass of a
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3.2. Continuum Model

body, for example the gravitational force [30]. The corresponding equation in Cartesian

components is

𝜌
𝐷𝑢

𝐷𝑡
=
𝜕𝜌𝑢i

𝜕𝑡
+ ∇(𝜌𝑢i𝑢) = ∇𝑡i + 𝜌𝑏i (3.17)

where 𝑡𝑖 and 𝑏𝑖 are the ith components of the stress tensor, respectively, the body

force. The eq. (3.17) is the so-called Navier-Stokes equation. Normally, gravity is the

only body force considered [25].

3.2.4. Conversation of Scalar Quantities

The starting point for the description of other scalar quantities 𝜙 is an analogous equation

to eq. (3.11):

𝜕

𝜕𝑡

∫
𝑉

𝜌𝜙 𝑑𝑉 +
∫
𝑆

𝜌𝜙®𝑢®𝑛 𝑑𝑆 =
∑︁

𝑓𝜙 (3.18)

where 𝑓𝜙 represents the transport of 𝜙 by mechanisms other than convection and

any sources nor sinks of the scalar quantity. For example, diffusion transport, which

is usually described by a gradient approximation, as for example Fourier’s law for heat

diffusion or Fick’s law for mass diffusion, which is given by

𝑓 𝑑𝜙 =

∫
𝑆

Γ∇𝜙 · ®𝑛 𝑑𝑆 (3.19)

where Γ is the diffusivity for the quantity 𝜙. The coordinate-free vector form of

eq. (3.18) and eq. (3.19) is:

𝜕 (𝜌𝜙)
𝜕𝑡

+ ∇ · (𝜌𝜙®𝑢) = ∇ · (Γ∇𝜙) + 𝑞𝜙 (3.20)

where 𝑞𝜙 is the source or sink of 𝜙, or the so-called source term. The corresponding

equation in Cartesian components is [25]:

𝜕 (𝜌𝜙)
𝜕𝑡

+ ∇ · (𝜌𝜙®𝑢) = 𝜕

𝜕𝑥i

(
Γ
𝜕𝜙

𝜕𝑥i

)
(3.21)

Energy Conversation

The first law of thermodynamics leads to an energy equation. It states that the rate of

change in energy of a fluid is equal to the rate of heat addition to the fluid and the rate

of work on the fluid:
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3. Theory

𝜌
𝜕𝐸

𝜕𝑡
+ 𝜌∇®𝑢 = ∇(𝑘∇𝑇) +Φ + ®𝑞E (3.22)

∇(𝑘∇𝑇) = −®𝑞 (3.23)

where ®𝑞 is the heat flux vector, 𝑇 the temperature, 𝑘 the thermal conductivity, and

Φ the dissipation function. All effects caused by viscous stresses are described with

the dissipation function Φ. It is non-negative since it only contains squared terms and

represents the internal energy due to the deformation work on the fluid [25, 26].

In summary, the equations governing fluid flow are more complex than they appear.

They are non-linear, coupled, and difficult to solve. However, the Navier-Stokes equa-

tions are capable of accurately describing the flow of a Newtonian fluid. The first step

toward a solution is simplification, for example by assuming a non-compressible fluid.

But in most cases, even when simplified, these equations cannot be solved analytically.

To obtain a numerical approximation, a discretization method is used. This approxi-

mates partial differential equations (PDEs) to a system of algebraic equations, which

can then be solved on a computer. Overall, these approximations are applied to small

domains in space and/or time. Thus, the numerical solution provides results at discrete

locations in space and time [25, 31].

3.3. Discretization Methods

To solve a given partial differential equation system, a discretization method must be

used. There are many approaches, the most common are: The finite difference (FD),

finite volume (FV), and finite element (FE) approach. Others, such as the Lattice Boltz-

mann method, are used in computational fluid dynamics (CFD), but their use is limited

to special classes of problems. The first step in each method is the definition of a numeri-

cal grid on which the variables are calculated. This is essentially a discrete representation

of the geometric domain on which the problem is to be solved. The geometrical grid

generation divides the solution domain into a finite number of subdomains. There are

several ways to divide such a domain into these subdomains, depending on the spatial

dimension of the domain; examples are structured (regular) grids, a block-structured

grids or an unstructured grids [25] .
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3.3.1. Finite Difference Method

The finite difference (FD) method is the oldest of the presented methods. It was intro-

duced by Euler in the 18th century to provide numerical solutions of partial differential

equations. Additionally, it is the easiest method to use for simple geometries. The start-

ing point of this method is a differential equation 𝜙. The solution domain is covered by a

grid, and at each grid point, the partial differential equation is approximated by partial

derivatives. To obtain these approximations to the first- and second-order derivatives

of the variables with respect to the coordinates, Taylor series expansions or polynomial

functions are used [31]. This leads to one algebraic equation per grid node, in which the

variable value at that node and a certain number of neighbor nodes appear as unknowns:

𝐴𝑃𝜙𝑃 +
∑︁
l

𝐴l𝜙l = 𝑄P (3.24)

Here 𝑃 denotes the node at which the partial differential equation is approximated

and the index 𝑙 runs over all neighbor nodes in the grid. The coefficients 𝐴 are based on

the properties of the fluid and the geometric quantities. 𝑄P is presumed to be known

and thus does not contain any unknown variable [25]. The system can be written in

matrix notation as follows:

𝐴 ®𝜙 = ®𝑄 (3.25)

Where 𝐴 is the matrix of the known square sparse coefficients, ®𝑄 is a known vector,

and ®𝜙 a vector containing the unknown values at the nodes of the grid. This potentially

large system can be solved for the unknown 𝜙 by numerical direct or iterative solvers,

such as the Jacobi iteration or the Gauss-Seidel algorithm [25, 31].

The FD method is rather simple and effective in structured meshes. The disadvantage

of FD is that conservation is not enforced unless special care is taken. Conservation in

this case means, that a property of the medium is conserved by moving from one com-

putational cell to another [32]. It is also limited to simple geometries, which becomes

a major disadvantage for complex flows. For simulations with complex geometries or

large differences in local gradients, this represents a major limitation. In regions where

the local gradients are large or where the simulation requires high local accuracy, an

irregular mesh with increased spatial resolution has advantages. Using regular rectangu-

lar meshes with finite differences renders customized geometric refinement challenging.

Additionally, the application of the FD method can becomes complicated when dealing

with models containing discontinuities [25, 31].
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3.3.2. Finite Volume Method

The finite volume (FV) method is well suited for the numerical simulation of conservation

laws. As a starting point, it uses the integral form of the conservation equation,∫
𝑆

𝜌𝜙®𝑢 · ®𝑛 𝑑𝑆 =

∫
𝑆

Γ∇𝜙 · ®𝑛 𝑑𝑆 +
∫
𝑉

𝑞𝜙 𝑑𝑉 (3.26)

Let 𝜙 be a generic quantity of this conservation equation. The two surface integrals,

indicated by 𝑆, describe convection (𝜌𝜙®𝑢 · ®𝑛) and diffusion (Γ∇𝜙 · ®𝑛). The volume integral,

indicated by 𝑉 , represents the source or sinks of the generic quantity 𝜙. The simulation

domain is divided into a finite number of contiguous control volumes (CVs). The gov-

erning equations are applied to each CV. A computational node, at which the variable

values are to be calculated, is located at the center of each CV. This contrary to the FD

method, where the CVs are the computational nodes. To obtain algebraic equations for

each CV, the volume and surface integrals need to be approximated [25, 33, 34].

Since some terms of the transport equations require integration over the volume of

the CV, a simple second-order approximation is used to express the surface integral as

the product of the mean value of the integrand and the CV volume. The integrand is

then approximated to the value at the CV center:

𝑄𝑝 =

∫
𝑉

𝑞𝑑𝑉 = 𝑞Δ𝑉 ≈ 𝑞𝑝Δ𝑉 (3.27)

where 𝑞𝑝 is the value of 𝑞 in the CV center. This is readily calculated, since all

variables are available at the node center 𝑃; thus, no interpolation is needed [25]. For

the approximation of the surface integral, the following relation is initially used. The

net flux through a CV boundary is represented by the sum of integrals over all faces:∫
𝑆

𝑓 𝑑𝑆 =
∑︁
𝐾

∫
𝑠k

𝑓 𝑑𝑆 (3.28)

where 𝑓 is the component of the convection (𝜌𝜙®𝑢®𝑛) or diffusion (Γ∇𝜙®𝑛) flux vector.

For an exact solution, the value of the integrand 𝑓 needs to be known at every point

on the surface 𝑆𝑘 . However, only the values of 𝜙 are known in the center of the CV. To

solve this problem, two approximations are made: First, the integral is approximated in

terms of the variable values at one or more locations on the cell face. Second, the cell

face values are approximated in terms of the CV center value: then the midpoint rule

can be applied: It states that the integral is approximated as a product of the integrand

at the cell-face center and the cell-face area:
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𝐹k =

∫
𝑆k

𝑓 𝑑𝑆 = 𝑓k𝑆k ≈ 𝑓k𝑆k (3.29)

Then the approximate value of 𝑓 is provided on the face 𝑘. The sum over all 𝑘 faces,

added to equation 3.28 provides the approximation of the surface integral. In total,

the number of equations and therefore unknowns is proportional to the number of CVs,

which results in a well-determined system. The form of the algebraic equation for a

particular CV is the same as eq. (3.24) and the matrix form of the entire simulation

domain is given by eq. (3.25). The matrix structure is similar to the FD approach for a

structured grid but more complex for other geometries. The finite volume method can

be used with any type of grid and is suitable for more complex geometries [25]. The

method is particularly appealing when dealing with problems in which the flux is a key

factor, such as in fluid mechanics, due to its local conservation of the numerical fluxes.

This means that the numerical flux is conserved from one discretization cell to the next

[33].

3.3.3. Finite Element Method

The finite element (FE) method is largely similar to the FV method. The simulation

domain is divided into a set of discrete volumes or finite elements that are generally

unstructured. The distinguishing feature of the FE method is that the equations are

multiplied by a weighting function before they are integrated over the entire domain.

The result is a set of nonlinear algebraic equations. An important advantage of the FE-

method is the ability to deal with arbitrary geometries and that grids are easily refined;

each element is simply subdivided into smaller sub-cells [35, 36].

3.4. Transition from the Continuum to the DSMC Approach

Particle based simulations as the DSMC approach generally becomes prohibitively ex-

pensive, when the gas density is high and the flow physics transitions into the continuum

regime. In contrast, the continuum model and the Navier-Stokes equations are relatively

computationally inexpensive; unfortunately they break down in regions where the flow

is rarefied. An evaluation of the applicability of the continuum model is typically based

on the Knudsen number, which is the ratio of the mean free path 𝜆 (which is a function

of fluid density 𝜌 and temperature 𝑇) to a length scale 𝐷. The mean free path is given

by the following equation:
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𝜆 =
𝑘𝐵𝑇√
2𝜋𝑑2𝑝

(3.30)

Here 𝑘𝐵 is the Boltzmann constant, 𝑝 is the gas pressure, and 𝑑 the diameter of the

particle. The Knudsen number is:

Kn =
𝜆

𝐷
(3.31)

For the length parameter 𝐷, a characteristic length of the model is used. It is com-

monly assumed that around the Knudsen numbers of Kn = 0.01, the continuum approach

becomes invalid [37]. On the opposite side, a Knudsen number Kn ≥ 10 is considered

as a free-molecular flow. A rarefied gas can not be considered as a continuous medium,

nor a free-molecular flow, it represents a transition state. The Knudsen number range

of this transition region is between 0.01 and 10. In this region, a further classification is

common: The regime between 0.01 < Kn < 0.1 is called “slip flow” and “transition flow”

between 0.1 < Kn < 10. It should be noted that this classification is based on empirical

results, and thus it has no clearly defined boundaries. The exact boundary generally

depends on the geometry considered [38]. In summary, the continuum approach is ap-

plicable as long as the continuum requirements are satisfied and particle based methods

like DSMC are used for rarefied flows.

3.5. Collision Models

Generally, collision models are useful for the simulative description of non-vacuum sys-

tems, in which particles collide and are deflected randomly in such collisions. An example

for such a situation is the motion of ions in a comparably dense background gas, in which

ions and background particles interact significantly. A wide range of different models for

the particle-particle interaction is available. These differ not only in their complexity

but also in their scope of application. Some models, as the hard sphere collision model

are numerically too expensive to be deployed in simulations with larger background pres-

sures. In the following, the models used in this work are described in detail. The hard

sphere collision and the statistical diffusion model are used in the SIMION program.

The variable soft sphere model is used within the SPARTA framework.
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3.5.1. Hard Sphere Collision Model

The hard sphere collision model is based on the kinetic gas theory. Here, individual

collisions between the particles, mostly ions and background gas particles, are modeled.

The expected frequency of these collisions is predicted by the kinetic gas theory. It de-

pends on the pressure, temperature, and collision cross section [39]. In each simulation

time step, the probability of a collision is determined. Whether the collision happens is

decided in a Monte-Carlo approach by comparing the calculated probability with a ran-

dom number. If a collision occurs, the ions are deflected randomly. In this process, the

particles are treated as hard spheres [40]. The following assumptions apply to this model:

Energy transfer between particles occurs solely via elastic collisions. The background

gas particles are neutral in charge and their velocity follows the Maxwell-Boltzmann dis-

tribution, only depending on the local temperature. Furthermore, the bulk background

gas is not affected by collisions between ions and background gas particles at all, but

kinetic cooling and heating effects for the ions are taken into account. The model is

most suitable for low pressure conditions and low densities of ions in comparison to the

bulk gas. The simulation effort is increasing with increasing pressure, because every

collision needs to calculated individually and the collision frequency is increasing with

the pressure. Under elevated pressure conditions the models become numerically too ex-

pensive and other models are more suitable. In the case of SIMION the implementation

of the hard sphere model is called HS1. The background gas pressure and velocity is

provided uniformly, by analytical equations or as numerical fields for spatially resolved

input parameters [12].

3.5.2. Statistical Diffusion Model

The statistical diffusion simulation (SDS) algorithm is an approach of describing the

motion of ions under atmospheric pressure conditions in electrostatic and/or magnetic

fields [39]. Although the hard-sphere model remains, its validity under elevated pressure

conditions it is numerically far too expensive as there are approximately two million

collisions per millimeter tarvel path. Therefore, the ions’ motion is split into two frac-

tions: The movement caused by diffusion and viscous effects. The diffusion part starts

with obtaining the thermal speed and the mean free path by using the basic hard sphere

kinetic gas theory. The values are used to predict the number of expected collisions in

the current time step. On the basis of existing pre-calculated statistical data, a ran-

dom number is used to obtain a standardized ion jump radius. Further information on
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the statistical data provided are found in the SIMION supplementary documentation

[39]. The jump radius is then scaled by the mean free path of the ions and a scaling

factor. The result equals the length of the ion-shift vector. Finally, the ion is moved in

a random direction with this shifting vector from its current spatial location [41]. The

second part is the movement caused by viscous effects. In this segment of the algorithm,

Stokes law is used to estimate local ion mobility and any background gas movement.

A total acceleration for the ion is estimated, which is adjusted by a damping constant,

which is inversely proportional to the mass and mobility of the ions [39, 41]. As input

parameters for this model, in addition to all local parameters for the background gas

(e.g., pressure, temperature, and velocities), the reduced ion mobility 𝐾0 and the ion

radius is required. If one of the last two values is not available, it is estimated by the

SDS code itself. However, it is preferred to use an exact specification [12].

3.5.3. Variable Soft Sphere Model

The variable soft sphere (VSS) model introduces a softness parameter of the colliding

spheres, as well as an adjustment of the radii of the colliding particles with the colli-

sion energy, compared to the classical hard sphere approach. With these adjustments,

the VSS model enables more accurate calculations of ion trajectories, especially un-

der higher kinetic energy conditions. The VSS model, besides the variable hard sphere

(VHS) model, is based on the previously mentioned hard sphere model. First, the ef-

fective collision diameter is based on the kinetic energy of the collision, which means

with higher kinetic energies the particle radii and thus the collision cross section become

smaller. This leads to a decrease of the collision probability in higher kinetic environ-

ments. Second, a scattering parameter is additionally introduced to the model, which

describes the softness of the colliding spheres. With increasing softness parameter, the

distance between the spheres within a collision becomes smaller and the deflection angle

is reduced. This leads to a narrower scattering distribution and less pronounced trajec-

tory changes, as compared to the HS model. By setting the softness parameter to 1, the

VSS model becomes the VHS model [6].

3.6. Evaporation Model

Later in this work, the description of charged droplets for simulation purposes is investi-

gated. Therefore, a description of the process of solvent evaporation from those droplets

is needed. The model is based of the work form E.J. Davis [42] and J.N. Smith et. al.
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3.6. Evaporation Model

[43]. The model describes a one-component droplet, which is evaporating in a gaseous

medium in the continuum flow regime, which means that the Knudsen number must

be small (𝐾𝑛 ≪ 1). In other words, the mean free path 𝜆 of the vapor must be small

compared to the droplet radius. The temperature of the droplet surface must be close to

the bulk gas temperature and not approach the boiling point of the droplet species. This

ensures that the vapor pressure remains sufficiently low. The vapor needs to be removed

from the droplet surface during the evaporation process and/or the chamber volume

must be sufficiently large. Lastly, the assumptions of the ideal gas law are applied. The

evaporation is described by the following equation:

𝐷2
p = 𝐷2

p,0 −
2𝐷AB𝑀A𝑝

0
A(𝑇∞)

𝜌a𝑅𝑇∞
· 𝑡 (3.32)

Here 𝐷 𝑝 is the droplet diameter, 𝐷p,0 the droplet diameter at the 𝑡 = 0, 𝑡 the time,

𝐷AB the binary diffusivity of vapor 𝐴 in gas 𝐵, 𝑀𝐴 the molecular weight of the vapor

𝐴, 𝑝0A(𝑇∞) the vapor pressure at the surface droplet temperature, 𝑇∞ the bulk gas tem-

perature, 𝜌a the density, and 𝑅 the ideal gas constant. Thus, there is a linear function

between the squared droplet diameter 𝐷2
𝑝 and the time 𝑡. The binary diffusivity is given

by the following equation:

𝐷AB =
3

8
·
(
𝑁

𝜋

𝑀A + 𝑀B

2𝑀A𝑀B

) 1
2

· (𝑘B𝑇)
3
2

𝑝𝜎2
AB

ΩAB(𝑇∗)
(3.33)

with 𝑁 as the Avogadro constant, 𝑀A,B the molecular masses of species 𝐴 or 𝐵, 𝑘B

the Boltzmann constant, 𝑇 the temperature, 𝑝 the pressure, and the average collision

diameter 𝜎AB is given as:

𝜎AB =
𝜎A + 𝜎B

2
(3.34)

with 𝜎A,B as the collision diameter of species 𝐴 or 𝐵. Additionally, the temperature-

dependent collision integral ΩAB(𝑇∗), which is a function of the reduced temperature

𝑇∗ = 𝑘B𝑇/𝜖AB. The molecular interaction force constant 𝜖AB is estimated as a result of

the Lennard-Jones 6-12 molecular interaction potential:

ΦAB = 4𝜖AB

[(𝜎AB

𝑟

)12
−
(𝜎AB

𝑟

)6]
(3.35)

where 𝑟 is the intermolecular distance [42]. Bird, Stewart, and Lightfoot listed the

values of the collision integrals, which are published by Hirschfelder et. al. in 1949 [44].
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Equations (3.32) and (3.33) are transferred to a SIMION user program to allowing the

simultaneous calculation of the changing droplet radius with the calculation of the ion

trajectory. The user program is be found in appendix B.1. The evaporation model is

integrated to the SDS collision model of SIMION. It takes, among other parameters, the

mass and diameter of a particle as input parameter. These two parameters are updated

during runtime with values from the evaporation model.
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4. Integrated Simulation of Rarefied Gas

Dynamics and Ion Transport with a

DSMC Method

In this chapter, a new method for calculating drift velocities in a high-kinetic energy IMS

is presented. The main feature of this method is that within one simulation run not only

the ions and the background gas and their interactions are calculated simultaneously,

but also all other simulation parameters, e.g., the electric field, are adjustable during

runtime. This shall be performed simultaneously with the SPARTA DSMC simulation

code. Not only the effect of the background gas on the ions is considered, but at the

same time also the effects of the ions on the background gas. This approach allows

for a more comprehensive representation of the physical system. Furthermore, this also

provides the possibility of directly modeling chemical reactions at the same time. Here,

for example, the resonant charge transfer is a very interesting problem to model. In

this particular process, the charge of one ion species is transferred to a neutral particle

of the same species. Both particles may have different kinetic energies and velocities.

Thus, such a charge-transfer reaction will generally change the resulting drift velocity,

and thus also the far more interesting energy distribution.

4.1. Introduction

For the determination of ion mobilities in an IMS, the DSMC code SPARTA is chosen

due to the low-pressure conditions inside the modeled IMS. Only the consideration of

electric fields and the Coulomb force acting on charged particles has to be added to the

program. This allows the usage of all the advantages that SPARTA already provides,

including the variable soft sphere collision model (VSS). In this chapter, this implemen-

tation is described and assessed. Subsequently, the ion mobility is determined using an

example species and then the effects of important simulation parameters on the results

are described. Eventually, other species are considered, and the calculated results are
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compared with the data available in the literature.

4.1.1. Ion Mobility Spectrometry

Ion mobility spectrometry (IMS) is based on the separation of ions that drift in a gas in

the presence of an electric field 𝐸 . Knowledge about the formation of charged particles

in ambient air has existed since the nineteenth century [45]. Later, in the early twentieth

century, the motion of ions in an electric field with neutral background gas was described

by Paul Langevin [46, 47]. 1970 the first commercial analytical ion mobility spectrome-

ters were introduced by Cohen and Karasek [48]. Today, IMS has evolved into a powerful

and widely used analytical method. On the one hand, IMS technology has improved to

the extent that it is possible to build small hand-held and easy-to-use instruments [49,

50]. This leads to a wide field of applications, not restricted to a laboratory environment.

These devices are used, for example, for airport security, chemical weapons monitoring,

or air quality analysis. On the other hand, IMS is often used in combination with mass

spectrometry (MS) to solve more complex analytical problems. In this case, IMS is used

as a prefilter for MS systems [51]. The coupling of the two techniques has proven to be

very advantageous, as in addition to the mass-to-charge (𝑚/𝑧) ratio of a molecular ion,

the size-to-charge ratio or the electrical ion mobility, respectively, is also available from

such experiments.

4.1.2. High Kinetic Energy Ion Mobility Spectrometry

The main difference between the high kinetic energy ion mobility spectrometry (HiKE-

IMS) and a classical IMS is the operating pressure. While classical IMS systems operate

under atmospheric pressure (AP) conditions, HiKE systems operate at reduced pressure

typically between 10mbar to 40mbar. A HiKE-IMS is separated into two regions: In

the first region, ion generation takes place, and the second is the actual drift region. The

molecular dynamics in the sections of the instrument strongly depends on the reduced

field strength 𝐸/𝑁, which is the quotient of the electric field 𝐸 and the number density

𝑁; expressed as Townsend (Td):

1Td = 10−21Vm2 (4.1)

Due to the low pressure level in a Hike-IMS it is possible to achieve higher reduced

field strengths up to 120Td in both the reaction and drift region [52]. Therefore, the

HiKE-IMS allows more insight into the chemical kinetics of e.g. cluster reactions. Higher
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effective ion temperatures and shorter reaction times can be achieved due to the reduced

pressure and greater reduced field strength [53]. The mean free molecular path exceeds

that in an AP-IMS, which in turn enables the possibility to observe, for example, larger

cluster systems. In an atmospheric pressure IMS the mean free path is much shorter, and

only smaller cluster systems can be observed because of the higher number of collisions

between the cluster and the background gas. Additionally, due to the kinetic energy of

the ions, the ions gain much higher effective ion temperatures, although the HiKE-IMS

is operated at low absolute temperatures.

4.1.3. Ion Mobility

In the following, drift velocities 𝑣d are determined. To be able to compare them with

the literature data, the mobility of the ions 𝐾 is used. The ion mobility is a more

fundamental property of an ion within a given drift gas system. It is expressed by the

quotient of the drift velocity and the electric field strength 𝐸 :

𝐾 =
𝑣d

𝐸
=

𝐿

𝑡d · 𝐸
(4.2)

Here, 𝐿 is the length of the drift area in the IMS and 𝑡𝑑 is the drift time of the

ion. To take into account the different operating pressures and temperatures of different

instruments, the reduced ion mobility 𝐾0 is used:

𝐾0 = 𝐾 · 𝑁
𝑁0

= 𝐾 · 𝑇0
𝑇

𝑝

𝑝𝑜
(4.3)

𝑁 is the neutral number density, 𝑁0 is the neutral density under standard conditions,

𝑝 and 𝑝0 are the pressure and standard pressure, and 𝑇 and 𝑇0 are the temperature and

standard temperature. The number density can be expressed as the relation between

pressure and temperature using the ideal gas law. According to theoretical studies [54,

55], the reduced ion mobility 𝐾0 depends on various parameters:

𝐾0 =
3
√
2𝜋

16

𝑧𝑒

𝑁0

√︄
1

𝑘𝐵𝑇eff

[
1

𝑚(𝑇eff)
+ 1

𝑀

]
· 1

Ω(𝑇eff)
(4.4)

In addition to the mass of the charged particle 𝑚 and the mass of the background

gas 𝑀, the collision cross section Ω of the charged particle is of particular importance.

Here, 𝑧 is the charge state, 𝑒 the elementary charge, and 𝑘B the Boltzmann constant.

The effective ion temperature 𝑇eff reflects the effects of the collisions of the ion and

the background particles, which depend on the reduced field strength. The average
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collision energy is an important parameter for the dynamics of clustering and declustering

reactions, which, however, have no major significance in this work. The present focus

is on the theoretical possibility of determining the drift velocity in dependence on the

collision cross section and vice versa.

4.2. Implementation of Electric Fields in SPARTA

SPARTA handles basic chemical reactions and arbitrary surface geometries in the simu-

lation domain. However, albeit charged particles (charged droplets, molecular ions) are

implemented in SPARTA, their interaction with external fields is currently not consid-

ered. The SPARTA framework is designed in such a way that it can be easily extended

with additional custom functionalities. To give a brief overview, individual parts of the

SPARTA framework are the fixes. A fix is an operation that is applied to the system

during time stepping [56]. One example is the introduction of new particles to the

simulation domain during runtime. The code for new fixes can be added and most simu-

lation properties can be accessed and changed within the fix. The framework is written

in C++, therefore, potential extensions must be provided in C++ as well. In this work,

a new extension was developed to allow for the simultaneous determination of electric

field force and the interaction between charged particles and neutral gas particles with

the variable soft-sphere collision model. Therefore, a fix named fix efield.cpp and a

header-file named fix efield.h (cf. appendix B.2) are added to the SPARTA source

code. After compiling the code, the new fix is available, which initially could handles

linear and time-constant electric fields.

4.2.1. Operation Principe of the Electric Field Fix

The electric field fix is designed to take four different parameters: The electric field

vectors on each direction (𝑥, 𝑦 and 𝑧) and the species that is affected by the electric field.

These species have to be charged particles. The program ensures that the given species

is defined in the simulation setup and that the given charge is not zero. Furthermore, it

is verified that each component of the electric field vector is a valid number. To be able

to determine the acceleration of particles by the electric fields, the parameters such as

mass 𝑚 and charge 𝑞 of the species are retrieved. Together with the time step length 𝑑𝑡,

the velocity form electric acceleration 𝑣 can now be determined. The force 𝐹 exerted by

the electric field is determined by:
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𝐹x,y,z = 𝐸x,y,z · 𝑞 (4.5)

The resulting acceleration 𝑎 is then calculated.

𝑎x,y,z =
𝐹x,y,z

𝑚
(4.6)

Finally, the resulting velocity is expressed by the time step size and the acceleration.

𝑣x,y,z = 𝑎x,y,z · 𝑑𝑡 (4.7)

This additional velocity component is added to the already calculated velocity. This

step is performed at the beginning of each time step and is done for every particle of the

given species in each dimension.
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4.2.2. Testing the E-Field Fix

To verify that the custom source code is working as expected, a series of benchmark

simulation runs are performed. One ion is introduced to the simulation domain and is

accelerated by a constant electric field. A linear acceleration is expected because no

background gas is considered in the simulation. A two-dimensional rectangle is used as

the simulation domain.
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Figure 4.1.: Comparison of the achieved velocity of one particle. The blue line repre-

sents the velocity calculated with the new SPARTA fix and in green the

analytically calculated velocity. On the bottom the difference between the

two velocities is shown.

As shown in fig. 4.1 it is verified that both the velocity obtained by the simulation

code and the analytically calculated velocities are the same. As a result, only small

floating number errors are observed. It is expected from theory that an ion achieves a

steady-state drift velocity after an acceleration period, when a background gas is present.

The stable drift velocity obtained depends on the applied electric field strength and the

background gas pressure. If the background gas pressure increases, the mean free path

of the ion decreases; consequently, the collision frequency increases, and the ions are

slowed down.
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Table 4.1.: SPARTA simulation parameters for the e-field test case: Constant drift ve-

locity.

Parameter Value

Species O2
+ in N2

Background gas pressure 14.3mbar

n𝜌 1 × 1021

Number of ions approx. 100

Reduced field strength 20Td

The relevant simulation parameters are listed in table 4.1. Here, n𝜌 stands for the

number density of the gas mixture. For three-dimensional simulations, the unit of the

specified density is the number of particles per volume. For the two-dimensional case,

which is present here, the unit is the effective number of particles per area, since the

z-dimension thickness of the simulation box is equal to one [56].
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Figure 4.2.: The blue trace describes the mean velocity of all ions over the time. At the

beginning a short acceleration period is apparent. After approximately 50

nanoseconds a nearly constant drift velocity is achieved, the average value

is indicated by the green line.

As shown in fig. 4.2, the steady state drift velocity is reached after 50 ns. The average

drift velocity is 421m s−1 with a standard deviation of around 31m s−1. To obtain more
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numerically stable values, the number of ions can be increased. In this case 100 ions are

enough to show that a stable value is reached and the achieved value does not need to

be more accurate.

4.3. Calculation of Ion Mobilities in a HiKE-IMS

To describe the quality of the determined simulated drift velocities using the extended

SPARTA DSMC code, the reduced ion mobilities 𝐾0 for different ion and background

gas species pairings are calculated. Pairs of ions and background gas species are chosen

on the basis of available literature data. First, the influence of some key simulation

parameters, e.g., the time step size, is determined by the calculation of O2
+ in N2.

Taking into account the results of these initial simulations, further ion mobilities for

O2
+ in CO2 and N2

+ in N2 are calculated for different reduced field strengths. The

detailed presentation of the simulation results is followed by an overall discussion of the

results and outlook.

4.3.1. Description of the Simulation Boundary Conditions

A simplified model of a HiKE-IMS drift tube is used for all following simulations. The

two-dimensional geometry consists of a drift tube with a total length 160 cm and a

height of 30 cm. The electric field orientation is parallel to the x axis of the simulation

domain (cf. green arrow fig. 4.3). The ions are generated in the blue area on the left.

The top and bottom are simulated as walls. Particles and ions are allowed to leave the

simulation domain at the right and left terminal ends. The neutral gas flow has the

same orientation, in contrast to the real HiKE-IMS, as the electric field orientation. At

the beginning of each simulation, the drift area is already populated with neutral gas

particles according to the local pressure. All default values are valid unless explicitly

mentioned otherwise. The built-in variable soft-sphere model is used as collision model

[20]. The large dimension of the simulation domain is chosen to provide a sufficiently

large number of neutral gas particles.

4.3.2. Description of the Numerical Evaluation

As mentioned in section 4.1.3, the reduced mobility of the ions is used to compare the

simulation results with data from the literature. A small Python library named SPARA

(SPARTA Result Analysis) is designed for the calculation and visualization of results.
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Figure 4.3.: Generic high kinetic energy IMS drift tube. The applied electric field is

parallel to the x axis of the drift tube (green arrow). The neutral gas flow is

orientated from left to right (red arrow). The small blue area on the left side

describes the spawn area of the ions. The upper and lower domain bound-

aries are walls. The left and right boundaries are permeable for particles.

The reduced ion mobility is calculated as follows:

𝐾0

[
cm2

Vs

]
= 1000 · 𝑣d

𝐸

𝑁

𝑁0
(4.8)

The reduced ion mobility is often expressed in cm2V−1 s−1. Here, 𝑣𝑑 is the drift

velocity, 𝐸 the electric field strength , 𝑁 the number density, and 𝑁0 the number density

at standard temperature and pressure. The drift velocity is calculated from the average

velocity of all ions over the entire drift time. Since the effect of the ions on the neutral

background gas should also be considered, the following method is developed: The

SPARTA output data are transferred to VTK data [57] and for each column of the grid

a vertical plot over line (POL) filter is applied (cf. fig. 4.4). This filter returns the values

of the point-centered variables along a given line. If necessary, the filter uses interpolation

to determine the values at the selected position [58]. For each POL provided dataset,

the average value of this x coordinate is calculated. All values calculated in this way are

then summarized in a graph. This provides the particle density as an average value for

the entire drift cell depending on the x position for a given timestep. This calculation

method causes the resolution to be lost in the y direction. However, because the ions
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are uniformly distributed on the y axis, this dimension has no major significance.
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Figure 4.4.: The simulation domain is divided into grid cells (black lines). To each grid

column one plot over line filter is applied (indicated as blue arrows).

Upon using the described calculation method, on the one hand, the calculated drift

velocity can be converted into a comparable reduced ion mobility and, on the other

hand, the influence of the ions on the background gas can be visualized and assessed.

4.4. Results

4.4.1. Variation of Simulation Parameters based on O2
+ in N2

The effect of different simulation parameters is investigated in the following section.

Each parameter is compared with a reference simulation to determine its effect. The

parameters of the reference simulation are listed in table 4.2.

The parameter Fnum established the relation between real physical and simulation

particles. For example, a value of 1 × 1021 means that one particle in the simulation

represents 1× 1021 real particles. The mean drift velocity of the ions is shown in fig. 4.5.

In this case, the temporal resolution is too low for the initial equilibration phase in which

the ions reach the constant drift velocity to be visible. A relatively stable drift velocity

between 0 µs to 80 µs is established with 1330m s−1. Variations in the mean velocity are
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Table 4.2.: SPARTA simulation parameters of the reference simulation run. Values

printed in cursive are varied.

Parameter Value

Species O2
+ in N2

𝐹𝑛𝑢𝑚 1 × 1021

Background pressure 14.3mbar

Time step length 2 × 10−9 s

Grid resolution 3.24 × 106 cells/m2

Number of ions 100

Flow direction xlow to xhigh

Collision model VSS

SPARTA version 9 Jan 2020

considered to be expected for the number of sampled ions. After this stable period the

drift velocity increases to a value of 2750m s−1. For the calculation of the reduced ion

mobility only the time frame with the constant velocity is selected (marked with the

green line in fig. 4.5). At the end of the drift time, one expects that the overall drift

velocity decreases because most of the fast ions should have left the simulation domain.

However, exactly the opposite is seen, the drift velocity increases significantly.

The inhomogeneity of the background gas density is responsible for this sudden in-

crease in velocity. As shown in fig. 4.6 the background gas density is temporally and

spatially not stable. First, the area in front of the ion ensemble is considered: At 16 µs, it
is observed that the background gas density is almost at the specified pressure. The den-

sity is only slightly higher. This remains stable until 88 µs. At this time, a clear decrease

of the gas density in front of the ensemble is discernible. This is the reason why the drift

velocity increases strongly at that time. Due to the lower background pressure, fewer

collisions occur and the decelerating effect of the collisions is lost. The sharp decrease in

density to the right seems to be due to the applied boundary condition: The background

gas particles are allowed to leave the simulation domain at this location and the neutral

gas flow is directed from left to right. Surprisingly, there is no direct increase in density

on the left side of the ensemble, although new background particles enter the domain at

that location. In contrast, at smaller x positions first a clear decrease is noticeable, and

then an increase, which becomes more pronounced with time. It appears as if the ion

ensemble is pushing the neutral gas particles together, so that they form a compression
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Figure 4.5.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. The blue trace describes the mean drift velocity over all ions

per timestep. The green line indicates the average value of the drift velocity,

which is used for the determination of the reduced ion mobility.

wave. This leads to an area with increased density directly behind the ensemble and

an area with lower density behind the area with higher density. This sinusoidal shaped

wave becomes wider with increasing time; the area with higher density is never in front

of the ion ensemble. However, it is noticeable that the ions pass through the drift tube

with the correct density until the simulation time reaches 80 µs.
In conclusion, the value of the reduced ion mobility corresponding to a drift ve-

locity of 1330m s−1 is 5.05 cm2V−1 s−1. The corresponding literature [59] value is

2.76 cm2V−1 s−1, roughly a factor of two smaller. The value determined with the simu-

lation for the reduced mobility to large and not within the expected margin of numerical

and experimental uncertainty. Based on this reference reduced mobility, simulation re-

sults obtained upon variations of the input parameters are compared in the following.
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Figure 4.6.: Background gas density distribution for different times for O2
+ in N2. Sim-

ulation parameters are listed in table 4.2. The dashed blue line indicates

the particle density according to the specified background pressure. The

vertical line refers to the average x position of the ion ensemble.
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Variation of the Time Step Length

As mentioned in section 3.1, the time step size Δ𝑡 is a critical parameter for the DSMC

algorithm. It should be small in relation to the mean collision time, and the simulated

particles should move at least for one time step within each grid cell. Otherwise, no

separation between the motion and collision of a particle can be made. As Eddie Yin-

Kwee and Ningyu Liu describe, the time step size should be approximately equal to or

less than the mean collision time for a particle [60].

Δ𝑡 <
𝜆

𝑣
(4.9)

In other words, the time step size Δ𝑡 should be smaller than the mean free path 𝜆

divided by the most probable molecular velocity 𝑣. The mean free path is given by

eq. (4.10).

𝜆 =
𝑘B𝑇√
2𝜋𝑑2𝑝

(4.10)

Here 𝑇 is the temperature, 𝑘B the Boltzmann constant, 𝑝 the gas pressure, and 𝑑 the

diameter of the particle. Under the given conditions, the mean free path of the ions is

approximately 4.41 × 10−6m. The experimental drift velocity [53] of 742m s−1 results

in a time step length that should be less than 6.0 × 10−9 s. Accordingly, the time step

length of the reference simulation should already be sufficiently short. For comparison,

a time step length slightly longer than the required condition and two shorter ones are

investigated. The number of time steps is adjusted so that all ions reach the end of the

drift cell in each simulation run.

The drift velocities are shown in fig. 4.7 and the results are listed in table 4.3. All three

simulations with the time steps that satisfy the condition (eq. (4.9)) show similar profiles.

Only the results of the simulation with the largest time step length looks different (cf.

fig. 4.7 green line). However, the green graph shows contradictory data. On the one

hand, it shows significantly lower drift speeds, but on the other hand, a short drift time,

which indicates a higher speed.
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Figure 4.7.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. Each graph represents a different time step length. The blue

trace represents the reference simulation.

Therefore, the drift velocities generated by SPARTA 𝑣d,s (y axis values) are compared

with the rudimentary calculated drift velocities:

𝑣d,c =
𝐿

𝑡d
(4.11)

Here 𝐿 is the length, the ions passed with a stable drift speed, and 𝑡d the time it took

them to pass 𝐿.

Table 4.3.: Comparison of the results from the time step length variation.

Δ𝑡 [s] 𝐾0 [cm2V−1 s−1] time steps/grid cell 𝑣d,c/𝑣d,s

8 × 10−9 4.10 62 1.8

2 × 10−9 5.05 205 1.2

1 × 10−9 5.22 396 1.1

8 × 10−10 5.29 489 1.1

The ration between these values decreases with the shorter time step length. Since the

drift speed indicated by the velocity vectors as exported from SPARTA for the shortest

time step length is nearly twice the drift speed calculated with eq. (4.11), the former
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values are unreliable. The cause was not determined. When the advised range of the

time step length is kept, this deviation appears to remain small and negligible. Another

stated condition is that the particles spend at least one time step inside a grid cell.

As shown in table 4.3 this condition is satisfied for all simulations. In summary, the

optimum value for the reduced ion mobility is provided by the simulation run which

produced an inconsistent result. The results obtained from the other simulations are

slightly worse, but achieve more consistent values for the 𝑣𝑑,𝑐/𝑣𝑑,𝑠 ratio. Consequently,
no improvement can be seen compared to the data in the literature. The background

gas density distribution does not show any changes to the reference simulation.

Variation of the Grid Cell Resolution

In addition to the time step length, the resolution of the grid that is used for the selection

of potential collision partner for particles is another important parameter for the stability

of a DSMC calculation. A general rule for the grid resolution 𝑅 is that it should be one

half to one third of the mean free path 𝜆:

𝑅 =
1

2
𝜆 (4.12)

However, this means that the number of cells would have to increases by a factor of

about 250. Accordingly, the required simulation time exceeds a reasonable time frame.

The reference simulation computes around 4.2 h on 6 CPU cores, doubling the resolution

with simultaneously increasing the CPU cores to 10 increases the computing time by a

factor of 4. Therefore, for one simulation run, the boundary conditions are adjusted to

fulfill eq. (4.12). All changes are listed in table 4.4.

Table 4.4.: Changed SPARTA simulation parameters to fulfill the stated requirement for

the resolution.

Parameter Value

Spatial scaling factor 1/100
Pressure 10mbar

Time step length 2 × 10−10 s

Grid resolution 1 × 1011 cells/m2

To speed up the simulation, the spatial dimensions of the IMS are scaled by a factor

of 0.01. Additionally, the pressure is adjusted from 14.3mbar to 10mbar and the time
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step length is adjusted to fit the needs of eq. (4.9). By changing these parameters the

comparability between the results and the reference simulation is suffering, but necessary.
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Figure 4.8.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.4. The blue trace describes the mean drift velocity over all ions

per timestep. The green line indicates the average drift speed, which is used

for the determination of the reduced ion mobility 𝐾0.

The pattern of the velocity profile is similar to the reference simulation as visible

in fig. 4.8. An exception is that the increase of the velocity to the steady state area

is visible, but this is only due to a higher sample rate of the data. Furthermore, the

increase towards higher drift velocities is not as steep, but this may be caused by the

overall smaller time frame in this simulation run. In this shorter time, less particles

have left the domain and therefore the background pressure at the end is still a lit-

tle higher as compared to the reference simulation. The average drift velocity is with

1496m s−1 slightly higher as the reference value, hence the reduced ion mobility with

5.57 cm2V−1 s−1 as well. Thus, even a significantly enhanced grid resolution does not

provide improved values in terms of ion mobility. However, the background gas density

changes significantly (cf. fig. 4.9).

Now, the region in front of the ion ensemble behaves as expected. In this case, the

ions have no significant influence on the background gas density in close vicinity to their

position. There is still a peak on the left side of the drift tube. It is not clear whether

this peak belongs to newly introduced particles or is caused by the ions; in addition it
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Figure 4.9.: Background gas density distribution for different times for O2
+ ions in N2.

Simulation parameters are listed in table 4.4. The dashed blue line indicates

the particle density according to the specified background pressure. The

vertical line refers to the average x position of the ion ensemble.
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is somehow delayed. As always, the background gas density in front of the ensemble

remains stable for most of the time. The acceleration of the ions towards the end of the

drift tube can also be explained by the background pressure drop.

Since it was shown that a significant increase in the grid resolution does not provide a

more accurate value in terms of the ion mobility, a smaller adjustment of the resolution

on the results is investigated. Here, only the resolution is adjusted in comparison to the

reference simulation to ensure a better comparability. The other reference parameters

remain unchanged. The resolution of the grid is improved by a factor of four and

decreased to one quarter in size. The drift velocities are shown in fig. 4.10.
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Figure 4.10.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. Each graph represents a different grid resolution. The blue

trace represents is the reference simulation.

The results show that there is no noticeable difference between the medium and higher

grid resolutions, although a smaller resolution results in considerably higher drift veloc-

ities, which in turn leads to a higher reduced ion mobility of 6.09 cm2V−1 s−1. The

difference between the higher and the medium resolution is around 0.02%; 4.94 for the

higher resolution and 5.05 cm2V−1 s−1 for the standard resolution, which is well within

the expected margin of numerical uncertainty. It seems that a sufficiently good grid

resolution is reached with 3.24 × 106 cells/m2. An increase in resolution only results in

longer computing times.
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Variation of the Flow Direction of the Background Gas

To better simulate the experimental setup, which uses a counter-flow in the drift tube,

the neutral gas flow direction is changed. For all the previous studies, the neutral gas

molecules are introduced on the left boundary, while the particles are introduced from

the right side in the subsequent simulation.
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Figure 4.11.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. The green trace describes the simulation with the counter-flow

neutral gas. The blue trace represents the reference simulation.

In contrast to the reference simulation, the velocity of the ions first decreases before it

increases at the end. The region with stable drift velocity is very similar to the reference

simulation. Therefore, the reversal of the background gas flow imposes no changes in the

resulting ion mobility. The different behavior at the end of the drift tube is explained

by the background gas density (cf. fig. 4.12).

At the end of the drift time the ion ensemble enters a region with higher density

because here the new neutral gas particles are introduced. At 92 µs it can be observed

that both areas with higher density merge. The ion ensemble must pass the region with

elevated density at the end of the tube. Therefore, the drift speed decreases in this area,

in contrast to all previous shown cases. Additionally, no elevated density at the entry

of the tube is observable due to the different introduction location of the neutrals. The

missing initial peak at the left terminal renders it more likely that this peak is normally
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Figure 4.12.: Background gas density distribution for different times for O2
+ ions in N2.

Simulation parameters are listed in table 4.4. The background gas flow is

changed in direction. A counterflow principle is applied. The dashed blue

line indicates the particle density according to the specified background

pressure. The vertical line refers to the average x position of the ion en-

semble.
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caused by the new background gas particles and not by the passing ions. However,

in the center region, the ion ensemble passes a wide area with a density according to

the specified pressure of 14.3mbar. In summary, the change of the flow direction of

the neutral gas flow has no effect on the calculated ion mobility. Nevertheless, the

dynamics between the neutrals and ions is clearly different in this case. If the calculated

ion mobility were closer to the literature value, a closer inspection of this dynamic is

recommended.

Variation of the Ratio between Physical and Simulated Particles

The ratio of physical to simulated particles (named Fnum in SPARTA) is varied, but this

only applies to the neutral gas particles and not to the number of ions. Depending on

the simulation purpose, the number of simulated particles must be adjusted to obtain a

statistically representative particle sample. An increase of the value of Fnum primarily

increases the calculation time, while it has less demanding additional requirements on

memory. The Fnum parameter changes from 1 × 1021 to 1 × 1020 and 5 × 1019.
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Figure 4.13.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. Each graph represents a different Fnum value. The blue trace

represents the reference simulation.

A lower ratio between simulated and physical particles does not provide a significant

improvement in terms of lower drift velocities, and the simulation results are the same
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within some expected numerical fluctuations. The reduced ion mobility differs only

marginally. Thus, the longer simulation times due to the lower value of Fnum do not

lead to improved results for the ion mobility.

Variation of the Number of Introduced Ions

Finally, the number of introduced ions is varied. It is noted that the reduction in the

number of ions decreases the statistical certainty of the ion ensemble. The velocity pro-

files are independent of the number of ions (cf. fig. 4.14) as they are identical within

the numerical fluctuations. As expected, an increase in numerical fluctuations is clearly

visible with the decrease in the number of ions. The standard deviation of the mean

velocity increases from 55m s−1 for 104 ions to 410m s−1 for only two ions. The best

value obtained for the reduced ion mobility is 4.99 cm2V−1 s−1 for 58 ions. The cal-

culated mobility for 2 and 12 ions is 5.14 cm2V−1 s−1. Overall, there is no noticeable

improvement regarding the ion mobility.
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Figure 4.14.: Drift velocity results for O2
+ ions in N2. Simulation parameters are listed

in table 4.2. Each graph represents a different number of ions. The blue

trace represents the reference simulation.

In contrast to the background gas density variation data, figure 4.15 shows always

the same drift time of 80 µs. In this case, the number of introduced ions is varied. It

is seen that it has a clear impact on the background gas density distribution. Although
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Figure 4.15.: Background gas density distribution for different number of introduced O2
+

ions in N2. The drift time for each frame is 80 µs. Simulation parameters

are listed in table 4.4. The dashed blue line indicates the particle density

according to the specified background pressure. The vertical line refers to

the average x position of the ion ensemble.
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there is no discernible effect on the background gas density with 2 ions, it increases as

the number of ions increases. The decrease of the background gas density as well as the

increase form the left side at the end of the drift tube is not affected by the number of

ions. This shows that the unstable boundary conditions on the left and right sides of the

drift tube do not depend on the number of ions introduced. However, this is the second

time, where no direct impact from the ion ensemble to the background gas density is

observed. The first time was with significantly higher grid resolution (cf. section 4.4.1).

In the previous case, even with 100 introduced ions, no higher density directly after the

ion ensemble is observed. Now, the latter is only the case for 2 ions. This suggests

that not only the grid resolution but also the number of ions is responsible for this

compression effect.

Summary of the Variation of Key Parameters

With respect to the reference simulation, it has become apparent that the determined

values for the ion mobility are within the correct order of magnitude but still deviate

significantly from the experimental values. As demonstrated, the ions mostly behave as

expected, reaching a stable velocity after a short acceleration period. However, this is

clearly too high. It was also shown that the background gas conditions towards both

ends of the drift tube are not stable, but this only affects, if at all, a rather small part of

the actual drift path. The effect of the ions on the background gas through which they

passed is rather ambiguous. It appears as if a combined effect of the grid cell resolution

and the ions themselves is responsible for this effect. If the grid resolution is significantly

increased, this effect is completely absent. Additionally, the effect is not observed when

the number of ions is really small. However, no significant improvement in terms of

ion mobility could be achieved by any variation of the parameters. For this reason,

all default values of the varied parameters (cf. table 4.2) are used for all subsequent

simulations.
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4.4.2. Reduced Field Strength Variation

Using two combinations of ions and background gas, the effect of different reduced

field strengths is investigated. The choice of ion-background gas pairs is limited by

the availability of parameters for the VSS model as well as the literature data for the

different reduced field strengths. For N2
+ in N2, the reduced field strengths from 20 to

60Td are investigated. For O2
+ in CO2 higher field strengths from 100 to 600Td are

covered. The default parameters are listed in table 4.5.

Table 4.5.: Default SPARTA simulation parameters for the reduced field strengths vari-

ation.

Parameter Value

Fnum 1 × 1021

Background pressure 20mbar

Time step length 2 × 10−9 s

Grid resolution 3.24 × 106 cells/m2

Number of ions 100

Flow direction xlow to xhigh

Collision model VSS

SPARTA version 9 Jan 2020
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N2
+ in N2

A total of three different reduced field strengths are simulated: 20, 40, and 60Td.

Naturally, the drift velocity of N2
+ increases with increasing reduced field strength.
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Figure 4.16.: Drift velocities results for N2
+ ions in N2. Simulation parameters are listed

in table 4.5. Each graph represents a different reduced field strength.

The shapes of the velocity profiles show no significant differences from the previous

simulations. Again, a large range of constant velocities, which increases significantly

towards the end. Also, the background gas density does not show differences from those

already seen in section 4.4.1. The results of the corresponding reduced ion mobilities are

listed below.

Table 4.6.: Comparison of the calculated and experimental [59] reduced ion mobilities

for N2
+ in N2

𝐸/𝑁 [Td] 𝐾0,lit [cm
2V−1 s−1] 𝐾0,sim [cm2V−1 s−1] Δ𝐾0

20 1.83 10.08 8.25

40 1.75 7.26 5.51

60 1.63 5.94 4.31

The largest differences are obtained for 20Td. The drift velocity is 5.5 times higher

than the experimentally determined value. The deviation between the calculated and
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experimental values decreases with increasing reduced field strength: from 8.25 to 5.51

to 4.31 cm2V−1 s−1, respectively. However, at 60Td there is still a factor of 3.6 between

the experimental and simulated values.

O2
+ in CO2

Due to a larger body of available experimental data, a total of four different reduced

field strengths are simulated: 100, 200, 400 and 600Td. Velocity profiles are shown in

fig. 4.17.
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Figure 4.17.: Drift velocities results for O2
+ ions in CO2. Simulation parameters are

listed in table 4.5. Each graph represents a different reduced field strength.

The velocity profile above 100Td does not show an increase in the drift speed at the

end of the tube, as the ions traverse the drift tube too quickly, so that no pressure

drop could form at the end. At 400Td, the velocity drops at the end. This is probably

because at the last recorded data point only the slow ions from the distribution are still

present, and thus the intersection velocity is lower. At 400 and even more so at 600Td,

way more data points are present, resulting in a more noisy picture. The density profile

does not show any clear differences from those already shown; with the exception of the

non-existing drop in pressure at the end. The increase in density after the ion package

is significantly smaller, but, as already mentioned, it has very little, if any, significance.

The calculated values for the reduced ion mobilities are listed in table 4.7.

The simulated values for the ion mobility are a factor of 3.6 to 2.5 times higher
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Table 4.7.: Comparison of the calculated and experimental [59] reduced ion mobilities

for O2
+ in CO2

𝐸/𝑁 [Td] 𝐾0,lit [cm
2V−1 s−1] 𝐾0,sim [cm2V−1 s−1] Δ𝐾0

100 1.38 4.95 3.575

200 1.47 4.47 3.00

400 1.50 3.95 2.45

600 1.38 3.43 2.05

than the experimental values. The difference between the simulated and experimental

data is decreasing with increasing reduced field strength, similar to the nitrogen system

presented in the last section. The calculated results show a clear decreasing trend in

contrast to the experimental data, although the differences in the various reduced field

strengths in the literature data are much smaller. Due to the lack of literature data for

a higher reduced field strength for the N2
+ in N2 system, it is not possible to distinguish

if the higher gap between the literature and the calculated results could be caused by

the lack of resonant charge transfer. It may very well be that the better matching of

the calculated results for O2
+ in CO2 is due to i) the higher reduced field strengths and

ii) that resonant charge transfer is not possible. However, even for 600Td the difference

between the literature and the calculated value is greater than the literature value itself.

4.5. Conclusion and Outlook

In summary, the integration of electric fields into the existing DSMC code SPARTA was

successfully carried out. First, the functionality checks verified that the electric force

is calculated correctly. If no background gas is present, SPARTA with enabled electric

fields delivers the correct results. The ions are accelerated as expected in relation to the

applied electric field. If background gas is added, the basic behavior of the simulated

charged particles is in accordance with qualitative expectations as well. The ions are

initially accelerated by the applied field and decelerated to a stable drift velocity by

the collisions with the background gas. Thus, the basic requirements for determining

drift velocities and the resulting ion mobilities are technically given. The calculation of

the first ion mobility of O2
+ in N2 showed that the calculated values for mobility are

on the same order of magnitude as the experimental values but almost a factor of two

too high. It is also noticeable that the defined boundary conditions are not stable over
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the simulation time. Strong fluctuations in the background gas density are observed.

This is also noticed by the sudden acceleration of the ions at the end of the drift tube.

Here, the ions enter a region in which the background gas pressure became significantly

lower, and thus the extent of deceleration due to collisions decreased. However, it is

also observed that the ions travel through the drift tube mostly with stable background

gas pressure. In the region that the ions had already traversed, a significant increase

in pressure is observed. Nevertheless, by subsequently examining the main simulation

parameter, it was found that this influence of the ions on the neutral gas disappears

as soon as the resolution in time and the simulation gird are sufficiently small. The

relationships of the mean free path and these parameters established in the literature

are used to improve the models. However, this has the consequence that the geometry

size dimensions have to be reduced by a factor of 0.01 to keep the computation time and

the numerical effort within a feasible range. It is shown that the ions have a significant

effect on the background gas in the simulation, which should not be so pronounced. They

are pushing the neutral gas particles together and form a compression wave. However,

this wave does not have a large effect on the drift velocities. The compression wave

is formed directly behind the ion ensemble and not in front of them. As shown in

different cases, the ions traverse a large area with stable background densities that is

related to the given background pressure. In case of reduced ion mobilities, no changes

in the parameter set did not result in a significant improvement. Therefore, it is decided

to keep the default boundary conditions for all further calculations. Interestingly, for

longer time step lengths, significantly better values for ion mobilities are obtained. The

reason is that the values for the velocity output by SPARTA is smaller than the velocity

calculated from the distance traveled and the time of flight. Thus, although better values

were determined, they cannot be relied upon in terms of stability and reliability. The

reason for this is not investigated further due to the complexity of the problem and the

size of the SPARTA framework. Additionally, two more pairs of ions and background

gas are investigated under variation of the reduced field strength. It is found that the

deviation of the ion mobility from the experimental data decreases with an increase

in the reduced field strength. There is still a difference of 2.13 cm2V−1 s−1 (1.30 to

3.43) between the values even in the best case. Since this difference is caused by the

exceedingly high drift velocity of the ions, and since the acceleration by the electric

field is correct, the issue must be found in the collision model. It appears as if that

the ions do not experience enough collisions on their travel through the drift tube or

are thus not sufficiently decelerated. This rational also explains why the mobility values
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improve with higher field strength. Due to the higher field strength, the residence time

of the ions in the drift tube is shorter, and thus the total number of collisions with the

background gas decreases. By artificially increasing the collisions, i.e., by quadrupling

the ion radius, a much better ion mobility is achieved. Finally, it was shown that the

determinations of the ion mobilities with simultaneous consideration of the effect on

the background gas are not straightforward. The deviation of the determined mobilities

from the experimental data is too large and the reason for this issue is currently not

known.

For this reason, another approach for the determination of ion mobilities in IMS

systems is developed in our research group. For this purpose, the ion dynamics simulation

framework (IDSimF) [61] is used. In this framework, it is possible to calculate ion

trajectories in neutral background gas under the influence of electric fields, while not

modeling the background gas particles explicitly. As stated above, the collisions model is

crucial for the quality of the determination of calculated mobilities. The collision model

used is based on the molecular dynamics (MD) approach. Newtonian equations of motion

are solved for each individual collision of ions with the background gas particles. The

acceleration acting on the particles is determined via an MD force field. This force field

is a combination of the 12-6 Lennard-Jones potential, which models the repulsion over

short distances between two non-bonding particles, and an ion induced dipole moment

potential, which describes the attraction forces over long distances. In general, this

approach allows much more accurate determinations of ion mobilities than the SPARTA

approach [62], while information regarding the effect of the ions on the background gas

is lost in this process. However, with the approach chosen in this work this is currently

only qualitatively possible at best.
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5. Modeling of a Transfer Stage between a

HiKE-IMS and a TOF-MS

This chapter describes a method for the determination of the effects of an ion transfer

system on ions traversing this stage. An ion guide located between a high-kinetic energy

ion mobility spectrometer (HiKE-IMS) and a time-of-flight mass spectrometer (TOF-

MS) is analyzed in detail with respect to the kinetics and collision energies of charged

particles. First, the neutral gas flow is modeled with the DSMC code SPARTA. Two

different approaches are chosen for this purpose: One is a fully resolved three-dimensional

model; the other is a simplified two-dimensional axisymmetric model. The results of

these two models are compared and discussed. Subsequently, the obtained results are

used to determine the ion trajectories and kinetic energies of the transferred ions. This

is done using the commercially available simulation program SIMION. In addition, a

simple and fast method for the transformation of neural gas flow data from SPARTA to

SIMION is described.

5.1. Introduction

To obtain additional information about the chemical dynamics within a HiKE-IMS, a

TOF-MS instrument is coupled to the exit of the mobility analyzer. For an efficient

transfer of ions from the IMS into the TOF-MS, an ion funnel followed by a quadrupole

ion guide is used within a differentially pumped vacuum housing (transfer stage).

The transfer stage bridges the pressure difference between the IMS with a drift gas

pressure of about 15mbar to the high vacuum region of the mass spectrometer with

background pressure of 7 × 10−6mbar. The transfer stage must transport most of the

ions from the exit of the drift tube efficiently to the inlet of the MS system. In this

process, electric fields are used to focus the ions within the neutral gas flow. This section

investigates the first segment of the transfer stage represented by the quadrupole. Ion-

molecule reactions establishing ion-bound cluster equilibria are essential in the HiKE-

IMS. The clusters population distribution is strongly related to the energy the clusters
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5.1. Introduction

Figure 5.1.: Sketch of the HiKE-IMS (left segment), the transfer stage consisting of the

ion funnel and the segmented quadrupole (center) and the mass spectrometer

(right segment).

gain or lose during their lifetime. To assess the impact of the transfer stage on these

clusters, the energy balance of the molecules involved during the transfer is estimated.

The kinetic energy of the ions is determined as a descriptive characteristic. In the first

approach, the neutral gas flow is modeled at the entrance of the segmented quadrupole.

For this purpose, the SPARTA framework is used.

Figure 5.2.: CAD model of the transfer quadrupole. Shown are just four printed circuit

boards on which the electrodes are located. Since the structure lacks the

open line of sight between the rods of a classical quadrupole, there are

openings in the plates to reduce the pressure on the inside.

This quadrupole is constructed using four printed circuit boards (PCBs, cf. fig. 5.2

and fig. 5.3). A two-dimensional axisymmetric model cannot be derived directly from the

real model because of the angular geometry. For this reason, a modified two-dimensional

approximate model is created (cf. fig. 5.4). This model is later compared with a fully

developed three-dimensional model.

The advantages of the two-dimensional axisymmetric model are significantly faster

calculation times, less complex geometry, and smaller size of the result data sets. In

section 5.3 the calculated results of the two models are compared and evaluated.
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5. Modeling of a Transfer Stage between a HiKE-IMS and a TOF-MS

Figure 5.3.: Photograph of the four main printed circuit boards with the three associated

locking rings.
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Figure 5.4.: Geometry of the two-dimensional axisymmetric model of the transfer

quadrupole. The symmetry axis is with the x axis in this plot. The spac-

ing between the different segments matches that dimension of the three-

dimensional geometry.
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5.1. Introduction

In the next section, ion trajectories are computed considering neutral gas flow profiles

obtained by gas flow simulations. The kinetic energy of the ions is determined from

these trajectories. In addition, the required transformation of the output data from the

neutral gas flow into a suitable input format for SIMION calculations is important in

multiple parts of the work (see section 6.4.3).
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5. Modeling of a Transfer Stage between a HiKE-IMS and a TOF-MS

5.2. Simulation Setup for the Neutral Gas Flow

The input parameters for the calculation of the neutral gas flow are obtained from

experimental data. The inlet pressure at the entrance of the quadrupole is experi-

mentally determined to be approximately 15mbar. The outflow areas in both models

(two-dimensional approximation and full three-dimensional model) are similar. The

PCB quadrupole is surrounded by a flange cross, which is pumped on one side. Due to

computational effort, the model is limited to a length of 0.02m in the x dimension.

5.2.1. The Three-Dimensional Setup

The simulation parameters for the full three-dimensional model are listed in Table 5.1.

Table 5.1.: SPARTA simulation parameters for the three-dimensional neutral gas flow

simulation of the PCB quadrupole.

Parameter Value

Dimensions 3

Spatial simulation domain [m]:

x 5 × 10−4 0.02

y −0.011 0.011

z −0.011 0.011

Simulation grid resolution 3.95 × 1010 [cells/m3]

n𝜌 3.7 × 1023 (approx. 15mbar)

Fnum 1 × 1019

Number of particles 16 948 853

Timestep size (Δ𝑡) 2 × 10−9 s

Species N2

Collision model VSS

Number of time steps 150 000

Here, n𝜌 stands for the number density of the entire gas mixture. For three-

dimensional simulations, the unit of the specified density is the number of particles per

volume. For the two-dimensional case, the unit is the number of particles per area, since

the z dimension thickness of the simulation box is equal to one. The Fnum parameter

sets the ratio between real and simulation particles. For example, a value of 1 × 1019
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5.2. Simulation Setup for the Neutral Gas Flow

means that one particle in the simulation represents 1 × 1019 real particles [1]. For a

future explanation of the chosen collision model, see section 3.5.

Figure 5.2 shows the CAD model of the quadrupole. For the SPARTA simulation, a

slightly simplified model is used (cf. fig. 5.5). In addition to the CAD model shown in

Figure 5.2, the front end of the vacuum cross tube closest to the quadrupole and the

inlet orifice are also considered in the three-dimensional SPARTA model.

Figure 5.5.: Intersection of the simplified three-dimensional model of the PCB

quadrupole with a section of the vacuum cross tube and the inlet orifice.

All curved shapes, such as the circular orifice in the front plate, are removed from

the model, as this caused several error messages in SPARTA. It is a challenging task to

design a geometry that is suitable for the simulation and still close to the real set-up.

The particles are introduced upstream of the quadrupole, directly in front of the orifice.

The top, bottom, left, right, and back side are defined as outflow areas. This means that

particles that hit such boundaries are allowed to leave the simulation domain. All values

derived from the numerical model of the neutral gas flow are determined at a time when

the simulated system is in steady state.
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5.2.2. The Two-Dimensional Setup

The simulation parameters for the two-dimensional simulation are listed in Table 5.2.

Table 5.2.: SPARTA simulation parameters for the two-dimensional neutral gas flow sim-

ulation of the PCB quadrupole.

Parameter Value

Dimensions 2

Spatial simulation domain [m]

x 5 × 10−4 0.02

y −0.011 0.011

Simulation grid resolution 1.77 × 107 [cells/m2]

n𝜌 3.7 × 1023 (approx. 15mbar)

Fnum 1 × 1016

Number of particles 1 125 166

Timestep size (Δ𝑡) 2 × 10−9 s

Species N2

Collision model VSS

Number of time steps 300 000

In Figure 5.6 the model of the two-dimensional axisymmetric model is shown. The

light blue area marks the location, where the new particles are introduced to the simu-

lation domain (red dotted line).
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Figure 5.6.: Two-dimensional axisymmetric geometry of the PCB quadrupole. The red

dotted box marks the simulation domain. The bottom line of this rectangle

describes the symmetry axis. New particles are introduced in the blue area.

5.3. Comparison of the Two- and Three-Dimensional

Simulations

The SPARTA calculations are used to determine the neutral gas flow and pressure pro-

files. Pressure and velocity distributions are significant for the dynamics of the ion mo-

tion within the neutral gas. Therefore, the calculated flow profiles have to be transferred

to the SIMION model for the calculation of ion trajectories and ion energy distributions.

Since the ions and neutral gas particles must pass through the small orifice at the front

of the quadrupole, the area near the central axis through the quadrupole is the most

relevant region for the ion trajectory simulation. The pressure and velocity profiles along

the center (main) axis of the quadrupole structure are calculated with the Paraview soft-

ware [8] and the “Plot Over Line” (POL) filter. This filter calculates the values of the

point-centered variables along a given line in an XY-plot. If necessary, the filter uses

interpolation algorithms to determine the values at the selected location [58].

5.3.1. Comparison of Flow Profiles at the Center of the Simulation Domain

In the two-dimensional case, the POL filter is applied close to the symmetry axis (cf.

fig. 5.7). In the three-dimensional case, the POL filter is located exactly in the center of
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5. Modeling of a Transfer Stage between a HiKE-IMS and a TOF-MS

the orifice. The length of the cutline is 0.02m and is equal for both cases and corresponds

to the total simulation domain.
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Figure 5.7.: Two-dimensional axisymmetric geometry of the PCB quadrupole. The blue

arrow indicates the cutline of the POL filter and the rotational axis.

The comparison of pressure profiles (cf. fig. 5.8 top) shows only minor differences

between the two- and three-dimensional models. The boundary conditions at the front of

the entrance of the quadrupole are identical. Within the first 2.5mm the pressure drops

significantly. After 2.5mm, minor differences are observed, but the terminal pressure

after 20mm is identical. Inspecting the flow velocities in the x direction (cf. fig. 5.8

center), a similar pattern becomes apparent. The curves rise rapidly, with a maximum

of about 600m s−1 in the three-dimensional case and 520m s−1 in the two-dimensional

case. Additionally, the x positions of the two maxima are almost identical; however,

different final speeds are reached. The final speed is 550m s−1 in the three-dimensional

simulation and approx. 200m s−1 higher than in the two-dimensional approximation.

This is the first time an effect of the smaller number of particles in the two-dimensional

simulation is noticeable. In the three-dimensional case, the number of particles is larger

by a factor of about fifteen. This can be seen in the rectangular velocity jumps at higher

x values. These large deviations occur because of the low absolute number of particles.

The average value is clearly more affected by the individual particle velocities.

62



5.3. Comparison of the Two- and Three-Dimensional Simulations

In comparison, the radial speeds are similar after 5mm (cf. fig. 5.8 bottom). In

the simplified two-dimensional simulation, a significant increase at 2.5mm is observed,

which is not present in the full three-dimensional case. These observations could be

due to the fact that in the two-dimensional case, an axisymmetric geometry is used.

In this case, the x axis is not only the axis of rotation, but also the axis that passes

through the center of the quadrupole entrance orifice (fig. 5.6). In the three-dimensional

case, there is no such rotation axis. The conditions are not completely identical, as the

generated values are determined exactly on the axis in the 3D case and just above the

axis in the two-dimensional case. Nevertheless, in the three-dimensional case, a much

lower increase in the radial velocity is noticeable. This may depend on the emulation

approach of the two-dimensional axisymmetric simulation for a three-dimensional space.

After this increase, the two velocity curves equalize again. The rectangular steps in the

two-dimensional velocity curve are even more pronounced here. In addition to the lower

absolute number of particles, this is also due to the fact that even fewer particles move

away from the main flow direction. As mentioned above, the focus of these simulations

is the determination of ion trajectories and energies. Accordingly, the area at higher

pressure, i.e., at the beginning of the quadrupole, is significantly more important than

the area at lower pressure; thus, more collisions of ions with the background gas take

place in the entrance region of the quadrupole. Consequently, the first 2.5mm have

the greatest impact on the ion trajectory, as well as on the ion energy influenced by

collisions. Further downstream on the ion pathway, the pressure and the number of

potential collision partners are significantly lower. Therefore, the numerical artifacts of

the traces and the different velocities of the two simulations are not really decisive at

higher x values. In short, the pressure and x velocity traces are almost identical. Only

the initial peak in the radial velocity distribution distinguishes the two models.
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Figure 5.8.: Pressure (top), velocity in x direction (center) and radial velocity (bottom)

profiles as function of the x position in the center of the PCB quadrupole.

The blue traces represent the three-dimensional and the red traces the two-

dimensional axisymmetric model. The pressure profiles are plotted on a

logarithmic scale.
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5.3.2. Comparison of Flow Profiles close to the PCB Electrodes

In this comparison, the cutline of the POL filter in the three-dimensional model is

located directly at the holes of the PCB quadrupole. In this case, the geometry of the

two-dimensional axisymmetric model is almost identical to the local geometry near the

cutline in the three-dimensional model.
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Figure 5.9.: The two-dimensional axisymmetric model. Blue line represents the path of

the POL filter.

All profiles start at an x value of 5mm (cf. fig. 5.9). Both pressure profiles have

the same characteristics. The local minima in the traces are at the x positions where

the holes are located on the circuit board. However, they are significantly different

in absolute value. With higher x values, both become closer, just before the end of

the simulation domain, where they drift apart again (cf. fig. 5.10 top). The same

applies to the velocity in the x direction. Most of the time, the absolute values differ

significantly. In the three-dimensional case, an initial rapid increase is observed, followed

by a relatively constant value. In the two-dimensional case, it is exactly the opposite

(cf. fig. 5.10 center). Considering the radial velocity is considered, the traces are almost

identical, with the exception that the velocities calculated in the three-dimensional case

are initially significantly higher. With an increasing x values, the velocities equalize to

the same level (cf. fig. 5.10 bottom). Overall, the differences in pressure and velocity near

the electrodes are much larger than those at center of the quadrupole. This is consistent
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5. Modeling of a Transfer Stage between a HiKE-IMS and a TOF-MS

with the fact that the two models also differ significantly at this point. While the

spatial environment in the center of the quadrupoles is more or less identical, pronounced

differences can be seen at the edges. As seen in Figure 5.5, the cutouts in the electrodes

are not completely continuous. There are no such cutouts where the electrodes intersect.

The two-dimensional model, on the other hand, has continuous holes when the structure

is rotated along the x axis. In addition, the rotation creates a round shape rather than

an angular shape, as in the three-dimensional case.
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Figure 5.10.: Pressure (top), velocity in x direction (center) and radial velocity (bottom)

profiles as function of the x position close to the electrodes of the PCB

quadrupole. The blue traces represent the three-dimensional and the red

traces the two-dimensional axisymmetric model. The pressure profiles are

plotted on a logarithmic scale.
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5.3.3. Creating a Flow Field for Ion Trajectory Calculations

It has been shown that the difference varies greatly depending on the spatial domain of

comparison. While the differences between the two- and three-dimensional models are

still small at the center of the quadrupole, they become more apparent at the edge of

the model. The flow calculations are used as input parameters for the ion trajectory

calculations. Since charged particles in a focusing quadrupolar field are to be calculated,

the residence probability of these near the edges of the geometry close to the electrodes

is rather low. Therefore, the determined profiles from the two-dimensional model are

used for further calculations. Pressure profiles, as well as the velocity distribution in

the x direction, are expressed as analytical functions and are then incorporated into the

ion trajectory model. This method is the simplest way to use the generated profiles in

calculating the ion trajectories. For each profile, one or more fitting functions are used

for the modeling (fig. 5.11).
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Figure 5.11.: Red trace: Calculated pressure profile along the main axis of the two-

dimensional axisymmetric simulation.Blue trace: Applied fitting function

in blue.

An exponential function of the form 𝑎 · 𝑒𝑏𝑥 + 𝑐 is used to describe the pressure profile.

The maximum value is set to the inlet pressure of around 15mbar. The same proce-

dure is used to describe the velocity profiles. Since a two-dimensional axisymmetric

flow simulation is used as a data source for the three-dimensional ion trajectory sim-
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ulation, the two-dimensional profile is rotated numerically to obtain an approximate

three-dimensional flow profile. Since the symmetry axis is also the x axis of the coordi-

nate system, the radial length of the vector |®𝑙y,z | at a specific x position is determined

by:

|®𝑙y,z | =
√︁
𝑦2 + 𝑧2 (5.1)

Here, 𝑦 and 𝑧 are the corresponding Cartesian coordinates. The radial velocity 𝑣r is

divided into a 𝑦 and 𝑧 part, and the length of the 𝑦, 𝑧 vector is used as normalization

factor, to obtain the components of the radial velocity in the three-dimensional space:

𝑣y =
𝑦

|®𝑙y,z |
· 𝑣r (5.2)

𝑣z =
𝑧

|®𝑙y,z |
· 𝑣r (5.3)

All values and fitting functions are listed in appendix A.1.

5.4. Ion Trajectory Simulations at the Entrance Area of the

Quadrupole

The simulated trajectories are determined to obtain an estimate of the kinetic energy

distributions of the ions that enter the quadrupole area. For this purpose, the SIMION

software is used. The hard-sphere model packaged with SIMION (HS1) is slightly modi-

fied and used as a collision model for the trajectory simulations. The analytical functions

determined in the previous section are implemented into the collision model. Depending

on the x position, the local pressure from the pressure function is applied. Moreover, the

velocity of each ion is additively composed of the velocity calculated in SIMION and the

neutral gas velocity. The kinetic energy is considered to get an overview of the energy

balance of the ion ensemble

𝐾e =
1

2
· 𝑚

(√︃
𝑣2x + 𝑣2y + 𝑣2z

)2
(5.4)

The kinetic energy 𝐾e is calculated from the mass 𝑚 and the velocity components

in each spatial direction 𝑣x, 𝑣y and 𝑣z. These values are obtained from the SIMION

simulation. The two main factors that influence the velocity and thus the kinetic energy

are the applied electric field in the quadrupole and the collisions the ions experience.
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5. Modeling of a Transfer Stage between a HiKE-IMS and a TOF-MS

Table 5.3.: SIMION simulation parameters for the ion trajectory simulations at the en-

trance area of the PCB quadrupole.

Parameter Value

Dimensions 3

Background pressure calculated SPARTA profiles

Number of ions 1, 000

Ion mass 55Da

Ion charge 1+
Initial kinetic energy 0.3 eV

Reduced field strength 120Td

Background gas Air

Temperature 20 °C
SIMION version 8.1

For trajectory calculations, 1, 000 ions with an 𝑚/𝑧 of 55 and an initial kinetic energy

of 0.3 eV are initialized at the entrance aperture of the housing. As the models before,

the simulation domain is limited to a length of 20mm in the x direction. The ions

undergo around 997 ± 254(1𝜎) collisions during their flight through the first 20mm of

the quadrupole, as shown in fig. 5.12.

5.4.1. Collisions depending on the Ion Location

It is estimated that most collisions of the ions occur in the first 5mm of the calculated

pressure drop in the quadrupole. Then the mean free path increases and the associated

collision frequency decreases rapidly.

Figure 5.13 demonstrates that most collisions occur within the first 5mm as expected.

In contrast, the total collision number remains at a rather constant value in the region

further away from the inlet into the quadrupole. Accordingly, collisions are the most

important factor for the change of the kinetic energy at the beginning of the trajectories.

Downstream of the high-pressure region at the entrance, acceleration by the electric field

becomes much more significant, as described in the following.
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Figure 5.12.: Frequency of simulated collisions in the first 20mm of the quadrupole. The

mean value is 997 with a standard deviation of 254(1𝜎). The minimum

number is 77 and highest value is 1919.
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Figure 5.13.: Number of collisions on a logarithmic scale as a function of the x position

of the ions (blue area). In comparison, the simulated pressure as a function

of the x position is plotted (red curve).
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5.4.2. Kinetic Energy Distribution

The calculated velocities of the simulated ions are used to determine the kinetic energy

according to eq. (5.4). The kinetic energy and position of the ions are recorded in

1 µs intervals. Figure 5.14 shows the kinetic energy distribution in dependence on the

x position of the ions. The number of simulated ions is comparatively high at the

quadrupole entrance. On the one hand, this is due to the larger residence time in this

area, which is caused by the higher local pressure there. On the other hand, this is due to

the smaller available volume caused by the quadrupole entrance orifice geometry. As the

axial x position increases, the ion density near the central axis decreases. Furthermore,

the number of collisions, and therefore the energy exchange with the background gas,

decreases, and the energy gain by the electric field gradient increases. This leads to an

overall increase of the kinetic energy and a broader energy distribution. The maximum

of the distribution shifts towards higher kinetic energies. Overall, an increase in kinetic

energy is verified.
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Figure 5.14.: Kinetic energy distribution versus the ion x position. The colors maps the

particles abundance. The sampling points are determined every microsec-

ond. Accordingly, the number of points in the area with higher pressure is

higher.
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5.5. Conclusion and Outlook

It is demonstrated that the use of two different simulation approaches for the description

of ion trajectories in a HiKE-IMS - TOF-MS transfer stage is readily possible. Integra-

tion of neutral gas flows into these simulations is easy to realize, albeit some limitations.

It has been shown that the two-dimensional axisymmetric simulation results are simi-

lar to the three-dimensional model results under some constraints. With less complex

geometries, further advantages of the two-dimensional axisymmetric simulation become

apparent: One issue not mentioned so far is the creation of the three-dimensional model.

It may appear trivial at first glance, especially if CAD models are already available, but

there are some difficulties to overcome. First of all, the creation of a simulation grid from

these CAD models needs to be handled with care. As shown in chapter 4, the grid res-

olution is directly coupled to other simulation parameters, such as the time step size or

the velocity achieved by the particles. In addition, the grid resolution has to match the

spatial dimension of the underlying geometry model. It has to be fine enough to resolve

all corners and edges of the model. Especially curved elements cause some problems.

With increased grid resolution, the computation time increases as well. Another advan-

tage of the two-dimensional simulation is that a significantly smaller amount of particles

(approx. one million) is required to populate the simulation domain, as compared to ap-

prox. seventeen million in the three-dimensional case (cf. table 5.1 and table 5.2). Since

all particles have to be stored in the random access memory (RAM) of the computing

node, the memory requirements of the three-dimensional case are significantly higher.

In contrast, the creation of a geometry for the two-dimensional axisymmetric simulation

is much easier. The model becomes simpler, even if some geometric features cannot be

reproduced directly. One simulation run with the two-dimensional model took a few

days, whereas the three-dimensional model ran for about one month.

It was shown that, especially on the main axis through the system, the differences

in the neutral gas flow are rather small. In particular, a similar final pressure was de-

termined. The development of the pressure also shows good accordance in both cases.

The velocity profile in the main direction also shows qualitatively the same profiles, al-

though the velocities calculated in the three-dimensional case are in part significantly

higher after the first 2.5mm. However, towards the end of the simulation domain, the

two begin to converge again, although a clear difference in the absolute values remains.

The radial velocity distribution shows differences within the first few millimeters. In the

two-dimensional case, a peak can be seen, which is absent in the three-dimensional one.

After this peak, both settle back to the same level. When the profiles are not compared
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on the main axis, more pronounced differences become apparent. While pressure and

radial velocity are similar and differ only in the absolute values achieved, the velocities in

the direction of the main axis differs significantly. Since the neutral gas flow profiles are

subsequently used to determine the energy gained by charged particles passing through

the quadrupole, the flow profiles at the main axis are selected. This is justified by the

quadrupolar field that guides the ions on a stable trajectory along the main axis. Thus,

the residence probability of the ions near this axis is much larger. A complete three-

dimensional neutral gas flow profile would lead to higher coverage, but is more complex

in terms of implementation (cf. section 6.4.3).

The selected profiles were described by one or more fitting functions and then trans-

ferred to the SIMION model. The application of fitting functions provides a versatile

approach to integrate the neutral gas flows into the ion trajectory calculations. All pro-

files were generated from the two-dimensional axisymmetric simulation. To extend the

radial velocity profiles to the higher-dimensional space, they were numerically rotated.

It was not clarified which of the two approaches is closer to the experimental setup that

describes the velocity distribution. Here, the experimental data must be determined

to describe the integrity of the two models. Also, the influence of the simplified three-

dimensional geometry was not further investigated.

The ion trajectory calculations and the consideration of the kinetic energy distribu-

tions were readily done. It was shown that the model behaved as expected. Most colli-

sions of the ions with the neutral gas occur at the beginning of the quadrupole, since the

local pressure is high in contrast to that of the remaining areas of the quadrupole. Ac-

cordingly, the mean free path is much smaller, and the collision frequency is higher. Since

the quadrupole has a direct current (DC) field in addition to the radio frequency (RF)

field, which describes a gradient between the entrance and the end of the quadrupole,

the ions also accelerate when passing through the structure. Thus, the observed increase

in the kinetic energy of the ions is also plausible. In the artificial simulation case, all

ions started with a fixed kinetic energy at the orifice of the quadrupole entrance. Due

to collisions, the broadening of the kinetic energy distribution is observed as expected.

In this work, the ion trajectories are represented with a basic approach, which can be

extended. It is, e.g., possible to determine the effects of the electrical parameters of the

quadrupole transfer stage by simultaneous consideration of the transfer performance.

Furthermore, the influence of the transfer on the kinetic energy distribution can be es-

timated. By introducing a chemical reaction model, any chemical reaction can also be

described because of the energy balance of the ions, allowing a more comprehensive view
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of the entire system.
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6. Determination of Droplet Size

Distributions generated by Electrospray

Ionization

This chapter addresses the determination of the droplet size distribution produced by the

electrospray ionization (ESI) process. Electrostatic induction is used for that purpose.

It is demonstrated using a Bruker HTCplus mass spectrometer as an example geometry.

One focus of this chapter is to generate supporting models to simplify the interpretation

of experimental results. Second, this chapter covers more in-depth the description of ion

trajectory simulations. This includes the application of fully spatially resolved neutral

gas flow and pressure profiles, as well as the use of an evaporation model.

6.1. Introduction

Electrospray ionization is one of the most common ionization methods in mass spec-

trometry. The formation of charged droplets is the initial step of the complex analyte

vaporization and ionization process. The droplets decrease in size due to the loss of

neutral solvent molecules which leads to an evaporation and fission cascade, which is

significantly affected by the ion source conditions. Experimental evidence shows that

charged droplets from an ESI needle traverse the ion source region and are aspirated as

intact particles into MS vacuum systems. This phenomenon is only sparsely described

in the literature; current mass spectrometry textbooks covering ESI do not mention

this process at all. In the latter, quantitative droplet evaporation in the ion source is

generally assumed.

6.1.1. The ESI Process

Detailed information on the ESI process, experimental investigations and molecular dy-

namic simulations of charged droplets within this process are comprehensively compiled

in a recently published dissertation [63].
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For a better understanding of the following investigations, only a brief overview of the

ESI process is given: Electrospray ionization is a commonly used ionization technique

for mass spectrometry [64–69]. The concept was first presented by Dole et al. [64].

The analyte is dissolved in a liquid solution and then sprayed from a narrow capillary

within a strong electric field gradient in the ion source of the mass spectrometer. This

process usually takes place under atmospheric pressure conditions. During the spray

process, charged droplets are formed, which are guided by electric fields towards the

entrance of the mass spectrometer. Because of the interaction with the typically heated

background gas in the ion source, these droplets evaporate and eventually release bare

gas phase ions at the end of the process. These ions are detected afterwards in the

mass spectrometer analyzer. Unlike other ionization techniques, ESI is considered a

“soft” technique. Larger, more fragile molecules such as proteins can be ionized by ESI

without significant fragmentation of the molecular ion.

The ESI process can be divided into three main steps [68, 70]: The first step is the

formation of charged droplets at the ESI emitter tip. Second, the droplets undergo a

shrinking and fission cascade. These processes are driven by multiple forces, primarily

the interaction of the droplets with the background gas and electrostatic forces within the

droplet: Due to solvent evaporation, induced by the temperature of the background gas,

the droplet evaporates, which leads to an increasing charge density within the droplet.

When the charge density reaches a critical limit, the surface tension of the droplet is

overcome, resulting in a fission event. The last event in this cascade is the Coulomb

explosion [71], leading to the formation of the bare gas-phase ions.

Droplet Formation

As shown in fig. 6.1, the charged droplets are emitted from the tip forming Taylor cone.

Typically, voltages of up to 5 kV are applied between the ESI emitter and the entrance

system of the mass spectrometer [68]. The resulting string electrical field gradient leads

to polarization of the liquid. Depending on the polarity of the applied voltage, positive

or negative ions gather near the meniscus of the liquid, leading to the formation of the

Taylor cone [72, 73]. Due to electrodynamic effects within the liquid, droplets of almost

uniform size leave the cone in a jet toward the MS entrance [74–76]. The process takes

place since the Coulombic repulsion of the charges is higher than the surface tension of

the liquid. After a droplet is emitted, the meniscus of the liquid reforms a spherical shape

and the process of charge accumulation at the meniscus tip is repeated until the limit is

reached in the next cycle. Under ideal conditions, this cone-jet mode is a stable process
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6. Determination of Droplet Size Distributions generated by Electrospray Ionization

Figure 6.1.: Schematic of an ESI emitter in an ion source. A Taylor-cone forms at the

tip of the ESI emitter needle. A high voltage is applied between the ESI

needle and the inlet of the mass spectrometer. Charged droplets are formed

at the tip of the Taylor-cone, which decrease in size as they approach the

entrance of the mass spectrometer system [63].

and leads to a constant droplet formation. In the real world, the spray constitution

heavily depends on various parameters. There are numerous different possible spray

modes [74] generating a large span of droplet sizes, which is also experimentally observed.

The experimentally determined droplet sizes vary from 1 to 200 µm [43, 77–84]; most

reported sizes are between 20 and 100 µm.

Evaporation Process

The second step after droplet emission is the evaporation of the solvent. Usually, ESI

sources have systems installed such as heated dry gas stream into the ion source chamber

to support the evaporation process [67]. During the evaporation process, more and more

solvent molecules enter the gas phase, and the charge density inside the droplet increases.

At some critical point, the electrostatic force of the solvated charges overcomes the

surface tension of the droplet, and the charged droplet splits into smaller ones (Coulomb

explosion). As one droplet creates several smaller droplets during this process, the

charge number per droplet becomes smaller, and the new droplets are more stable. This
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process repeated several times. Contrary to what the name suggests, the characteristic

of the Coulomb explosion is the emission of smaller droplets in a jet-like way from the

mother droplet [79]. The general process of electrostatic disintegration of droplets was

first described by Lord Rayleigh, who found the following equation to describe the limit

of charges 𝑄 a droplet can contain by a given radius 𝑟 [71]:

𝑄 = 8𝜋(𝜖0𝑦𝑟3)
1
2 (6.1)

with 𝜖0 as the vacuum permittivity and 𝑦 the surface tension of the liquid. With

this equation, a limit can be determined at which number of charges a droplet becomes

unstable, which is called the Rayleigh limit. Mostly, the disintegration of droplets starts

at 80% to 100% of their calculated Rayleigh limit [43, 78]. Furthermore, a typical

droplet lifetime is around 1 s at a travel velocity 45 to 55 cm s−1 [78]. The lifetime

exceeds the residence time in a typical ion source with a length of 2 to 5 cm; droplets

are thus most likely entering a mass spectrometer vacuum system.

Ion Formation and Detection

The last step of the ESI process is the release of analyte ions from the droplets. However,

the formation of bare analyte ions is not the primary focus of this work and is therefore

only briefly described. There are several models that attempt to describe this process.

First, there is the charge-residue model (CRM) that was developed by Dole. He suggested

that at the end of the solvent evaporation and droplet fragmentation process there is only

one analyte molecule left in the droplets. After the solvent has completely evaporated

from these aggregates, only the charged analyte molecule remains and is transferred

to the mass spectrometer [64]. This kind of process is considered to be the primary

formation process of lager analyte ions [70]. In addition, there is the ion evaporation

model (IEM), which was introduced by Iribarne and Thomson [85, 86]. They postulate

that formed analyte ions are still solvated by a few solvent molecules. This process

applies better to smaller analytes [70]. For the sake of completeness, the chain ejection

model of Konermann is also be mentioned [87]. To summarize, all proposed mechanisms

end with essentially bare analyte ions, which is contrary to experimental evidence [88].

Because of their relatively high charge, the droplets have high electrical mobility in

the gas phase, which enables a path to easily penetrate the mass spectrometer vacuum

system, even when ion optical elements are present to extract ions from the neutrals.
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6.1.2. The Rayleigh Limit

As described in the previous section, the Rayleigh limit represents the number of charges

a droplet can contain before fission occurs due to the Coulomb explosion. Throughout

this chapter, droplets are simulated at different locations on a mass spectrometer. Since

the actual size of the droplets in each of these instrument regions varies, a selection of

different droplet sizes is considered to investigate the dynamics of droplets with different

sizes. It is assumed that the solvent is water with a surface tension of 72.8mNm−1, a

density of 1.0 g cm−1 and a vacuum permittivity of 6.85 × 10−12 F/m. With eq. (6.1),

the volume 𝑉s of a sphere, the density 𝜌 (cf. eq. (6.2)) the mass 𝑚 of a droplet can be

determined by (cf. eq. (6.3)):

𝑉s =
4

3
𝜋𝑟3 and 𝜌 =

𝑚

𝑉
(6.2)

𝑚 =
4

3
𝜋𝑟3𝜌 (6.3)

In combination with the number of charges at the Rayleigh limit, the 𝑚/𝑧 for a given

droplet radius can be determined. For this chapter eleven different characteristic droplet

sizes with corresponding masses and charges are calculated (see table 6.3). Depending

on the region of interest in the mass spectrometer vacuum system, only a selection of

them is used.

6.1.3. The Implementation of Electrostatic Induction in SIMION

The encyclopedic definition of electrostatic induction is: “The electrostatic induction

[is] the modification in the distribution of electric charge on one material under the

influence of nearby objects that have electric charge” [89]. A negatively charged object

brought near an electrically neutral object induces a positive charge on the near side and

a negative charge on the far side of the neutral object due to the electrical force acting on

the mobile charge carriers in the object. This phenomenon is described by an extension

of Kirchoff’s current law, the Ramo-Shockley theorem. It links the current flowing in an

external circuit, for example, a current amplifier, to the motion of the charge within the

system [90]. A generalization of the original theorem relates microscopic charge motion

with macroscopic current in complex systems. The Ramo-Shockley theorem states that

the current induced 𝐼 on the kth electrode by 𝑁 particles is as follows:
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𝐼k =

𝑁∑︁
i=1

𝑞i · 𝑣i · 𝐸k(𝑟i) (6.4)

With 𝑞𝑖 as the charge of the i𝑖
th free charge and its velocity 𝑣i ·𝐸k(𝑟i) weighted with the

weighting field in position 𝑟i. The weighting field 𝐸k represents the geometrical coupling

between the free charge at the point 𝑟i and the electrode 𝑘. It is determined by solving

the Laplace equation with all other electrodes set to zero volts and the electrode 𝑘 at

1V. The total current is calculated by summing over all free charges 𝑖. An alternative

form of eq. (6.4) gives the induced charge on the electrode kth:

𝑞k = −𝑞i · 𝑉k(𝑟i) (6.5)

Here, 𝑉k is the weighting potential analogous to the weighting field 𝐸k [91] [92]. With

these relationships, the induced current and the induced charge of the passing ions can

be determined. To calculate induced currents in an ion trajectory simulation, an already

existing SIMION user program is modified and used.

6.2. Capillary Spray

In this section, an existing experimental setup is retrofitted with a device capable of

characterizing charged droplets originating from an ESI source via the detection of in-

duced currents. Originally, this setup was designed for optical measurement methods.

First, some simple edge cases are investigated. Therefore, the shape and general re-

sponse of the recorded induced ion current transients are analyzed in these test cases.

Subsequently, a simplified flow field of the bulk gas flow exiting the MS inlet capillary is

created with OpenFOAM. This flow field is used as input parameter for ion trajectory

and ion current transient calculations in SIMION. These results are then evaluated based

on their potential significance in a real-world experiment.

6.2.1. Description of the Experimental and Simulation Setup

As mentioned above, the modeled experimental setup was initially intended for optical

measurements. It was proposed to represent the first vacuum stage of a Bruker HCTplus

mass spectrometer. The ions and potentially large charged particles/droplets enter the

first vacuum stage from an atmospheric pressure (AP) ion source through an inlet capil-

lary. The vacuum region is evacuated by a vacuum pump (cf. fig. 6.2). Due to the inlet
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capillary, the flow to this first region is restricted, so the pressure in the first vacuum

stage is in the range of a few mbar. The experimental setup is based on the construction

of the real MS instrument. It is primarily a sealed metal chamber in which the pressure

is regulated to 5mbar by an attached vacuum pump. The ions and neutral gas particles

enter this volume through an MS inlet capillary with a length of approximately 20 cm,

which connects the detection volume and an ionization region. This ionization region is

at atmospheric pressure. Additionally, windows are placed to the chamber on one side

for the intended optical measurements.

Figure 6.2.: Schematic sketch of the Bruker HCTplus instrument with attached Apollo

AP-ESI source [93].

For induction current detection, three additional electrodes are added to the model

of the experimental system. The first electrode is the metal-coated capillary end itself.

This is followed by the detection electrode and finally the counter electrode (cf. fig. 6.3).

The voltage gradient is applied between the capillary end held at ground potential and

the counter electrode, biased at −200V. Because the simulations consider cations, the

counter electrode imposes an attractive potential gradient for the simulated charged

particles.
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Figure 6.3.: Scheme of the axisymmetric model geometry for the ion current detection

in the first vacuum stage of the Bruker HCTplus MS instrument. The x

axis is the symmetry axis. The black box represents the capillary end with

an inner diameter of 0.6mm. The detection/ion current pick up electrode

is drawn in red and the counter electrode in blue.

The inner radius of the capillary is 0.6mm, 5.6mm for the detection, and 6.0mm for

the counter electrode, respectively. A three-dimensional model is used for the SIMION

ion trajectory and induced current simulations (cf. fig. 6.4). The ions’ starting position

is within the inlet capillary in the last millimeters before the capillary end.

To obtain more accurate results for the neutral gas velocities and the pressure profile,

the two-dimensional model is geometrically extended for the OpenFOAM calculations

(cf. fig. 6.5). The capillary extends 18 cm to the left, corresponding to the actual length

of the capillary. This is necessary to be able to calculate the correct pressure drop within

the inlet capillary. Furthermore, the model was extended 8 cm to the right, to capture

more of the expanding gas jet from the capillary.

The experimental recording of the transients is performed with the RTE1054 oscillo-

scope (Rohde & Schwarz GmbH & CO. KG, Munich, Germany). To determine small

currents, the use of a sensitive charge amplifier, in the case of the current experiments, a

DHPCA-100 (Femto Messtechnik GmbH, Berlin, Germany), is mandatory. This device

has a maximum amplification factor of 1 × 108V/A, which allows the detection of cur-

rent pulses in the pA (1 × 10−11 A) range, provided the noise background is sufficiently

low.
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Figure 6.4.: Three-dimensional SIMION model for the ion current detection located in

the first vacuum stage of the Bruker HCTplus MS instrument. The blue

lines represent example ion trajectories.
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Figure 6.5.: Scheme of the axisymmetric model geometry for the ion current detection

located in the first vacuum stage of the Bruker HCTplus MS instrument

extended for the OpenFOAM simulations. The area marked by the blue

dotted line describes the section which is used for the SIMION calculations.

The extended geometry for the OpenFOAM neutral gas flow simulations is

drawn in red.
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6.2.2. Investigation of the Response of the SIMION Induction Model to

Edge Cases

In the following part some responses of the simulated induced current to interesting edge

cases are presented. To simplify the model, no background gas and no collision model

is applied. Therefore, there is no neutral background gas flow. Although these simplifi-

cations render the applicability of the model results to actual experimental observations

less meaningful, they provide insight into the behavior of the model under ideal condi-

tions. For this consideration, only one type of particle or droplet is used. In this case, it

is an aggregate with a diameter of 3.7 nm carrying a total of ten positive charges, which

regarded as the reference droplet in this section. The diameter is calculated with the

Rayleigh limit for this number of charges. For all further calculations, 1000 ions per

species are introduced into the simulation domain.
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Figure 6.6.: Induced current versus the total time of flight. The dotted green trace

describes the transient induced by a droplet with one positive charge and

a ten times higher velocity. The solid green trace is extended in time by

a factor of ten for a better representation of the shape of this trace. The

blue trace describes the induced current of the reference droplet species (10

charges, 𝑚/𝑧 1597.2).
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As stated in eq. (6.4) the induced current 𝐼k at the detection electrode depends on

the product of the charge 𝑞 and the velocity 𝑣 of the charge carrier. This means that

under certain circumstances, ions with different charges cannot be distinguished if the

product of charge and velocity results in (almost) identical values. For easier calculations,

the velocity of the droplet species (diameter: 3.7 nm; charge: 10+) at the beginning of

the detection electrode is determined with an electric gradient of −200V between the

capillary and the end electrode (cf. fig. 6.3). Generally, the ions are under constant

acceleration, but in this case, their velocity is set to a constant value. Both species

do not experience any kind of velocity change. The speed of the reference droplet is

set so 1671m s−1, this is the speed this droplet would have obtained at the beginning

of the detection electrode, if the acceleration is turned on. The charge number of the

comparison species is one and therefore the velocity increases by a factor of ten, to

16 710m s−1 resulting in an identical charge/velocity product. As shown in fig. 6.6 the

shape of the induced current over time appears to be similar for both species (cf. fig. 6.6;

dotted traces). Due to the higher speed of the comparison species, the transient is clearly

compressed. Under ideal conditions, it should be possible to distinguish between these

two species. The extent to which this is possible under real-world conditions is discussed

later. However, it turns out that the shape of the transient is basically identical but on

different time scales.

Spatial Distance of Ions passing through the Detection Electrode

As seen in fig. 6.6, the passing ions induce a negative current first by approaching the

electrode. After they pass the electrode, the polarity of the induced current changes,

until the distance of the ion to the electrode becomes too far, and the induced current

finally drops to zero. It needs to be clarified whether an ion passing the detection

area of the electrode at a certain distance cancels the previously induced current of

the previous ion in a regular stream of ions. For this purpose the ions are separated

into two packages containing 1000 ions each and are launched with a time delay. The

time delay corresponds to the time it takes for one ion package to pass the detection

electrode. It is determined by the quotient of the distance between the starting point

of the ions and the detection electrode, and the velocity of the ion package. The time

delay has a value of 0.625 µs. As shown in fig. 6.7, the two ion packages can be clearly

identified in the transient as two minima in the green trace. Thus, the shape of the trace

changes, but a total cancellation of the induced current is not observed. For this reason,

the original course of the reference ion package (cf. fig. 6.7 blue trace) is fitted with a
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Figure 6.7.: Induced current with the total time of flight. The green trace shows the

induced ion current signal resulting from two ion packages which are started

with a time delay of 0.625 µs between each other. For comparison, the signal

from a single ion package passing by the detection electrode is shown in blue.

higher-order polynomial and then integrated. The overall sum of the integral is positive;

thus, elimination by subsequent ions is not possible since the positive part predominates.

This behaviour is expected as the charged particles experience a constant acceleration,

and therefore, the product of charge and velocity increases with time.

Detection of Droplet Signals with Constant Ion Current

As previously described, larger aggregates are rather the exception. The probability

of detecting smaller ions, respectively bare analyte ions, is significantly higher. Since

the primary focus of the planned experiment is the detection and possibly identification

of droplets, the question is whether charged droplets can be detected in a continuous

stream of smaller ions. For this purpose, the 1000 H3O
+ ions are uniformly introduced

into the simulation in a time range of 30 µs. Groups of droplets with 1, 10, and 100

individual droplets are added after 2 µs to this base ion current. The corresponding

calculated transients are shown in fig. 6.8. Only with the largest groups of 10 and 100

additional droplets a noticeable effect on the recorded transient is recognized. The effect

is still very small for 10 droplets and becomes clearly apparent only for the largest group

of 100 added droplets. This suggests that the detectability of droplets in a continuous
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Figure 6.8.: Induced current versus the total time of flight. Transients represent 1000

background ions distributed over time with additionally introduced reference

droplets.

stream of other charged particles is likely to be difficult. It is also important to note

that the 100 droplets have reached the detection electrode almost simultaneously. If

they are distributed over a longer period of time, it will have a negative influence on

the detection sensitivity for such aggregates. However, the droplet species considered in

this simulation is very small in terms of droplet size and charge number. With larger

droplets, the effect on the recorded current will obviously be much more pronounced.

The peak height generated by the passing droplet is linearly related to the number of

charges in the droplet (see eq. (6.4)).

Overall, the simulations show that under ideal conditions, it is theoretically possible

to recognize droplets by their induced current upon passing through a detection elec-

trode. A total cancellation of the signal due to the passing of multiple droplets seems

improbable. Also, ions or droplets with the same charge and velocity product should be

distinguishable from each other with sufficient temporal separation between the droplets.

Nevertheless, an issue becomes apparent here: If both of the variables, respectively, ve-

locity and charge, are unknown, it is nearly impossible to determine the size or charge

number of the droplet by induced current detection alone. With the aid of the transient

records, very large aggregates in the stream can be spotted. In addition, if one of the

two variables could be determined by another detection method, it appears to be feasible
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that these methods can provide a possibility for sizing droplets.

6.2.3. Calculated Flow and Pressure Profiles

For a more detailed description of the droplet and ion trajectories in the gas expansion

at the inlet capillary exit, the neutral gas flow and the pressure profile are determined

with an OpenFOAM simulation. In this case OpenFOAM instead of SPARTA is used,

due to the higher pressure in this simulation domain. The simulation parameters are

listed in table 6.1. The simulated geometry is shown in fig. 6.9. Since the outflow from

the capillary reaches supersonic speeds, a solver with compressible gas enabled is used.

A turbulence model is omitted in favor of numerical stability. This could play a role

inside the capillary, but is not of particular interest to the questions considered here.

Table 6.1.: OpenFOAM simulation parameters of the system similar to the first vacuum

stage of the Bruker HCTplus MS.

Parameter Value

Dimensions 2 (axisymmetric)

Solver rhoPimpleFoam (transient)

Timestep size (Δ𝑡) [s] 1 × 10−9

Turbulence model off

Compressible gas on

Gas mixture Air

Input pressure [mbar] 1013.25

Background gas pressure [mbar] 5

OpenFOAM version 8

For the determination of the pressure drop along the inlet capillary, it is extended to

its actual length of 18 cm. Thus, the atmospheric pressure is assumed at the entrance of

the capillary, and the pressure profile can be described more precisely. The additional

extension of the geometry at the right end became necessary due to the appearance of

numerical instability at the intersection between the right boundary and the symmetry

axis. Since the solver used is of transient nature, the model is extended so that a stable

flow is established in the area of interest, i.e., the area around the detection electrode.

The results are shown in fig. 6.9. The profiles are mirrored on the symmetry axis.
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Figure 6.9.: Pressure and flow profiles, mirrored at the symmetry axis (x axis). The

magnitude of the velocity profile (top) and the pressure profile (bottom)

when a stable flow condition in the area of interest is reached by the transient

solver.
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In order to be able to use the flow and pressure profile in the SIMION SDS model,

the approximate profiles are described by several fitting functions (see appendix A.2)

and integrated into the collision model. As in Section 5.3.3, the radial components of

the axisymmetric profiles are numerically divided into the 𝑦 and 𝑧 directions. After

enabling the SDS collision model with the calculated flow and pressure profiles as input

parameters, the velocity of the charged particles is slower (cf. fig. 6.10). In addition, the

shape of the recorded transient changes, while the maximum signal amplitude remains

nearly identical (cf. fig. 6.11).
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Figure 6.10.: Velocity of one droplet with a radius of 3.7 nm and 10 positive charges

in dependence on the x position. The blue line is with the enabled SDS

collision model and previously calculated flow and pressure profiles. The

green line is without any kind of collision model and profiles.
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Figure 6.11.: Comparison of the calculated transients of one droplet with a radius of

3.7 nm and 10 charges with (left) and without (right) enabled collision

model. The shape differs, but the maximum current remains nearly the

identical.
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6.2.4. Investigation of Induced Ion Current as a Function of the Particle

Size

The SDS model with the previously determined flow and pressure profiles is used for all

subsequent ion trajectory simulations to provide an as realistic simulation as possible

with the currently available neutral background gas data. The simulation parameters

are listed in table 6.2.

Table 6.2.: SIMION trajectory simulation parameters of the system similar to the first

vacuum stage of the Bruker HCTplus MS.

Parameter Value

Dimensions 3

Collision model SDS (with pre-calculated flow fields)

Number of ions 100

Temperature 298K

Background gas air

SIMION version 8.1

For this purpose, eleven different droplet sizes are selected, and their maximum in-

duced current is determined. The size of the droplets is distributed between 3.7 nm and

100 µm. Since it is not clear which size of the particles actually enter the first vacuum

stage of a typical MS through the capillary, this wide range of droplets is selected. As

always, the droplets are at their Rayleigh limit with the corresponding diameter and

charge. The droplet parameter and maximum induced currents are listed in table 6.3.

Since the listed currents are induced by one hundred ions each, a droplet with a

diameter of 0.37 µm can theoretically be detected with the detection setup as described

above (see section 6.2.1). For smaller droplets, the induced current is probably too

small unless a hundred or more of them pass the detection electrode almost quasi-

simultaneously.

Figure 6.12 shows the dependence of the current on the diameter, mass, and charge of

the droplets. As these values increase, the detected current also increases, as expected.

The dependence of the induced current on the diameter of the droplets is described by

the following function, with a determination coefficient of 𝑅2 = 0.999:

𝐼 [A] = 4.34 × 10−7 · 𝑑 [m]
1.37 × 102 + 𝑑 [m] + 2.05 × 10−9 (6.6)
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6. Determination of Droplet Size Distributions generated by Electrospray Ionization

Table 6.3.: Droplet parameters with corresponding maximum induced currents of 100

droplets at the same time.

Diameter [µm] Mass [u] Charges Ind. current [A]

3.7 × 10−3 15 972 10 6.56 × 10−11

1.7 × 10−2 1 604 482 100 2.54 × 10−10

8.0 × 10−2 1 604 482 1 × 103 8.46 × 10−10

0.37 1.59 × 108 1 × 104 2.73 × 10−9

1.71 1.59 × 1010 1 × 105 8.86 × 10−9

5 3.94 × 1013 4.98 × 105 2.02 × 10−8

10 3.15 × 1014 1.41 × 106 3.45 × 10−8

25 4.92 × 1015 5.57 × 106 6.91 × 10−8

50 3.94 × 1016 1.57 × 107 1.16 × 10−7

75 1.33 × 1017 2.89 × 107 1.53 × 10−7

100 3.15 × 1017 4.46 × 107 1.87 × 10−7

With 𝑑 as the diameter of the droplet. It is noted that this function derived from the

idealized simulation is not necessarily directly applicable to the actual experiment.
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Figure 6.12.: The maximum current detected as a function of the droplet diameter (top),

the droplet mass (center) and the number of charges per droplet (bottom).

The dependence of the induced current on the droplet diameter it fitted

with a function represented by the dotted green line.
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6.2.5. Summary

In summary, it has been shown that the existing experimental setup is certainly ex-

tendable to detect the charged droplet induced current by adding two more electrodes.

However, the distinction between the droplet signal and the background ion current is

not necessarily straight-forward. This situation improves as the droplets increase in size

or their numbers become larger. Furthermore, a charged particle with 10 000 charges

can probably be detected by a combination of available devices, such as the RTE1054

oscilloscope and the DHPCA-100 amplifier. It is noted that no background signals are

considered in the idealized simulations. In general, it becomes apparent that detection

of the induced current provides another important parameter for the description of large

charged aggregates, since there is a clear correlation between the diameter and the in-

duced current. Although this cannot be used to determine the droplet diameter exactly,

it probably provides a valuable estimate of the size of the droplets. The method can be

used in combination with other detection methods to arrive at a more complete picture

of the droplet ensemble. As mentioned above, this particular experimental setup was

originally intended to perform optical measurement methods, such as laser scattering

measurements. By combining these two methods, it should be possible to obtain more

detailed information about the droplet size distribution. In addition, it was shown once

again that combining the neutral gas flow and ion trajectory calculations leads to more

comprehensive results. The model created in this section can be adapted by obtaining

parameters to support the interpretation of experimentally generated data.

6.3. Bruker HCTplus Analyzer Region

The previous section investigated the size distribution of the droplets in the first vacuum

stage directly at the exit of the transfer capillary of the Bruker HCTplus. In this chapter,

a region is investigated that is located further downstream in the instrument. Previous

work [93] has shown that the quadrupole ion trap (QIT) can be replaced by a direct ion

current detector (Faraday cup) in this specific instrument, as there is some space available

between the second focusing octopole and the subsequent lenses and the Faraday cup

(cf. fig. 6.2). In this space, a induced current detection electrode can be placed, which

would allow detection of passing droplets.

In this section, an existing SIMION model ([93]) of this area is used, which is extended

with two additional detection electrodes. In addition, a neutral gas flow field already

exists from SPARTA simulations and is used as input parameter for the ion trajectory
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simulations. The instrument settings of the Bruker HCTplus, as the octopole RF fre-

quency and amplitude, add several degrees of freedom to the model. Therefore, a fixed

set of instrument parameters is used for all subsequent simulations. The parameter set

has a significant influence on the transmission of different droplet sizes. In a multipole,

the applied voltages define a mass-to-charge window, in which ions have a stable tra-

jectories. Those without a stable trajectory are deflected and hit the electrodes of the

multipole. By dynamically varying these voltages, the entire mass range is scanned,

and thus a mass-to-charge spectrum is created. In this case, this entire scanning part

is omitted, because the electrical configuration of the instrument significantly increases

the complexity of the entire system. The focus is on generating transients with a set of

parameters which are stable over time. The results obtained should be considered as a

proof of concept. They should give an idea whether it is worth the effort to build such

an experimental setup. Therefore, in the following chapter, a fixed configuration of the

instrument will be used. However, to date, no experimental data are available.

6.3.1. Description of the Simulation Model

The simulation domain of the HCTplus begins at the exit of the first octopole (cf.

fig. 6.2), followed by an octopole partition plate, the second octopole, two focusing

lenses, the droplet detection electrodes, and the Faraday cup (cf. fig. 6.13). Electrode

potentials used are listed in table 6.4.

Table 6.4.: Electrode potentials for the ion trajectory simulations in the Bruker HTCplus

analyzer region.

Electrode Voltage [V]

Octopole 1 DC 12.0

Octopole partition 6.8

Octopole 2 DC 1.7

Focusing lens 1 −5.00
Focusing lens 2 −60.0
Faraday Cup 0.0

The applied RF voltage has a frequency of 3MHz and an amplitude of 75V. The

RF voltages of the neighboring rods are phase shifted by 180°. The interaction of the

droplets with the neutral background gas is performed with the HS1 collision model
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Figure 6.13.: Octopole model used for SIMION trajectory simulations. Electrodes from

left to right: octopole 1 rods, octopole partition plates (orange), octopole

2 rods, two focusing lenses (green and cyan), detection electrodes (grey),

and the Faraday cup electrode (purple).
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due to the low pressure of approx. 10−3 to 10−5mbar in the simulated region. The

background gas is nitrogen. Position-dependent pressure and background gas velocities

are calculated within a SPARTA simulation. The geometric model is based on previous

work within the working group [93] and is extended by the two detection electrodes for

the droplet induced current (cf. fig. 6.13, gray electrodes). The SIMION base model is

also taken from this previous work, including the neutral gas and pressure profiles, and

extended to determine induced current transients. All subsequent results are based on

the shown configuration. All values and fitting functions for the neutral gas flow are

listed in appendix A.3.

6.3.2. Results

Droplets with a diameter exceeding 10 µm are omitted, because penetration of such large

aggregates thus far downstream is assumed to be rather unlikely. Under the selected

conditions, only a smaller fraction of the introduced droplets reaches the detection elec-

trode and the Faraday cup. In each simulation run, a total of 100 ions of the respective

species are introduced into the simulation domain. The introduction area is located at

the exit of the first octopole (cf. fig. 6.13). In addition to the induced current, the

transmission yield of each species is determined. The transmission yield is defined as

the fraction of all charged particles that reach the Faraday cup divided by all introduced

particles. This transition yield is mainly influenced by the chosen electrical parameters

of the hole system. A sample of the ion trajectories calculated is shown in fig. 6.14.

Figure 6.14.: Charged droplet trajectories of 100 charged particles with 10 charges and

a diameter of 3.7 µm in the octopole region of the Bruker HCTplus.

Despite the smaller droplets trajectories shown in fig. 6.14, most of the larger droplets

hit one of the two focusing lenses at the end of the second octopole while the remain-

ing fraction mostly passes the detection electrode. An example transient signal of the

induced current is shown in fig. 6.15. The results for all droplets are listed in table 6.5.
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Figure 6.15.: Simulated transient of the model run with the largest droplet of the selected

simulated droplet ensemble in the analyzer region of the Bruker HTCplus.

The selected species has a diameter of 10 µm and carries approx. 1.41×106

charges. Only 26 of 100 droplets have reached the detection electrode.

The blue trace represents the recorded transient and the black vertical line

indicates the mean time at which the droplet group passes the detection

electrode.

Table 6.5.: Particles parameters with the corresponding absolute induced current and

survival yields for the given transfer conditions.

Diameter [µm] Charges Abs. Ind. current [A] Transmission Yield [%]

3.7 × 10−3 10 1.02 × 10−11 98

1.7 × 10−2 100 2.18 × 10−11 20

8.0 × 10−2 1 × 103 1.04 × 10−10 22

0.37 1 × 104 5.69 × 10−10 31

1.71 1 × 105 1.50 × 10−9 25

5 4.98 × 105 3.78 × 10−9 28

10 1.41 × 106 5.83 × 10−9 26
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Compared to the results presented in the previous chapter (cf. table 6.3) the induced

currents are all smaller. This is due to the fact that significantly fewer droplets, and

thus significantly less charge, pass the measuring electrode. As mentioned in the previous

section, the information obtained from the detected currents alone is not sufficient to

determine the droplet size. In this case, the whole process is more complicated due

to the additional degrees of freedom, namely the entire perational parameter set of

the instrument (e.g. RF voltages of the octopole). In addition, it is noted that the

measurement of induced currents may be disturbed by oscillating electric fields. In the

presented case, the field of the octopole or the focusing lens could reach the detection

electrode. If this is adversely affecting induced ion current measurements, this needs to

be assessed by experimental investigations or electrostatic simulations. In summary, it

was be shown that with existing data a comprehensive model of this area of the Bruker

HCTplus can be generated. The results of theses simulations can contribute to the

correct interpretation of the experimental data. Furthermore, the model can be easily

adapted to other boundary conditions, such as specific transfer settings.

6.4. Comprehensive Description of a Simplified ESI Chamber

The aim of this section is to describe a simple experimental approach to directly de-

termine the droplet size distribution that is emitted by an ESI needle. As the ion

trajectories become more complex in this scenario, the simplified approach to express

flow and pressure fields as simple analytical fitting functions is no longer a valid option.

Therefore, the determined flow and pressure fields from a OpenFOAM simulation are

converted to SIMION potential arrays, which cover the hole simulation domain with

spatially resolved flow information. Since this simulation domain is under atmospheric

pressure conditions, the evaporation model (see section 3.6) is be used. Therefore, the

main goal is to obtain an ion trajectory simulation with fully resolved flow and pressure

fields and a collision model with a built-in evaporation process.

6.4.1. Description of the Simulation Setup

As mentioned above, the primary goal of the presented simulation is to see if such

kind of simple approach can aid in the determination of the size distribution which is

emitted by a commercially available ESI source. Thus, the experimental effort needs to

be minimized to make it as simple as possible. This resulted in a setup (cf. fig. 6.16) in

which an ESI emitter (blue) is placed between two plate electrodes (red and green). The
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Figure 6.16.: Basic model of a simplified ESI chamber. In blue the ESI emitter with

attached ESI needle. In green the ground electrode and in red the counter

electrode. The neutral gas flow is in x direction. The simulated droplets

are introduced into the simulation directly below the ESI needle.
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green electrode and the ESI emitter are grounded, while a deflection voltage is applied

to the counter electrode (red). The voltage is varied in multiple simulation runs between

−1 kV to −5 kV with a step size of 1 kV. The neutral gas flow direction is in the viewing

direction of fig. 6.16 (x direction) and is uniformly introduced to this front boundary.

For the ion trajectory simulations, the ions are introduced directly below the tip of the

ESI emitter. Table 6.6 lists the droplet species selected for all subsequent simulations.

Table 6.6.: Droplet parameters at the Rayleigh Limit of the six selected species for the

ESI chamber simulations.

Diameter [µm] Mass [u] Charges

5 3.94 × 1013 4.98 × 105

10 3.15 × 1014 1.41 × 106

25 4.92 × 1015 5.57 × 106

50 3.94 × 1016 1.57 × 107

75 1.33 × 1017 2.89 × 107

100 3.15 × 1017 4.46 × 107

6.4.2. Calculated Flow and Pressure Profiles

The neutral gas flow and the background pressure are calculated with OpenFOAM to

create a more comprehensive picture of this simplified ESI source. The SimpleFoam

solver is applied in this case, which is a steady-state solver for incompressible, turbulent

flow using the SIMPLE algorithm. It is selected for multiple reasons: A steady-state

solver is selected because it provides a static, time-independent flow field in the sim-

ulation domain when it successfully converges. The pressure in the simulation is at

atmospheric level, and no large changes are expected within the simulated geometry.

Therefore, there is no need for a compressible solver. The SimpleFOAM solver has sup-

port for diverse turbulence models, which is used to describe the change in flow around

the ESI emitter as precise as possible without actual experimental flow parameters. In

total, three different initial flow speeds are chosen: 1, 3, and 5 m s−1. The simulation

parameters are listed in table 6.7.

All three simulation runs for the different initial velocities converged. In fig. 6.17 the

flow and pressure profiles inside the simulated chamber are visualized. Significant effects

on the flow and pressure profiles are observed around the ESI emitter, as expected. The
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Figure 6.17.: Static (steady-state) flow (top) and pressure (bottom) profiles in the the

ESI chamber with an initial velocity of 1m s−1.
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Table 6.7.: OpenFOAM simulation parameters for the simplified ESI chamber.

Parameter Value

Dimensions 3

Solver SimpleFoam (steady-state)

Turbulence model k-𝜖

Compressible gas off

Gas mixture Air

Input pressure [mbar] 1013.25

Input velocities [m/s] 1 and 3 and 5

OpenFOAM version 8

region directly below the ESI needle is the area of the highest interest, because the

simulated charged droplets are introduced at this position in the subsequent trajectory

simulations. As presented in more detail, the trajectories of the charged droplets are

strongly influenced by the local flow field at this position. The different flow fields are

named below according to their input velocity, e.g., flow field with 3m s−1.

6.4.3. Converting the Obtained Flow Field

As in all previous simulations, the flow and pressure profiles needed to be converted

into a format that can be used in the SIMION trajectory simulations. In all previously

shown simulations the obtained profiles are translated to comparably simple analytical

equations, which are then applied as input parameter to the collision models used in

SIMION. In all these cases, the obtained profiles are applied with highest accuracy to

some kind of axis, which matched the main trajectory of the ions, as shown for example

in section 5.3.3, the axis matches the center axis through the PCB quadrupole or as in

section 6.2.3 the ions traverse only in one direction with a narrow radial distribution. If

radial profiles were applied, their starting point was always at the given main axis. In this

case, no such behavior is expected, and therefore, the conditions for such simplification

are no longer valid. The flow fields obtained from the OpenFOAM simulations thus

need to be converted to a format that can be used in SIMION. The significant difference

between the two simulation approaches is that OpenFOAM uses a mostly irregular grid,

so that specific regions can be resolved with more precision. In contrast, SIMION uses

a strictly structured, hexagonal, grid. The flow and pressure values are assigned to each

105



6. Determination of Droplet Size Distributions generated by Electrospray Ionization

point on the calculation grid. Generally these two grids do not match; therefore, the

values on the SIMION grid nodes must be interpolated from nearby grid points of the

OpenFOAM grid. To achieve this, the Delaunay triangulation [94] is used. In three-

dimensional space, it searches for a set of four points which form a tetrahedron in which

there is no additional grid point in the surrounding sphere. Applying this method to

all nodes on a grid, a minimal triangulation is obtained. With this triangulation, the

unstructured grid from the OpenFOAM simulation can be translated into a regular grid

for the SIMION simulation. A Python module was written, which was updated multiple

times to fit these specific needs. In this module, the SciPy Delaunay module [18] is used.

The large number of cells and points on the OpenFOAM grid lead to unexpected

problems. In this specific case, the OpenFOAM grid contains 7, 102, 214 grid nodes, and

this needed to be translated into a regular grid of 3, 500, 000 individual points. The time-

consuming and numerically demanding step is the calculation of the vertices and weights

of the Delaunay triangulation. This calculation time of these vertices and weights took

approx. 30 days on an AMD Opteron 6282 SE system (2.6GHz, with a boost clock

of 3.3GHz). The main problem is currently no usable parallel version of the Delaunay

triangulation publicly available. Therefore, it can be performed only in serial mode,

which renders these calculations very time consuming with larger point cloud sets. As a

minor optimization for this process, an export functionality for the vertices and weights

is implemented. In this case, triangulation itself only needs to be performed once for

a given OpenFOAM grid and must not be performed several times for the same grid

with different overlying flow and pressure values. In the future, a means to speed up

these kinds of calculation is required. The main challenge is that the domain cannot be

easily split into smaller domains for multiprocess calculations, due to the flip algorithm

employed. This leads to an overall run time of O(𝑛2). There are some faster algorithms

for Delaunay triangulation, but only for the two-dimensional case [95] [96]. The last step

is the conservation of the now regular grid fields into a SIMION potential array, which

have a predefined structure. These can be produced with SIMION board utilities and

then imported into the SIMION workbench.

6.4.4. Results

Influence of the Flow Field depending on Particle Size

The influence of the flow field on the simulated charged particles is investigated to verify

whether the conversion of the flow field to SIMION potential array is correct. Therefore,
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the positions at which the ions hit the electrode are recorded, expressed in x and y

coordinates on the counter electrode. In the following table, the coordinates with regard

to the neutral gas flow velocity are listed. For this purpose, the smallest droplet and the

largest droplet (with diameters of 5 µm and 100 µm) species are chosen.

Table 6.8.: Impact coordinates on the counter electrode of the smallest and largest

droplet of the used ion ensemble with standard deviation. The simulation

contains 1000 ions per run and a voltage of −5 kV is applied at the counter

electrode.

Species 1m s−1 3m s−1 5m s−1

small x [mm] 69 ± 2 73.7 ± 0.4 76 ± 2

y [mm] 36.2 ± 0.4 36.5 ± 0.4 34 ± 1

large x [mm] 60 ± 7 60 ± 6 60 ± 6

y [mm] 4 ± 2 4 ± 2 4 ± 2

As listed in table 6.8, the impact position of the smallest droplets changes with varia-

tion in the flow of the neutral gas. On the contrary, there is almost no coupling between

the larger droplet impact position and the neutral gas flow velocity. This behavior is as

expected as it is much easier to change the trajectories of lighter species than it is for

much heavier ones; in this case the smallest species is around 90 times lighter than the

largest. In addition, there is a clear impact of the flow field on the lighter droplets: The

x positions of the impact are moved to larger values with increasing background velocity

in that direction. Thus, the converting process of the flow fields is successfully achieved.

Impact of the Applied Evaporation Model on the Droplet Species

Regardless which model is used for the description of the ESI process, the droplet radius

decreases with time. So far, the evaporation of the droplets has been disregarded in

the models applied. Therefore, an evaporation model is implemented into the SIMION

SDS model (for further information, see section 3.6). As shown in fig. 6.18, the model

changes the diameter and mass of the charged particles simulated, which are coupled to

the SDS collision model.

The beginning of evaporation follows a more or less linear loss of mass and diameter.

When the model approaches its endpoint, after which it is no longer valid to describe

the loss of mass, the function is no longer linear. This iss be seen in fig. 6.18, where
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Figure 6.18.: Change of droplets diameter (left) and mass (right) with the time of flight.

The small droplet (blue) has an initial diameter of 5 µm and the large (red)

100 µm.

during flight time the mass and diameter functions of the larger droplet are nearly linear,

whereas the graphs of the smaller droplet clearly show a non-linear behavior with longer

flight time. In addition, the larger droplets need significantly more time to hit the

counter electrode, because of their higher mass and diameter. These observations are

expected and thus the implemented evaporation process is working.

Spatial Separation of the Different Droplet Sizes

If not noted otherwise, all subsequent simulations are performed with enabled evapora-

tion model. As mentioned above, the main idea is that different droplets hit different

regions at the counter electrode. In a hypothetical experimental setup, the counter elec-

trode could be divided into different regions, and the current of the ions terminating at

the electrode could be detected spatially resolved.

As shown in fig. 6.19, the two lighter droplets hit the electrode at larger y values. On

the contrary, the four larger droplet species are not spatially separated. It is noticeable

that with higher masses, the size of the impact area increases. This could result from

the longer flight times and therefore the increased diffusion of these larger droplets.

They experience significantly more collisions on the way towards the counter electrode

and therefore may repeatedly change their flight direction. For the three larger droplets

(diameters: 50, 75 and 100 µm), the impact space is cut at a y value of zero. They do

not hit the electrode and left the simulated domain through the bottom of the chamber.

The shift in the x direction is much smaller than in the y direction.
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Figure 6.19.: Droplet termination positions on the counter electrode; the dots indicate

the x and y position of the impact. On the y axis and by the color the mass

of the droplet is indicated. The neutral initial gas velocity is 1m s−1 and

a DC voltage of −5 kV is applied. The two lighter droplet species, with a

diameter of 5 µm to 10 µm are spatially separated from the other groups,

whereas the four other overlap.
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Figure 6.20.: Droplet termination positions on the counter electrode: The dots indicate

the x and y position where droplets hits the counter electrode. The color

represents the mass of the droplets. The left side has an initial neutral gas

velocity of 3 and the right of 5m s−1. In both cases a DC voltage of −5 kV

is applied.

If the two highest neutral gas velocities are compared (cf. fig. 6.20), it becomes

apparent that the overall mass loss of the droplet species is greater, which is most obvious

for the smallest droplet species. This is because the small droplets are more influenced

by the higher background gas velocity in the x direction and therefore have a longer

travel distance and flight time. This notion is also indicated by the higher observed

x values. Compared to the background velocity of 1m s−1 (cf. fig. 6.19), the impact

distribution becomes initially narrower (cf. fig. 6.20 left) and then becomes broader and

more asymmetric (cf. fig. 6.20 right).

110



6.4. Comprehensive Description of a Simplified ESI Chamber

0.05 0.06 0.07 0.08 0.09 0.10
x [m]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

y 
[m

]

×10 2

1010

1012

1014

1016

m
as

s [
u]

Figure 6.21.: Droplet termination position on the counter electrode: The dots indicate

the x and y position where a droplet hits the counter electrode. The color

represents the mass of the droplets. The initial neutral gas velocity is

5m s−1 and a DC voltage of −1 kV is applied.

The same behavior is seen in the comparison of fig. 6.20 (right) and fig. 6.21. In both

cases an initial neutral gas velocity of 5m s−1 is applied, but here voltage is reduced to

−1 kV between the two electrodes. With a smaller electric field gradient, the time of

flight becomes longer and lighter droplets are more influenced by the neutral gas flow.

For example, the 10 µm droplet species is shifting about 20mm towards higher x values.

6.4.5. Summary

It is shown that with this particular setup, only the lighter droplets could be spatially

resolved. The distance between the electrode and the counter electrode needs to be

increased to obtain better resolution. But even then, a spatial resolution of the largest

droplet species considered is very unlikely. Nevertheless, the proposed experiment may

be used to describe the ratio between smaller and larger droplets. If the counter electrode

is divided in the y direction, for example in two or even three sections, the ratio between

small droplets or analyte ions and larger aggregates could be determined. An increase in

the neutral gas flow leads to a larger separation in the x direction, but also increases the

broadening in the impact zone. The x resolution is even worse than in the y direction.

Therefore, an increase in neutral gas flow is not promising.
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Even though the separation of the droplets with this setup is not optimal, it is shown

that the simulation of ion trajectories worked well. The conversation of the OpenFOAM

flow and pressure fields is still numerically demanding, but is basically working. For

smaller systems, or even two-dimensional cases, the computing time is much shorter

than for the model presented here. Larger or more complex systems are not recom-

mended without employing a more effective triangulation method. The evaporation

model works as expected, and with the coupling to the SDS collision model, the new

mass and diameter of the droplets is updated every time step. This opens the way to the

calculation of more realistic trajectories. It is stressed though that experimental data

are needed to validate this enetire approach.

6.5. Conclusion and Outlook

In the first section of chapter 6, some special edge cases with regard to induced current

calculations of droplets are described. In a simplified simulation setup, no cancelation

of produced ion current transients due to the following droplets is oberved. In addition,

it was shown that with the addition of two additional electrodes the existing setup can

be used to perform induced current measurement. In combination with simulations

such as those discussed in section 6.2, this approach can be used to determine droplet

size distributions in an environment similar to the first vacuum stage of a commercially

available mass spectrometer. If results of e.g. the laser scattering experiments are

included, a detailed description of the droplet system should be reachable. In addition,

a further electrode can be introduced to determine the velocity of a droplet, so a direct

determination of the droplet charge becomes possible. The simulations suggest that

with existing hardware, such as the oscilloscope in combination with a common sensitive

amplifier, it is possible to detect droplets with approx. 10 000 charges.

In section 6.3 it is shown that ion current detection are also possible much further

downstream in the Bruker HCTplus instrument. According to some previous work,

there is space left to place a detection electrode in the actual instrument. Even if the

results shown here are intended to serve as a first proof-of-principles calculation, the

statement is still relevant. If experimental data become available, this simulation model

may be helpful for data interpretation.

Finally, in section 6.4 it is demonstrated that it is not possible to fully spatially

resolve the wide range of droplet sizes present in an ESI source with the employed

minimal setup. However, some species were separated. More importantly, it is shown
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that the integration of different programs and models can be combined into one trajectory

simulation. There are still some difficulties that need to be overcome, such as the

transformation of simulation grids from OpenFOAM to SIMION. In the end this also

worked well, but is inefficient and time consuming for large simulation grids. In addition,

the evaporation model is successfully integrated into the SDS collision model and works

as expected.

In summary, the presented models are in an early and simplified state and should thus

be further expanded. Depending on the comparison between simulation and experiment,

the simulation models can be adapted and improved by further extensions. The goal is

to model a commercially available ESI source, as for example the Apollo AP-ESI source

from Bruker. Then, a more accurate description of the droplet ensemble at the entrance

of MS systems could be provided. Furthermore, it would be important to determine

which droplet sizes can penetrate such an MS system at all.

113



7. Final Conclusion and Outlook

To summarize this work, the following section is divided into three parts. First, the

focus is on the technical part, which deals with the combination of different simulation

approaches and combining them to a more comprehensive description of the physical

system. In the second part, a conclusion is given on the three results chapter. Finally,

a short outlook is given based on the work presented.

1) Three different simulation programs/frameworks were used in this work: Open-

FOAM and SPARTA to model neutral gas flows in different pressure regimes. As long as

the continuum approach is valid, OpenFOAM was used and in the more rarefied regimes

SPARTA was employed. For the ion trajectory calculations, SIMION and SPARTA were

used. Since SIMION cannot calculate neutral gas flow and pressure profiles, the results

had to be always imported from one of the other programs. Because the ions mostly

moved in rather linear trajectories, these flow and pressure profiles were mostly be rep-

resented by analytical functions. These are used as input parameters for a SIMION

user program. When this assumption was no longer valid, the fully spatially resolved

three-dimensional flow fields from OpenFOAM were successfully converted into SIMION

potential arrays. In addition to the profiles, SPARTA was extended with the possibility

to model acceleration by an external electric field force. It was shown that the algorithm

implemented agrees with the analytical solution. Additionally, an analytical equation for

the evaporation of droplets under atmospheric conditions was successfully implemented

into the SIMION SDS collision model. The change in droplet mass and therefore droplet

diameter as a result of evaporation directly influences the SDS collision model. It was

further shown that the combination of the evaporation model with the collision model

works. Due to the lack of experimental results, this model was not verified.

2) To summarize the results obtained, the determination of reduced ion mobilities

with SPARTA is addressed. As mentioned above, the implementation of the electric

force works in principle. Upon addition of a background gas, the ions experience an

acceleration period followed by a steady-state drift velocity, as expected. For O2
+ ions

in N2 background gas, the obtained values for the reduced mobilities are on the same

order of magnitude as the experimental values, but almost a factor of two too high.
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It was shown that the simulation boundaries are not stable over simulation time, as

a compression wave induced by the ions was observed. However, the effect of the un-

stable conditions of the ion mobility calculations is negligible. Two additional pairs of

ions and background gas are investigated under the variation of applied reduced field

strengths. Even if the gap between the literature and the calculated values decreases

with increasing reduced field strength, the obtained values are still too high. Knowing

that the acceleration by the electric field is correct, it is most likely that the collision

model causes these problems, but the final reason was not identified.

Proceeding with the modeling of a transfer stage between a HiKE-IMS and a TOF-MS,

it was shown that it is possible to determine the effects of the transfer parameter on the

transferred ions with respect to transmission efficiency and energy gained. For this case,

a two- and three-dimensional model of the transfer was created and compared. It was

shown that depending on the sampled region, the obtained results are either very similar

or deviate. Luckily, the differences between the two- and three-dimensional models were

small in the center of the modeled quadrupole, which is the region of interest. With

subsequent ion trajectory calculations, it was illustrated that the ions experience most

collisions at the entrance of the quadrupole, where the local pressure is still high and

therefore gain the highest internal energy in this region.

In the last section, the focus was on the determination of the droplet size distribution,

which is generated by electrospray ionization sources. For this purpose, the detection of

induced current transient was chosen. Initially, it was demonstrated that no cancelation

of the induced current signal due to the following droplets occurs. On the basis of the

experimentally available hardware, it was shown that approximately 10 000 charges are

detectable. On the basis of a Bruker HTCplus mass spectrometer, two different regions

were more or less precisely modeled and extended by the possibility of detecting induced

currents. These simulations should be considered as proof-of-principles calculations,

which show that these experiments are feasible. Additionally, these models can be

helpful in interpreting experimental results as soon as they become available. Finally,

a rudimentary ESI source was designed, primarily to define a test case for the most

comprehensive simulation in this work, which included an evaporation model and with

fully spatially resolved neutral gas flow fields. However, it was shown that this setup

is not capable of fully separating the wide spectrum of introduced droplets, but a ratio

between smaller and larger droplets was successfully calculated.

3) Moving on to the outlook, the last chapter of this work is the part with the largest

potential. After modeling the simplified ESI source, the next step is to design a com-
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mercially available ESI source, as for example the Apollo AP-ESI source from Bruker.

This should allow a more comprehensive description of the droplet ensemble in the ion

source. Furthermore, it would be important to determine which droplet sizes can actu-

ally penetrate the MS vacuum system. Additionally, it is of major interest to outline the

effect of the ESI spray parameters on the droplet size distribution and whether that can

be simulated. As always, it is important to compare the computed results with experi-

mentally determined data for validation purposes. On the technical side, it is important

to speed up conversion of three-dimensional flow fields from OpenFOAM or SPARTA

to SIMION, with a more efficient triangulation method.
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A. Appendix A

The velocity and pressure profiles functions for SIMION simulations are listed below.

A.1. Profiles for Section 5.4

Pressure Profile

The pressure is expressed by the following function:

𝑝(𝑥m) = 2816.750 · exp (−1016.371 · 𝑥m) − 3.105

With 𝑝 as the pressure in Pascal and 𝑥m as the x position in meter. Furthermore, a

maximum 𝑝max and minimum 𝑝min pressure value was defined by a Lua function.

𝑝min = 2.09

𝑝max = 1371.29

Velocity Profiles

𝑣x(𝑥m) =

(256 866.871 · 𝑥m − 127.02) · 0.001 𝑥m < 0.0031

(2094.019 · exp (−419.947 · 𝑥m) + 144.181) · 0.001 𝑥m ≥ 0.0031

With 𝑣x as the velocity in x direction and the 𝑣x,min and 𝑣x,max as the minimum and

maximum values.

𝑣x,min = 0.0546

𝑣x,max = 0.6284
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A.2. Profiles for Section 6.2

For the 𝑦 and 𝑧 directions first length of the combined |®𝑙𝑦,𝑧 | is calculated and then

used as a normalization factor for the overall radial velocity 𝑣𝑟𝑎𝑑𝑖𝑎𝑙:

𝑣radial(𝑥m) =

(0.103 · exp (2535.359 · 𝑥m) − 3.627) · 0.001 𝑥m < 0.0025

(318.453 · exp (−756.404 · 𝑥m) + 0.706) · 0.001 𝑥m ≥ 0.0025

With a maximum value of 𝑣radial = 0.043. Then the velocity for the 𝑦 and 𝑧 direction

are determined:

𝑣y(𝑥m, 𝑦m) =
𝑦m

|®𝑙y,z |
· 𝑣radial(𝑥m)

𝑣z(𝑥m, 𝑧m) =
𝑧m

|®𝑙y,z |
· 𝑣radial

With 𝑦m and 𝑧m as the y and z position in meter.

A.2. Profiles for Section 6.2

Pressure Profile

The pressure is expressed by the following function:

𝑝(𝑥m) =

1323.49 𝑥m < 1.3 × 10−3

14 720.829 · exp (−1844.581 · 𝑥m) 𝑥m ≥ 1.3 × 10−3

Velocity Profiles

The velocity in x direction is:

𝑣x(𝑥m) =


1152.2 𝑥m ≤ 1.3 × 10−3

−3.87 × 107 · 𝑥2𝑚 + 2.95 × 105 · 𝑥m + 8.21 × 102 1.3 × 10−3 < 𝑥m ≤ 4 × 10−3

9605.911 · 𝑥m + 1375.302 𝑥m > 4 × 10−3
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A. Appendix A

The radial velocity profile is distinguished between to different distances between the

main axis and the radial position of the particle. First, the function for particles near

the main axis is shown (|®𝑙y,z | ≤ 3.5 × 10−4):

𝑣radial(𝑥m) =


0.0 𝑥m ≤ 1.3 × 10−3

−2.19 × 108 · 𝑥2m + 9.01 × 105 · 𝑥m − 8.10 × 102 1.3 × 10−3 < 𝑥m ≤ 2 × 10−3

197.476 · 𝑥m + exp (−299.087 · 𝑥m) 𝑥m > 2 × 10−3

Second, the radial velocity for |®𝑙y,z | > 3.5 × 10−4 is listed:

𝑣radial(𝑥m) =

1.34 × 108 · 𝑥2m − 5.25 × 105 · 𝑥m + 9.0 × 102 𝑥m ≤ 2 × 10−3

624.157 · 𝑥m + exp (−280.790 · 𝑥m) 𝑥m > 2 × 10−3

A.3. Profiles for Section 6.3

In this section, the x position unit is changed to mm and the pressure unit is changed

to mbar.

Pressure Profile

The pressure is expressed by the following function:

𝑝(𝑥mm) =



−5.85 × 10−4 · (𝑥 + 15.383)2 + 0.348 𝑥 < 0.16

3.97 × 10−3 · exp ( 32.729
𝑥1.159

) + 8.330 0.16 ≤ 𝑥 < 7.57

2.42 × 10−3 · exp ( 1.470
𝑥4.459

) + 5.85 × 104 7.57 ≤ 𝑥 < 39.67

−4.53 × 10−6 · 𝑥 + 2.71 × 10−3 39.67 ≤ 𝑥 < 131.05

4.618 ∗ 0.374𝑥−123.0 131.05 ≤ 𝑥 < 136.16

The minimum value of the pressure is: 𝑝min = 1 × 10−5.
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A.3. Profiles for Section 6.3

Velocity Profiles

In this section the radial velocity is omitted. Some of the segments are modeled by two

Gaussian functions. For better readability, first the Gaussian function are given:

𝑔1(𝑥mm) = 138.468 · exp
(
− (𝑥 − 2.123)2

2 · 3.0202

)
𝑔2(𝑥mm) = 83.547 · exp

(
− (𝑥 − 0.979)2

2 · 1.1822

)
𝑔3(𝑥mm) = 88.160 · exp

(
− (𝑥 − 9.663)2

2 · 12.4092

)
𝑔4(𝑥mm) = 37.475 · exp

(
− (𝑥 − 10.550)2

2 · 1.3082

)

Followed by the velocity in x direction:

𝑣x(𝑥mm) =



3.485 · 𝑥 + 58.816 𝑥 < −1.98
𝑔1(𝑥mm) + 𝑔2(𝑥mm) −1.98 ≤ 𝑥 < 5.10

𝑔3(𝑥mm) + 𝑔4(𝑥mm) 5.10 ≤ 𝑦 < 15.96

23.164 · 0.954𝑥−35.929 15.96 ≤ 𝑥 < 125.13

1.641 × 10−10 · 3.003𝑥−106.052 125.13 ≤ 𝑥 < 132.25

369.488 · 0.637𝑥−133.138 132.25 ≤ 𝑥 < 137.00

−5.559 · 𝑥 + 824049 𝑥 ≥ 137.0

137



B. Appendix B

B.1. Evaporation Model

Listing B.1: standalone eva.lua

1 simion.workbench_program()

2 -- Units in SIMION is mm and microsec

3 -- for math functions eg. pi, sqrt

4 require "math"

5 local EVA = {}

6 EVA.segment = {}

7

8 -- if _evaporation_record = 0 evaporation log is turned off, 1 means turned

on

9 adjustable _evaporation_record = 1

10

11 -- parameters to calculate the evaporationrate

12 -- use SI-Units

13 -- output is in SI-Units

14 -- example for a Waterdroplet in dry N2 @317K and 101325 Pa

15 adjustable _droplet_start_diameter = 2.75e-5 -- [m]

16 adjustable _mol_weight_vapor = 0.018 -- [kg molˆ-1]

17 adjustable _mol_weight_gas = 0.028 -- [kg molˆ-1]

18 adjustable _pressure = 101325 -- [Pa]

19 adjustable _collision_diameter_droplet_species = 2.85e-10 -- [m]

20 adjustable _collision_diameter_gas_species = 3.75e-10 -- [m]

21 adjustable collions_intergral = 1 -- unitless, usually of order 1

22 adjustable _vapor_pressure = 7381.4 -- [Pa] H2O@313K at the droplet surfcae

temp

23 adjustable _bulk_gas_temp = 317 -- [K]

24 adjustable _droplet_density = 993.18 -- [kg mˆ-3] @310.95K

25

26 -- Define constants

27 local R = 8.314462618 -- [J molˆ-1 Kˆ-1]

28 local kb = 1.380649e-23 -- [J Kˆ-1] Boltzmann

29 local Na = 6.022e23 -- unitless, Avogadro
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B.1. Evaporation Model

30

31 -- Properties:

32 -- diamter of particle/ion

33 -- maps ion_number to refer

34 local ion_diameter = {}

35

36 -- SIMION initialize_run segment. Called once before run

37 -- Calculates the specific reduction rate of the given

38 -- particle (see references)

39 function segment.initialize_run()

40 local sigma = (_collision_diameter_droplet_species +

_collision_diameter_gas_species)/2

41 local binary_diffusivity = 3/8 * ((Na/math.pi * ((_mol_weight_gas +

_mol_weight_vapor)/(2*_mol_weight_gas*_mol_weight_vapor)))ˆ(0.5)) * (

kb*_bulk_gas_temp)ˆ(1.5) * 1/(_pressure*sigmaˆ2*collions_intergral)

42 reduction = (2*binary_diffusivity*_mol_weight_vapor*_vapor_pressure)/(

_droplet_density*R*_bulk_gas_temp)

43 eva_time = _droplet_start_diameterˆ2 / reduction -- time the hole droplet

is evaporated

44 squared_start_diameter = _droplet_start_diameterˆ2

45 end

46

47 EVA.segment.initialize_run = segment.initialize_run

48 -- SIMION initialize segment. Called on particle creation.

49 -- attach initial droplet diamater to the particles

50 function segment.initialize()

51 ion_diameter[ion_number] = _droplet_start_diameter

52 end

53 EVA.segment.initialize = segment.initialize

54

55 function segment.other_actions()

56 -- stops if time is too long

57 if (ion_time_of_flight > eva_time*1e6) then

58 return

59 end

60 local new_diameter_2 = squared_start_diameter - reduction * (

ion_time_of_flight/1e6)

61 if (new_diameter_2 > 0) then

62 new_diameter = math.sqrt(new_diameter_2)

63 else

64 return

65 end

66 ion_diameter[ion_number] = new_diameter

67 -- log the new ion diameter with corresponding ID (= ion number) and TOF
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68 if (_evaporation_record == 1) then

69 print(’##’,ion_number, ion_time_of_flight/1e6, ion_diameter[

ion_number])

70 end

71 end

72 EVA.segment.other_actions = segment.other_actions

73

74 return EVA

75 -- References: Evaporation model:

76 -- Davis, E.J, 1992. Microchemical Engineering: The Physics and Chemistry of

77 -- the Microparticle. Advances in Chemical Engineering, Elsevier, pp.1-94

B.2. E-Field Fix

Listing B.2: fix efield.h

1 #ifdef FIX_CLASS

2 FixStyle(efield,FixEfield)

3 #else

4

5 #ifndef SPARTA_FIX_EFIELD_H

6 #define SPARTA_FIX_EFIELD_H

7 #include "fix.h"

8 #include "particle.h"

9

10 namespace SPARTA_NS

11 {

12 class FixEfield : public Fix {

13 public:

14 struct Vec3

15 {

16 double x;

17 double y;

18 double z;

19 };

20 FixEfield(class SPARTA *, int, char **);

21 ˜FixEfield();

22 int setmask() override;

23 void init() override;

24 void start_of_step() override; // called at the beginning of

timestep

25 void perform();

26 void calc_velocity(Particle::OnePart *); // calculate new

volcitys

140



B.2. E-Field Fix

27

28 protected:

29 Vec3 efield; // efield vectors

30 Vec3 force; // resulting force

31 Vec3 acceleration; // resultion

acceleration

32 double q; // charge Q

33 double mass; // mass

34 double dt; // timestep

35 const double e = 1.602176634e-19; // elementary

charge

36

37 private:

38 int ionspecies; // index of ion species

39 };

40 } // namespace SPARTA_NS

41 #endif

42 #endif

Listing B.3: fix efield.cpp

1 #include "math.h"

2 #include "stdlib.h"

3 #include "string.h"

4 #include "fix_efield.h"

5 #include "update.h"

6 #include "particle.h"

7 #include "error.h"

8

9 using namespace SPARTA_NS;

10 /* ---------------------------------------------------------------------- */

11

12 enum Param : int

13 {

14 FixID = 0,

15 FixName, // efield

16 EX, // electricfieldvector in x-direction

17 EY, // electricfieldvector in y-direction

18 EZ, // electricfieldvector in z-direction

19 Species // effected species

20 };

21

22 FixEfield::FixEfield(SPARTA *sparta, int narg, char **arg)

23 : Fix(sparta, narg, arg)
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24 {

25 if (narg < 5)

26 {

27 error->all(FLERR,"Illegal fix efield command");

28 }

29

30 per_particle_flag = 1; // 0/1 if per-particle data is stored

31 time_depend = 0; // 1 if requires continuous timestepping

32 vector_flag = 0; // 0/1 if compute_vector() function exists

33

34 // check if selected species is defined

35 ionspecies = particle->find_species(arg[Param::Species]);

36 if (ionspecies < 0)

37 {

38 error->all(FLERR, "Fix efield species does not exist");

39 }

40 // check if seleceted speciecs is charged

41 if (particle->species[ionspecies].charge == 0.0)

42 {

43 error->all(FLERR,"Fix efield ion species has charge == 0.0");

44 }

45

46 // assign args to variables

47 // checking if Efield-parameter is NaN (f != f is true, f is NaN)

48 efield.x = atof(arg[Param::EX]);

49 if (efield.x != efield.x)

50 {

51 error->all(FLERR,"Illegal fix efield command. Efield value (x) is NaN

");

52 }

53 efield.y = atof(arg[Param::EY]);

54 if (efield.y != efield.y)

55 {

56 error->all(FLERR,"Illegal fix efield command. Efield value (y) is NaN

");

57 }

58 efield.z = atof(arg[Param::EZ]);

59 if (efield.z != efield.z)

60 {

61 error->all(FLERR,"Illegal fix efield command. Efield value (z) is NaN

");

62 }

63

64 // Charge q of ion effected ion species
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65 q = particle->species[ionspecies].charge * e;

66 // mass of ionspecies

67 mass = particle->species[ionspecies].mass;

68 // Timestep

69 dt = update->dt;

70 // Calculate the force

71 force.x = efield.x * q;

72 force.y = efield.y * q;

73 force.z = efield.z * q;

74 // Calculate acceleration of ions

75 acceleration.x = force.x / mass;

76 acceleration.y = force.y / mass;

77 acceleration.z = force.z / mass;

78 }

79 /* ---------------------------------------------------------------------- */

80 FixEfield::˜FixEfield()

81 {

82

83 }

84 /* ---------------------------------------------------------------------- */

85 int FixEfield::setmask()

86 {

87 int mask = 0;

88 mask |= START_OF_STEP;

89 return mask;

90 }

91 /* ---------------------------------------------------------------------- */

92 void FixEfield::init()

93 {

94

95 }

96 /* ---------------------------------------------------------------------- */

97 void FixEfield::calc_velocity(Particle::OnePart *ip)

98 {

99 double *vi = ip->v;

100

101 constexpr int x = 0;

102 constexpr int y = 1;

103 constexpr int z = 2;

104

105 vi[x] += acceleration.x * dt;

106 vi[y] += acceleration.y * dt;

107 vi[z] += acceleration.z * dt;

108

143



B. Appendix B

109 }

110 /* ---------------------------------------------------------------------- */

111 void FixEfield::perform()

112 {

113 Particle::OnePart *particles = particle->particles;

114 int pnlocal = particle->nlocal;

115

116 for (int i = 0; i < pnlocal; i++)

117 {

118 if (particles[i].ispecies != ionspecies)

119 {

120 continue;

121 } else

122 {

123 calc_velocity(&particles[i]);

124 }

125 }

126 }

127 /* ----------------------------------------------------------------------

128 callled at echt start of a timestep

129 ---------------------------------------------------------------------- */

130 void FixEfield::start_of_step()

131 {

132 perform();

133 }

134 /* ---------------------------------------------------------------------- */
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