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Abstract

Autonomous driving requires very accurate perception of the surrounding environ-
ment. Multiple sensors are used to achieve highly accurate object detection and
environment perception. Among all types of sensors, cameras and automotive radars
are two major sensors used in most high-end commercial vehicles.

To achieve good performance in perception tasks, machine learning and deep neural
networks are utilized and have shown the advantages of robustness and generaliza-
tion. Although deep neural networks were largely developed in the context of image
processing, they are rarely seen in radar perception systems. In this dissertation, a
new radar perception neural network with several new methods and techniques is
proposed.

In recent years, the sampling methods applied in neural networks have attracted
much research interest. Sampling increases the flexibility of rigid convolution kernels
inside convolutional neural networks. It samples the feature map of intermediate
output based on a pre-defined or dynamic data-dependent sampling grid to re-
arrange the location of feature vectors. Several new approaches and designs were
proposed in previous works to further utilize sampling methods in advanced neural
network architectures. These approaches have shown good performance in both
image perception task and radar perception tasks.

Many challenges and issues are discussed and solved through the proposal of new
methods, network designs or processing techniques. These applications and solutions
are general, and as they are instructive in automotive use cases, they can be easily
extended to other use cases.
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Introduction 1
The automotive industry has shown great interest in autonomous driving. Various
studies have been done or are in progress to reach the ultimate goal of autonomous
driving. Among all methods applied in autonomous driving, machine learning
(ML) and deep neural networks have shown the advantages in robust and effective
modeling and control. In the recent years, along with the rapid development of
computational hardware, deep learning has shown its power in problem solving and
cognitive science. With respect to the automotive use cases, perception systems with
cameras are largely dominated by deep neural network algorithms. In the past few
years, not only perception systems, but also planning and control systems in driver
assistants or semi-autonomous driving systems have been steadily improved and
refreshed by deep neural networks.

Automotive radar is widely used in newly produced cars for its high accuracy in dis-
tance and velocity measurement. Compared to the high cost of high-resolution cam-
eras or the even higher cost of LiDARs, radars have shown a good price–performance
ratio in perception systems. Although they are still limited by their ability to recog-
nize visual properties (e.g., traffic sign recognition), they are efficient and effective
in detecting moving objects on the road.

Due to the increasing requirements for active safety functions on commercial vehicles,
many vehicle manufacturers and suppliers are putting enormous effort and resources
into research and development of advanced driver assistance systems. Automotive
radars and cameras are contributing to many of these systems, providing high-quality
perception results to support high-level feature functions. In the past decade, the
capability of these assistance systems has grown quickly, advancing from adaptive
cruise control and lane-keeping assistants to traffic jam pilots, active pedestrian
protection, and robotic taxis.

In these advanced autonomous driving functions, cameras contribute to many
textural detection tasks, such as traffic sign recognition, traffic light recognition,
weather condition perception, and general object detection. With different design
objectives, radars also contribute to various movement detection tasks, such as
moving vehicle detection, speed measurement, and, in the most recent developments,
general object detection by radar.
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To perform complex perception tasks (e.g., general object detection), especially on
camera and radar data, ML and deep learning techniques are widely used, and
they are largely improving the capability of such perception systems. Convolutional
neural networks are used in object detection in images. Point-cloud segmentation
can be performed by neural networks on radar detection. This research topic is
garnering much interest, and many new proposals are being made every day.

This dissertation will make several contributions to automotive perception tasks. In
Chap. 2, fundamental knowledge in ML, computer vision, and automotive radars
is first presented. Most of the basis of these research fields will be summarized,
excluding detailed information on the state-of-the-art, which will be covered in more
relevant chapters in later parts of this dissertation.

The following chapter will first present research in the field of image classification for
an automotive use case: traffic sign recognition. Research in this application began
with sampling methods in neural networks, which is a flexible technique. Sampling
methods are able to largely modify the rigid manner of processing in common
convolutional neural networks without a significant increase in much complexity.
These findings inspired subsequent research and made major contributions to this
dissertation.

After traffic sign recognition, the direction of research moved to automotive radar, a
completely different world. In Chap. 4, challenges are discussed, including a lack of
annotated data for automotive radar. Several methods used to collect data for ML
on radars are presented, and several issues during data collection and annotation,
as well as their solutions, are discussed.

Based on the above data collection, Chap. 5 proposes various methodologies and
techniques for processing radar signals with neural networks. Also, a novel sampling-
based recurrent network structure that has shown to be effective for automotive
perception needs is introduced.

Most of the contributions discussed in this dissertation are primarily or partly based
on our previous publications. These publications may have contributed to the work of
other researchers in similar or relevant fields. Finally, the findings and contributions
are summarized in Chap. 6. The work discussed and presented in this dissertation is
not definitive but is a milestone in this research field. The following and future work
are progressing toward the ultimate goal of fully autonomous driving.

The relations between the chapters of this dissertation are shown in Fig. 1.1. Chap. 2
provides the fundamentals for the research work proposed in Chap. 3 and Chap. 5.
Chap. 3 introduces the proposed sampling method to the idea of sampling-based
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Fig. 1.1.: The relations between chapters of this dissertation.

recurrent network in Chap. 5. Chap. 4 presents the radar data used in the research
work of Chap. 5. Finally, Chap. 6 summarizes all previous work and discusses the
next steps.
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Fundamentals and Related
Works

2

In this chapter, the fundamental technologies essential to this dissertation are
presented. These technologies are referred to in the following chapters and are either
the basis of the advanced technologies applied or introduced in this dissertation,
the basis of the input signals of the systems, or the definition of the tasks that the
system solves. The introduction addresses three major fields covered in the following
chapters.

First, this chapter discusses the field of ML, reviewing some of the technologies
widely used for different types of learning tasks.

Second, the field of computer vision is presented, covering one of the key tasks
in computer vision, that is, feature embedding. In this section, the technologies
that are used in this dissertation or which this work is based on are introduced.
in addition to feature embedding, several common problems are introduced that
computer vision is intended to solve.

Finally, this chapter will briefly cover the field of automotive radar. Specifically, the
fundamentals of this type of radar are introduced, which constitute a major part of
this dissertation. This section will present the basics of radar signal processing in
automotive radar. Moreover, it will present several advanced technologies to solve
issues in practical use. Ultimately, the most fundamental representation of radar
data will used in the latter chapters of this dissertation.

In the following chapters, the reviews of these fundamental technologies will be
abridged, as they are not the main concentrations or contributions of this dissertation.
The advanced developments and contributions introduced in this dissertation will
correspond to only a small part of these fields, but they will still refer to or be based
on these technologies.
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2.1 Fundamentals of Machine Learning

Machine learning (ML) is a key sub-field of artificial intelligence (AI). The common
goal of ML is to enable machines to understand data and learn to model data-
related problems. Differing from normal rule-based algorithms, ML concentrates on
machines generating or learning models on their own by feeding them a pile of data.
Most technologies and methods within the field of ML can dynamically change their
internal data models and adapt them to the data they are faced with.

ML entails programming computers to optimize a performance criterion using
example data or past experience. A model is defined by a set of parameters, and
learning involves the execution of a computer program to optimize the parameter of
the model using the training data or past experience [Ayo10]. In this sense, machine
learning programs can be separated into three major types: supervised learning,
unsupervised learning, and reinforcement learning.

Supervised learning involves optimizing the model parameters using a set of anno-
tated data, where a set of input data and a set of output targets are defined and
paired. The mapping function between the input-output pairs is learned during the
optimizing process [RN02].

In unsupervised learning, a model is optimized without a set of output targets
paired to the input data [HS+99]. In contrast to supervised learning, the algorithm
must find a common pattern within the given set of input data. The detection of a
pattern is normally guided by the past experience of the programmer. A subset of the
parameters for modeling is given by a human being, and the rest of the parameters
are optimized by the algorithm during the learning process.

Reinforcement learning is targeted at learning of action-taking decision to maximize
cumulative reward through a series of actions [SB18]. In contrast to supervised
learning, labeled input-output pairs are not needed, nor a sub-optimal action series
is needed to be corrected explicitly. The learning is focused on a balance between
current knowledge and unknown territory. This learning method is widely used in
control systems, e.g., robot control, gaming AI, and scheduling algorithms.

The following sections will explore the first two types of machine learning in greater
depth, discussing more widely used technologies upon which this dissertation is
based or that are used in this work. This brief introduction covers neither all
research fields within ML nor all methodologies under each type. More detail about
the fundamentals of ML can be found in textbooks [Mit97][RN02][Alp20].
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2.1.1 Supervised Learning

Supervised learning is an ML task of learning a function or model that maps from
an input data to an output data based on a set of input-output data pairs. The set of
data pairs used during the optimization of model parameters is called training data.
The set of input data is called input features, or simply input data, and the set of
output data is called labels. The mapping function

f : X → Y (2.1)

is defined as a map from the input space X to the output space Y . A set of training
examples N = (x1, y1), ..., (xn, yn) is defined by the examples sampled as pairs from
X and Y , such that xi is paired with yi for the i-th example in N . For example, if xi

were an image of a car, yi would be its label “car”.

To find the optimized parameters of function f , a loss function

l : Y × Y → R ≥ 0 (2.2)

is defined to evaluate the loss between the predicted y′
i and the label yi given input

xi. The learning objective

L = 1
n

n∑
i=1

l(f(xi), yi) (2.3)

is to estimate the loss based on the given training set N . The process of minimizing
L over an optimization function and finding the optimized parameters of f is
supervised learning.

Supervised learning requires a set of labels given as input data. The annotation of
data is done mainly by human annotators or by definition. The source of annotation
depends on the problem. For example, a task of defining whether the content of a
picture is a car or a train is called an image classification task. Such tasks normally
require annotation by humans because understanding content is a complex activity
and cannot be easily pre-defined. In extreme cases, expert knowledge is necessary,
for example, to distinguish between dog roses (Rosa canina) and field roses (Rosa
arvensis).

Another source of annotation is to retrieve it by definitions. In the field of data
mining, data are collected using a list of features. The task is to use a set of features
to predict some other features. For example, knowing the age and gender of the
customer combined with the current date and time, the machine should predict
whether a kind of product will be purchased. In such tasks, the data from past orders
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will contain purchase activity, and past visiting entries can be used as negative
examples. These annotations are already given when the data are used during the
definition of tasks. In such cases, no extra human effort is needed to annotate each
data sample.

The annotation process is very important to supervised learning. It defines the
output space of a given learning task. The complexity of output space can affect
the complexity of the optimization process of finding the mapping function. It is
common to separate a large complex task into multiple sub-tasks for simplicity. For
instance, driving a car is a very complex task. Even for an educated human being,
the process of learning to drive a car can last several weeks, even years. As a result,
autonomous driving (AD) enabling a machine to drive a car is comparably or even
more complex than teaching a human to drive.

In theory, it is possible to learn a model by feeding the environment information (e.g.,
surrounding camera images and environmental sounds) and the paired maneuver
of the car to a supervised learning process. In practice, such a model is beyond the
capability of any existing modeling approach. There exists research topic on end-
to-end autonomous driving learning [Xia+20], but they are still not yet satisfying
safety requirement and standard on real-world driving scenarios. As a fallback, a
common approach is to separate driving into multiple sub-tasks [Pen+17].

As with human beings, the first major sub-task is perception. When driving a car,
a person needs to keep looking ahead and around to understand the environment
and situation. More than that, a person needs to hear sounds to get information
that is invisible or in blind spots. Similarly, the machine needs to understand the
environment and the current status of ego vehicle.

Then, a second sub-task called planning comes onto the stage. The next steps must
be planned. For example, before turning left, a driver must see that there are no
other cars or pedestrians to their left and have already seen the lane marks indicating
the path for left turning. The driver then thinks about reducing their speed and
steering the wheel to the left. A machine will do similar things. After understanding
the environment, it needs to plan the maneuver of the car to achieve the target (e.g.,
turning left).

Finally comes the sub-task of control. After planning the next steps, a driver proceeds
with a sequence of activities to perform a left turn, namely, step on brake pedal
and steer the wheel. A machine needs to perform similar activities. To follow the
planned path, it needs to decide how much the brake needs to be applied and how
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many degrees the steering needs to be turned. Even a simple left turn is not simple
for a machine.

For each task, input data needs to be collected and the objective defined. Then,
one needs to annotate the data to produce labels. Finally, supervised learning is
applied to obtain the mapping function. In the end, the machine uses the functions
to perform AD. This dissertation concentrates on several sub-tasks in the perception
field of AD. Most of the proposed approaches are supervised learning. Supervised
learning is a very important method for ML of perception tasks [Gru+17]. It is
not the ultimate solution for perception but is widely used in the academic and
industrial worlds of AD research [Mou+18].

In general cases, supervised learning datasets are separated into a training set
and a test set and, in some cases, a validation set. This separation is intended to
reduce overfitting issues during learning, so the ML model can perfectly memorize
all samples and their labels through the training process. In this case, the model
can perform perfectly on the training set, but the learnt model is almost useless
when this model is only a dedicated mapping function. The validation set is used
to identify whether overfitting is happening and the test set is used to evaluate the
generalization and performance of the trained model. These two sets contain similar
but not identical training sets of data, so if the model is able only to memorize the
labels of the training set, it will not be able to perform well on a validation or test set.
When a perfect performance occurs during training but very poor performance occurs
during validation, the model is already overfitting. For the three-set data (training,
validation, and test), the validation is used to fine-tune the hyper-parameters and
the test set is used to provide generalized performance. In this case, the hyper-
parameters are not overfitting to a validation set, so this may still be a matter of an
overfitting case.

In the following parts of this section, a few supervised learning approaches that are
fundamental or highly related to the methods in this dissertation are introduced.

2.1.1.1. Decision Tree

Decision tree is one of the most widely used technologies in statistics, data mining
and ML [Fri17]. The concept is to use a set of descriptions of a sample as features
and then to make decisions based on a subset of these features and through a
tree-like graph of different decision makers.

2.1 Fundamentals of Machine Learning 9



Fig. 2.1.: An example of classification tree deciding on playtennis [Mit97].

Fig. 2.1 shows a classification tree for deciding whether to play tennis based on a set
of weather conditions. Each internal tree node specifies the feature it is analyzing,
and the branch shows the value of the decision. For example, when the outlook is
sunny and the humidity is normal, the person will go play tennis.

There are many modifications of and advanced approaches to decision trees, such
as classification and regression tree (CART) [Bre+17], C4.5 [Qui93], chi-squared
automatic interaction detection (CHAID) [Kas80], and quick, unbiased, efficient,
statistical Tree (QUEST) [LS97]; these can be combined with ensemble methods, for
example, random forest [Ho95][Bre01] and adaptive boosting (AdaBoost) [FS+96].
All of these methods are based on different methods of building one or multiple
decision trees, but all maintain the basic concept of making decisions on a subset of
features through a tree-like graph.

2.1.1.2. Support Vector Machine

Support vector machine (SVM) is a widely used binary classifier that is highly robust
in classification tasks. The basic concept behind SVM is to map the training samples
into a hyper space and find best separation hyperplane with the maximum margin
between the positive and negative samples [Vap99].

Fig. 2.2 shows a sample hyperplane of an SVM on a linear separable dataset. The
data samples are classified by a margin defined by support vectors. Research into
SVM has tested different methods to find the best margin on a given dataset [STS11].
For example, an open-source linear SVM algorithm package LIBLINEAR [Fan+08]
uses the coordinate descent method [Hsi+08] and the Newton method [GL21] as
its advanced optimization algorithms.

10 Chapter 2 Fundamentals and Related Works



Fig. 2.2.: An example SVM on a linear separable dataset. w is the normal vector of the
separating hyperplane. b

∥w∥ is the offset of this hyperplane to the space origin.
The two dashed hyperplanes are hard-margins of the classifier which is having a
distance of 2

∥w∥ .

2.1.1.3. Artificial Deep Neural Network

An artificial neural network (ANN) is a computational model inspired by the model-
ing of a biological neural network inside animal brains. Fig. 2.3 shows the structure
of a typical neuron. Each neuron receives neural signals from other neurons via sev-
eral dendrites. The signal is processed in the cell body and transferred via impulses
through a unique axon. The axon has several terminals at its end and will spread
signals to other neurons’ dendrites. The neurons are connected via the junction
between dendrites and axon terminals, forming a large network structure for signal
processing and transferring. For each neuron, the signals caught by dendrites can be
seen as input and the signal spread via axon terminals can be seen as output.

To simulate a similar network structure and signal processing model, the first
computational model was proposed by [MP43]. Fig. 2.4 shows the modern structure
of a typical ANN neuron inside an ANN. Comparable to a biological neuron, it has
several input signals and several output signals. The input signals are processed in
the neuron by a function f and learnable weights w and b. The connections between
neurons by flows of input and output signals form a network structure. The gray
circles indicate other neurons in this example network. Moreover, modern ANNs are
designed and formed mostly in a layer-wise structure, where there is no internal
connection between neurons within a layer (dashed orange box in the figure).

2.1 Fundamentals of Machine Learning 11



Fig. 2.3.: Structure of a typical neuron [Hea21].

In the following decades, many researchers have contributed to the development
of neural network models. Even in modern ANNs, many proposed concepts and
fundamental algorithms are in very early stages. The concept of a perceptron was in-
troduced by [Ros58]. Then, the most important training approach, backpropagation,
was proposed by [Wer74]. In the past decade, thanks to the high-speed development
of computer hardware and computational devices (e.g., graphics processing unit
(GPU)), many new research contributions have been made to the field of ANN
[MS10][Abi+18].

The first and simplest type of ANN is a feedforward neural network. The data
flows from input to the hidden layers and then to the output without any cyclic
connections. Feedforward neural networks are constructed by a single or multiple
perceptron layers. Each layer consists of a number of neurons as a function

y = f(w · x + b), (2.4)

where x is the input signals, f is an activation function, w is the learnable weight
vector for weighted sum, b is the learnable bias, and y is one output of this neuron.
Each neuron can accept more than one input signal from the input neurons and
have more than one output that is connected to an output neuron. The activation
function is normally non-linear, such as a hyperbolic tangent function or sigmoid
function.

When there exists more than one perceptron layer in a feedforward neural network,
it is in the form of multi-layer perceptron (MLP). The learning of model parameters
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Fig. 2.4.: (b) Structure of a typical modern ANN neuron based on Eq. 2.4, (a) highlighted
in blue in an ANN.

(e.g., w, and b in Eq. 2.4) in an MLP is carried out by backpropagation. Each output
of an input sample to an MLP model can be formed as

ŷ(x) = fL(wLfL−1(wL−1 · · · f1(w1x + b1) · · · ) + bL), (2.5)

where wL and bL are the neuron parameters of layer L and fL is the activation
function of this layer. A loss function to evaluate the cost between the MLP prediction
ŷ(x) and the label y is defined as

L(ŷ(x), y) (2.6)

for the given data sample (x, y).

Backpropagation is applied to minimize the loss through a gradient decent process
on ∂L

∂wl under chain rule [RHW86]. In this way, the gradient of loss is propagated
back through the whole network. Recently, automatic differentiation packages (e.g.,
TensorFlow [Aba+16] and PyTorch [Pas+17]) are widely used for ANN design
and model learning via backpropagation [Bay+18]. Due to the need for a loss
function evaluating the cost of a known paired target of given input, most ANNs
are supervised learning models. Exceptions are when the target is self-determined
(e.g., Autoencoder [Kra91]) or implicit through training strategy (e.g., generative
adversarial network (GAN) [Goo+14]).

The convolutional neural network (CNN) is another class of ANN that is widely used
in image classification and pattern recognition. Unlike the MLP, whose neurons
are fully connected, CNN uses convolution kernels to slide along the input features.
The kernels are applied as sliding windows on the input features, and the weights
in these kernels are kept during application. In this way, CNNs provide translation
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equivalent responses to the input data [GBC16]. This property contributes to the
advantage of CNN to MLP in image processing approaches. One of the earliest
CNN applications is on handwritten digit recognition [LeC+89]. They claim that
weight-sharing CNNs are better at generalizing features by disregarding precise
locations, which are irrelevant to the classification task.

Fig. 2.5.: A typical example of CNN for speed sign classification [Pee+16]. The output of
convolutional layer (noted with kernel size) is feature map C noted with number
of maps @ map size. The output of pooling layer (noted with kernel size) is
feature map P noted with number of maps @ map size. When the feature map
size is reduced to only one pixel, it is noted as n with number of neurons or
outputs.

Fig. 2.5 shows a typical example of a CNN. It consists of several convolutional
layers that output feature maps, one or a few fully connected layers at the end
of the network structure, and several pooling layers. Although CNN has a very
small number of parameters compared to normal MLP, the computational efforts are
large due to the many times the convolution kernels are applied by sliding window
manner. To reduce the total computational complexity and also increase the model
capability in generalization, sub-sampling of the feature maps is preferred as steps
between convolutional layers. As a third important component, a non-linear function
is normally applied on each feature map. Typical non-linear functions are sigmoid,
hyperbolic tangent, and rectified linear unit (ReLU) [NH10].

Given the small number of parameters, CNNs are less overfitting than MLP on
training data. To increase model capability, modern CNNs are becoming deeper and
deeper. These ANNs all follow the universal approximation theorems [HSW89][Zho20].
Increasing the number of hidden layers in the network increases the approximation
capabilities. Some recent studies have found that increasing the depth of network
will lead to poorer generalization of the objective task [NRU20]. In practice, bal-
ancing between the generalization ability and the depth of the network, as well as
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the width of the convolution kernels, is an important topic and task for the network
structure design.

In most recent research, even CNNs without any fully connected layers have been
proposed for many tasks. Semantic segmentation is a very typical task for a fully
convolutional network (FCN) [LSD15]. Other than outputting a single class of
the whole image, semantic segmentation outputs the classes of each pixel of the
image. FCN shows the possibilities and abilities of CNN in image processing and
the advantages of convolution kernels. More and more modern CNNs are no longer
using fully connected layers for pixel or part-level tasks [Dai+16a].

When processing with time series data, recurrent neural network (RNN)s are among
the most used ANN types. As an extension of ANN, RNN adds connections between
nodes in a temporal sequence graph. In the design of RNNs, the network has
one or several temporal states as their memory of the processed input data. The
network is capable of processing the input data of the current time together with
their memory of the history. In theory, RNNs are Turing-complete in that they are
capable of processing arbitrary inputs with arbitrary programs if perfectly designed
with appropriate parameters [Hyö96].

In applications, RNNs are used in many speech recognition, machine translation,
and video processing tasks [VKJ11][Sin+17][LG15]. Given the ability to process
arbitrary lengths of sequential input, it is easily applied in these tasks without much
overhead on sequential input pre-processing.

Fig. 2.6.: A typical example of RNN with an unrolled version.

Fig. 2.6 shows a typical RNN module and its unrolling. It has a sequential input Xt,
a processing function A (e.g., a single layer perceptron), a state memory in recurrent
form, and an output ht. After unrolling the recurrent connection, it is clearer how
the memory is transferred in the temporal space in an RNN.

One limitation of RNN is the complexity of backpropagation during the training
phase. There are two major issues with backpropagation in RNNs, namely vanish-
ing gradients and exploding gradients [PMB13]. To address these issues, several
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research works have proposed new structures of RNN modules, e.g., LSTM (de-
tails in Sec. 5.4.1.1), GRU [Cho+14][DH20] (details in Sec. 5.4.1.2), and IndRNN
[Li+18].

When having more layers in ANN and combining with CNN, RNN, and MLP, the
large deep neural network is in the field of deep learning (DL) [DY14]. DL is still an
ML research field based on ANN. Most of the development and proposals in these
ANN fields are also beneficial for DL improvements.

In later chapters of this dissertation, several research topics on CNN, RNN, and DL
are covered. The most relevant details of some previous research works will be
discussed there.

2.1.2 Unsupervised Learning

When training data are not provided with labels, unsupervised learning algorithms
are considered and utilized to perform ML tasks. One of the most common tasks is
clustering. Clustering is a task that needs to group similar samples within a dataset
and separate dissimilar samples from these groups. It is a common technique for
statistical data analysis and is widely used in many fields (e.g., pattern recognition,
information retrieval, and ML).

One type of clustering algorithms is centroid-based clustering. These algorithms
represent the clusters by central vectors in the feature space. The typical method is
to assign each sample to the nearest center through a distancing function. Optimiza-
tion processes for finding the best central vectors are the keys in these clustering
algorithms.

K-means is a well-known centroid-based clustering algorithm [Llo82]. Given a
dataset X = x1, x2, . . . , xn and a pre-defined number of clusters C = c1, c2, ..., ck

sharing the same space definition of X, the objective of k-means is to find an optimal
set of clusters C from all possible sets of clusters C by

argmin
C∈C

k∑
i=1

∑
x∈ci

∥x − µi∥
2 (2.7)

where µi is the mean of the samples in ci.
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In the standard optimization, K-means initializes each cluster centroid by a random
sample in the dataset. Each sample can only be assigned to one cluster. During
optimization iteration t, each sample xp is assigned to each cluster by

c
(t)
i =

{
xp :

∥∥∥xp − µ
(t−1)
i

∥∥∥2
≤

∥∥∥xp − µ
(t−1)
j

∥∥∥2
∀j, 1 ≤ j ≤ k

}
. (2.8)

After assignment, each cluster centroid is updated by

µ
(t)
i = 1∣∣∣c(t)

i

∣∣∣
∑

xj∈c
(t)
i

xj . (2.9)

When the assignment is no longer updated, the optimization algorithm converges.
However, the algorithm is not guaranteed to always converge, and the algorithm
is NP-hard [Alo+09]. A variety of researchers have proposed new optimizations or
advanced algorithms for k-means (e.g., k-means++ [AV06], k-medoids [KR90], and
fuzzy c-means [Dun73][Bez13]).

Another type of clustering algorithm is density-based clustering. Unlike the centroid-
based methods, they define the clusters by grouping the samples using data density.
In this way, the samples in the same cluster may not necessarily be nearest to the
cluster centroid. The most famous density-based clustering algorithm is density-
based spatial clustering of applications with noise (DBSCAN) [Est+96].

The DBSCAN algorithm can be simplified in the following steps [Sch+17]:

1. Compute neighbors of each point and identify core points (Identify core points)

2. Join neighboring core points into clusters (Assign core points)

3. foreach non-core point do

4. Add to a neighboring core point if possible (Assign border points)

5. Otherwise, add to noise (Assign noise points)

Each sample point in the dataset is either assigned to a cluster as a core point or
border point, or is treated as a noise point. It has robustness toward outliers and
does not require a pre-defined number of clusters. The computational complexity is
also approximately as low as O(n2) in basic implementation and it can be reduced
to O(n ∗ log(n)) in average with R*-tree query.

In automotive sensor processing, DBSCAN is widely used in processing point-cloud
data and object detection tasks [Hua+19][KKD12][LLK18]. For object detection
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by automotive radars, DBSCAN has an advantage in non-rigid object detection and
clustering [Inc21].

The latter chapters of this dissertation will use some of the unsupervised learning
techniques to improve the proposed methods and solve faced issues.

2.2 Fundamentals of Computer Vision

Computer vision (CV) is a scientific research field that solves questions about how
computers can understand images and videos like human beings. The main goal
of CV is to perform tasks that human vision systems can do [BB82]. CV research
covers several different fields, including image acquisition, image processing, image
analysis, and understanding. Digitization of images is one of the most important
topics in CV. It first defines the raw representation and the systematic limitation of
the input data to any following image processing pipelines. For example, the design
of the lens will affect the field of view (FOV) of the image sensor. Different FOV
will lead to different image quality, hence, different performance of image analysis
[Miy+20]. Such differences are large enough to define different data distributions
or even data domains for the same CV task [Car+19].

Another important research field is image representation. Digital images can contain
metadata and can also be compressed for data storage and transfer. Image repre-
sentation is about how the information in an image is formed and structured. The
most common method is to save images in pixel form, which stores the image in a
large matrix where each value represents the information of a specific location in
the image. The information can be, for example, color coding or brightness. To save
a large valued matrix is very costly, several compression methods are proposed to
reduce the size of digital images [VSP13], most commonly JPEG, GIF, and PNG.

When analyzing the image content, features are extracted from images and formed
in a way that machines can make use of for the understanding tasks. There are
various methods for image feature extraction [KB14]. Feature extraction will help
the image processing algorithms understand the most important information in each
image and ignore the variances and noises. A good feature extraction should provide
generalization of the content that is shared with the same objective. One of the
most famous applications is optical character recognition (OCR). It is an application
that can process digital documents and digitize its content into characters. Various
researchers have been involved in and contributed to OCR tasks [IIN17]. The
development of OCR has also reflected the development of image feature extraction

18 Chapter 2 Fundamentals and Related Works



[SD18]. The following section will introduce a few feature extraction methods that
are most related to the methods in this dissertation.

CV is a very large scientific research field. This dissertation covers and contributes to
only a very small subset of the methods and tasks. The following sections will also
introduce a few common tasks in CV that are highly involved in the contribution of
this dissertation.

2.2.1 Image Feature Embedding

Image feature embedding techniques are very important in the generalization of
image information and compression of the large matrix-based image representation.
It is normally used in image processing to map the image into a feature space that
an ML algorithm can be applied. The quality of such embeddings has a large effect
on the ML algorithm performance.

One traditional type of image embedding is the image descriptor. These descriptors
take an image as input, and output feature vectors of this image. The feature
vector is designed with consideration for the need of the task (e.g., Canny edge
detector [Can86] for detecting edges, Harris corner detector for localization of
corners [HS+88], and histogram of oriented gradients (HOG) for shape description
[DT05]).

With the development of computational hardware, CNNs dominate image feature
embedding techniques [O’M+19]. One advantage of CNNs is end-to-end training.
Dissimilar to the traditional methods that require hand-craft features or design of
functions, CNN parameters are trained in a “black-box” manner. Even without much
expert knowledge inference, CNN can still benefit from supervised learning. Also,
with the development of DL and improvements in GPUs, CNN shows high capability
in image processing and feature extraction.

In the following sections, more details about HOG and CNN in feature embedding
of images will be shown. These two methods are highly related to this dissertation
in data pre-processing or in the contribution of this dissertation.

2.2.1.1. Histogram of Oriented Gradients

HOG is designed to describe the shape of an object in an image. Differing from
edge detection, HOG is capable not only of finding the edges but also giving the
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orientation of the edges. In this manner, it can also describe the shape in statistical
form.

After normalizing the image in pre-processing, the gradient and the orientation of
each pixel in the image are calculated through Sobel filters

[−1, 0, 1] and [−1, 0, 1]⊤ (2.10)

on image I, whose gradients will result in

Gh(x, y) = I(x, y + 1) − I(x, y − 1)

and Gv(x, y) = I(x + 1, y) − I(x − 1, y)
(2.11)

for the horizontal gradient Gh and vertical gradient Gv at the image pixel (x, y).
The magnitude of gradient G is

G =
√

Gh
2 + Gv

2, (2.12)

and the orientation angle θ is

θ = atan2(Gv, Gh), (2.13)

where atan2() is the operation of the 2-argument arctangent defined as

atan2(y, x) =



arctan
( y

x

)
if x > 0,

π
2 − arctan

(
x
y

)
if y > 0,

−π
2 − arctan

(
x
y

)
if y < 0,

arctan
( y

x

)
± π if x < 0,

undefined if x = 0 and y = 0.

(2.14)

The orientation angle is binned into a pre-defined angle binning vector, where the
voting weight is from the magnitude.

The image is separated into several cells, and the statistics of the angle binning vector
are calculated for each pixel in the cell. Then, the histograms of the binning vectors
of each cell are gathered. A sliding-window block on the cells gathers and normalizes
the histograms of underlying cells. In the end, summing up or concatenating the
histograms of all blocks results in a HOG feature vector of the image. Fig. 2.7 shows
the steps of calculating the HOG feature vector in an example pedestrian detector.
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Fig. 2.7.: An example of HOG in a pedestrian detector [Hel+20].

HOG is widely used in object detection tasks due to its robustness of localization
and ability to describe shapes. Also, the feature vector of HOG can be easily used in
multiple classifiers (e.g., SVM [DT05]).

2.2.1.2. Convolutional Neural Network

In the past decade, CNN has shown its advantage in image feature extraction that
has outperformed the traditional methods (e.g., HOG [Sul+17]). CNN has many
convolution kernels sliding through images, which is similar to Sobel filters or
other filters for pattern recognition. Some researchers have found that the end-to-
end learned convolution kernels show some sort of pattern recognition (e.g., edge
detection [KZS+15]). Although, as a “black-box” model and non-linear functions, it
is very tricky for human beings to understand exactly how CNN works.

Nevertheless, CNN has shown its great capability in image feature extraction and
advantage over hand-crafted feature descriptors. Thanks to end-to-end supervised
learning, the performance of CV algorithms has been significantly increased by the
contribution of CNNs [Kha+20]. Researchers have shown that DL has comparable
performance to [Rus+15] or outperforms human beings [Gei+17] in several CV
tasks.
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2.2.2 Computer Vision Tasks

Typical tasks in CV are spread in all sub-fields in the pipeline, including image
acquisition, low-level feature extraction, multi-sensor fusion, segmentation, object
detection, image classification, and so on [FP11].

This section briefly introduces a few CV tasks that are highly related to the con-
tributions in this dissertation. Details and examples of each task are presented in
Sec. A.1.

2.2.2.1. Image Classification

Image classification is the task of assigning a label from a fixed set of categories to
an image, normally to the major object in the image. The objective of this task is to
identify which thing is presented in an image.

2.2.2.2. Image Object Detection

Image object detection (OD) is a task to detect objects and localize them in an image.
It may also be combined with an image classification task to identify the category
of a detected object. The objective of this task is to identify the different things
presented in an image.

2.2.2.3. Image Segmentation

Image segmentation is the task of partitioning an image into different segments.
Differing from OD, the objective is to understand the organization of pixels in an
image. Instead of identifying objects, the task is targeted to identify areas.

2.3 Fundamentals of Automotive Radar

This section will cover some basics of automotive radar sensors. Radars are one of
the most well-known sensors in the military world. Radio detection and ranging
(RADAR) is a detection system that uses radio waves to determine the distance,
detection angle and/or velocity of objects. It was majorly developed in World War II
by the UK and US for military use [Goe13]. Radar systems consist of a transmitter
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generating radio waves, sending out the waves by a transmitting antenna, a receiving
antenna receiving the reflected waves after hitting the objects and a processor to
determine the various properties of the objects.

Fig. 2.8.: An illustration of radar power transmitting and receiving by antennas.

The power received by the receiving antenna of a given transmitting antenna is
determined by the radar equation, where power

PR = PT GT

4πR2
σ

4πR2 Ae = PT GT Aeσ

(4π)2R4 (2.15)

is determined by several aspects [Mer+01]. Fig. 2.8 shows a brief illustration of the
power transmitting and receiving. First, the power hitting the object

SI = PT GT

4πR2 (2.16)

is determined by the transmitter power PT , the gain of transmitting antenna (TX)
GT and the distance from the antenna to the object R. It is clear that the power is
decayed by R2 when hitting the target. Then the power at receiving antenna (RX)

Sc = SI
σ

4πR2 = σ
PT GT

(4πR2)2 (2.17)

is further affected by the reflection surface property radar cross section (RCS) σ

which is an electromagnetic signature of the object. It is affected by the size, the
material, and the relative surface angles to the waves of the object [Ali17]. The

2.3 Fundamentals of Automotive Radar 23



power is again decayed by R2 when receiving. In the end, the receiving antenna
further affects the received power by effective aperture

Ae = Grλ2

4π
, (2.18)

where the gain of receiver antenna Gr and the wavelength λ are the factors. The
received power on a specific radar system is proportional to

PR ∝ σ

R4 , (2.19)

where the object property σ and distance R are the factors. When considering
radar systems, it is obvious that the objects are easily detectable when they have a
good reflection surface with enough size, good material (normally metal) and good
surface angle (perpendicular to the wave, or in the form of a corner reflector). Also,
the further the object is, the much harder it can be detected as the decay is in the
fourth power of the distance.

2.3.1 Automotive Radar Signal Processing

In the modern automotive industry, the most commonly used type of radar is
frequency modulated continuous wave (FMCW) radar. These radars have the
advantages of measuring range, angle, and Doppler velocity at the same time, low
cost in manufacture, stable enough without mechanical moving parts, and also small
enough to be seamlessly integrated into car design [Sch05].

Continuous wave (CW) radars transmit a continuous radio signal with a given
frequency. In this way, the Doppler effect is recognizable when the object is in
relative movement to the radar by the detection of change of the frequency. In such
a manner, CW radars are capable of measuring the relative velocity of the object,
but not the distance when transmitting only one single frequency with unmodulated
CW.

2.3.1.1. Signal Processing of FMCW Radars

The signal processing of FMCW radars is very complex and is not the major con-
tribution of this dissertation. Only a very brief introduction will be covered in
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this section. Technical and mathematical details can be found in the literature
[Mer+01][Win07].

FMCW radars transmit signals with frequency changes over time. Fig. 2.9 shows an
example of such a frequency change. Within the time frame of T , in total, K chirps
are sent out and received. The frequency changes over bandwidth B from a base
frequency of f0. With multiple such (virtual) antennas, a multiple input multiple
output (MIMO) FMCW radar is capable of detecting objects with aspects of distance
(range), speed (Doppler), and direction of arrival (DOA).

Fig. 2.9.: An example of frequency changes over time in FMCW radar.

The FMCW radar signal processing can be considered as a 3-D fast Fourier transform
(FFT) process on a cube of each chirp, chirps in each time frame, and (virtual)
antennas. Fig. 2.10 shows an illustration of how the cube is transformed by FFT.
After processing, the cube forms a range-Doppler-angle (RDA) cube.

Fig. 2.10.: 3-D FFT on FMCW radar signals.
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2.3.1.2. Object Extraction

Although the RDA cube is dense and large, the actual objects are sparse and few.
To extract objects from this cube, the constant false alarm rate (CFAR) algorithm is
commonly used. This algorithm attempts to identify the peaks in an array with an
adaptive noise floor. Fig. 2.11 shows an example of how CFAR works on array data.
The algorithm works in a sliding window manner. In cell-averaging CFAR, it takes
the surrounding data as a training set to determine the noise floor

Fn = 1
2NT

2NT∑
n=1

xn, (2.20)

where all samples xn in the training set at left (1 . . . NT ) and training set at right
(NT + 1 . . . 2NT ) are averaged. If the cell under test (CUT) is above the threshold

T = αFn, (2.21)

the CUT is kept. The α is a threshold scaling factor; in a simple form, it can be
defined as

α = P
− 1

2NT
fa − 1, (2.22)

where Pfa is the desired false alarm rate. Several improvements to call-averaging
CFAR have been proposed by researchers in the past decades (e.g., ordered-statistic
CFAR [Roh83][Roh11]).

Fig. 2.11.: An example of the CFAR algorithm.

The CFAR algorithm is very efficient in target extraction in a dense array. After
CFAR processing, the RDA cube is then very sparse and contains only interesting
objects. Fig. 2.12 shows an example range-Doppler matrix after CFAR. The targets
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Fig. 2.12.: An example of a range-Doppler matrix after CFAR.

that survived after CFAR are presented in non-purple colors. The color corresponds
to the average magnitude of the antenna array.

In practice, due to the computational complexity of multi-object solutions and super-
resolution for angle estimation, CFAR is processed on a range-Doppler-antenna
cube before angular FFT is applied. The extracted targets will then be applied with
angular FFT or other angle estimation algorithms. The range-Doppler-antenna cube
is called compressed data cube (CDC) in this dissertation. After angle estimation,
the targets in the CDC are radar detections. They consist of information of distance
(range), velocity (Doppler), DOA (angle), and magnitude (RCS). This information
will be further used in the following pipeline to determine the actual objects in the
environment.

In the following chapters in this dissertation, several contributions to signal process-
ing and object detection on radar detection data are presented and discussed. These
data are presented in the form of a point cloud of the surrounding environment
of the sensor. This point cloud is in a polar coordinate system where the distance
and angle are axis descriptors. Each data sample (radar detection) consists of a
few meta information, such as velocity and RCS. The detailed data description and
post-processing will be discussed and presented in Chap. 4.
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A New Sampling Method for
Image Classification with
Neural Networks

3

Image classification is one of the most important perception tasks in AD. The task
concentrates on classifying an image into a pre-defined category. This task is
also commonly combined with the OD task. In automotive scenarios, traffic sign
recognition and head/tail light recognition are common perception tasks used in
several advanced driver-assistance system (ADAS) applications. Compared to other
sensors like ultrasonic, infrared, or even advanced radar sensors, cameras are still
essential in recognition of vehicle lights or traffic signs.

With recent hardware improvements, DL using ANN shows its advantages in CV
tasks. With the characteristic of maintaining spatial relations during processing,
CNNs produce top performance [LB98], especially in visual recognition tasks, such
as image classification [Kri+12], semantic segmentation [LSD15], and object de-
tection [Gir+14]. Not only in academic research, CNNs are also widely used in the
automotive industry. Its strength in image classification is improving performance in
ADASs (e.g., traffic sign recognition [Li+16] or pedestrian detection [ZT00]).

This chapter introduces a novel sampling method for CNNs in image classification
tasks. Most of the content is based on our previous publications and contributions of
dense spatial translation networks (DSTNs) [ZSK18][ZS19a][ZS19b][ZS19c].

3.1 Traffic Sign Recognition and Computer Vision
Challenges

Traffic sign recognition (TSR) is an image classification task in ADASs. The task is to
detect and classify a traffic sign into its category. It is useful in speed-limit warning,
driving assistant, or even advanced AD. A traffic sign can vary its appearance in the
output of an image sensor (e.g., camera) for multiple reasons. Weather conditions,
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environment, mounting pose, and viewing angle can change the appearance. How-
ever, one of the common cases is the difference of design across countries. Fig. 3.1
shows such differences for an end of speed limit of 80km/h sign. Signs (a) and (b)
are taken in different situations with the variance in environments or perspective.
But even in the case that situations match perfectly, the sign may still look quite
different in different countries. For example, the Italian sign (c) has a significant
variance not only in the font of the number 80 but also in the rotation angle and
width of the termination line.

Although CNNs make strong visual recognition systems, the design of their convolu-
tional kernels has the drawback of processing the input data using a rigid spatial
pattern. It lacks generalization in exploiting unknown and complex spatial neighbor-
hood relations. For the variation in traffic signs, a vanilla CNN lacks the capacity to
deal with it, other than through considerably increasing the network complexity.

Fig. 3.1.: Real-world examples of an end-of-speed-limit of 80km/h sign. (a)&(b): Images
of a German sign taken in different situations; (c): An Italian sign.

Recently, much research has been working to overcome this drawback in ordinary
CNN. For example, a pooling layer reduces spatial resolution by a fixed ratio and
invariant kernel. Region of interest (ROI) pooling can pool the values based on
ROIs, which are automatically proposed by a network [Dai+16b][Gir15]. Dynamic
filter networks apply different convolutional kernels conditioned on input to make
convolutional layers flexible [Jia+16].

In the following sections, a new method will be introduced to increase the flexibil-
ity of CNN kernels to improve the performance of classification of highly variant
images.
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3.2 A New Sampling Method in a Convolutional Neural
Network: Dense Spatial Translation Network

In this section, one of the major contributions to the improvement of CNN kernels by
a sampling method is presented. In this work, a sampling method is added inside a
CNN to increase the flexibility of feature embedding on highly variant image data.

The network structure of this method and several strategies for supervised learning
of integrated neural networks are also presented. The experiment results show that
the problems from such variations can be reduced, and the performance of image
classification is improved with the use of the new method. Apart from TSR tasks,
an experiment is conducted on a number of classification tasks with high variance,
where the task is also improved by this method.

3.2.1 State of the Art

Knowing the high rate and variability of geometric transformations in real-world
images, a spatial transformer network (STN) can compensate for a pre-defined
type of transformation with the parameters conditioned on their input [Jad+15].
Fig. ?? shows the structure of STN. STNs are trained in an end-to-end manner,
which could be integrated into another general recognition framework. A significant
improvement is shown in a general real-image number recognition task on the street
view house number (SVHN) dataset by using STN.

Fig. 3.2.: Network structure of STN [Jad+15]. U is the input feature tensor. A is affine
transformation parameters generated from localization network. G is grid gener-
ation based on given affine transformation parameters. V is the output feature
tensor after affine transformation.

3.2 A New Sampling Method in a Convolutional Neural Network:
Dense Spatial Translation Network
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A deformable convolutional network (DCNN) can produce a more generalized spatial
transformation in convolutional kernels and ROI pooling kernels [Dai+17]. The
authors of DCNN changed the value acquisition in these kernels by applying offsets
conditioned on the input. Such deformable convolutional kernels (Fig. ??) and
deformable ROI pooling kernels can see and read feature values from a location
outside of the fixed kernel window. It increases the network’s capability to deal with
complex deformations. DCNNs can also be trained in an end-to-end manner, and
can directly replace any existing convolutional layer or ROI pooling layer.

Fig. 3.3.: Network structure of DCNN [Dai+17]. The single convolution layer creates offset
field for N pixels in two dimensions (2N), and applies deformable convolution
based on the offsets.

The main contribution in this chapter uses the advantages of input-conditioned
transformation in STN and generalized deformation in DCNN. Considering the
efficiency of a vehicle-embedded system, and to combine these advantages, a novel
network module is introduced called DSTN. DSTN can apply generalized dense
translations conditioned on the input, and produce a reusable feature map that
can be fed into multiple following network components without re-computation.
This lowers computational effort. Furthermore, for the sake of simplicity, DSTN
is designed in an end-to-end trainable manner and discusses beneficial training
strategies.

According to experiments on public datasets and a private industrial real-image
dataset, DSTN shows significant improvements in image classification tasks. Further-
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more, it consumes only a little more computation resources, so it is still applicable to
industrial ADAS products, especially on the low-power embedded hardware found
in vehicles nowadays.

3.2.2 Problems and Challenges

In real-life automotive scenarios, one usually has difficulties using very deep net-
works or a large number of channels for intermediate feature matrices due to the
limitation of embedded hardware. If the neural network uses fewer feature channels
or is shallow in depth, it will decrease its capacity for modeling or representation
[Sun+16]. To increase this capacity without using a deeper network or more feature
channels, the layers can be designed to be more suitable for the target applica-
tion. Thus, if knowing an application might benefit from spatial rectification of
the input data (or intermediate channels), a dedicated sampling methodology can
be applied. Inspired by STN [Jad+15], such a sampling structure will reduce the
variance in input images. This will help the network to produce similar intermediate
representations for the images in the same (sub-)class.

One of the drawbacks of STNs is that they can only deal with a pre-defined type
of global image transformation (e.g., affine, or similarity transformation). Such
a transformation cannot easily solve or reduce the problem described above, as
it requires highly local displacements to warp the target object into a common
appearance. To utilize the sampling pipeline structure in STNs, DSTN is proposed.
DSTN changes the transformation part in STN, replacing it with a dense offset-based
translation, which is similar to the offset idea in DCNN [Dai+17]. One advantage of
this design is that it is a stand-alone network layer that could be integrated into any
existing CNN.

3.2.3 DSTN Structure

The structure of the DSTN is shown in Fig. 3.4. An output feature map V (5) is
sampled from the input feature map I (1). Due to this sampling, a DSTN layer could
be added between any two network layers. It will not perform any other complex
calculation considerably changing the shape of the feature maps (e.g., convolution
or pooling). During the sampling, a localization network (2) is applied to the input
map, and outputs an offset field Fδ (3) of the sampling grid in the size of the output
map. A sampling grid Gs is finally generated (4) based on these offsets and is used
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by sampler (6) to produce the output map. The special component Stop Gradient
(7) is described in detail in Sec. 3.2.5.

Fig. 3.4.: An abstract structure of DSTN. (Numerical marks are described in the text.)

The localization network receives the input feature map, and produces an offset field
according to the size of the output feature map. One simple way of designing the
localization network is a sub-network producing a two-channel offset field Fδ in the
size of the output map (HO × WO), where each channel corresponds to horizontal
and vertical offset. This localization network is trained in an end-to-end manner
together with the major task of the neural network (e.g., image classification).

The grid generator produces a sampling grid

Gs = G0 + Fδ, (3.1)

which is adding the offset field Fδ to the uniform basic grid G0. The uniform basic
grid contains coordinate indices of each pixel of output feature map, uniformly
distributed with regard to the input feature map size. For example, an all-zero offset
field would result in a resizing of the input map (if the output map size varies), or
an identical input map (if the output map size remains constant). This generated
sampling grid will be used in the sampler as indication of value acquisition location
from the input feature map.

The sampler in DSTN is under the same design as in [Jad+15]. The sampled value
V c

i of channel c at pixel i (corresponding to xi, yi coordinates in the uniform basic
grid) in the output feature map (5) can be calculated using bi-linear interpolation
as
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V c
i =

HI∑
h

WI∑
w

Ic
(h,w)max(0, 1 − |xs

i − h|)max(0, 1 − |ys
i − w|), (3.2)

where HI and WI are the dimensions of input feature map, Ic
(h,w) is the value of

channel c at pixel (h, w) in the input feature map, and xs
i and ys

i are the coordinate
values at pixel i in the generated sampling grid Gs with size of (HO × WO). The
details on the proof that this sampler is differentiable can be found in [Jad+15].
This differentiable sampler allows gradient calculation during back-propagation,
which supports an end-to-end training without requisite of ground-truth offset field
to train the localization network.

This DSTN design was inspired by the offset-field idea from DCNN. By design, their
structure restricts the deformation to only convolutional layers and ROI pooling
layers. Additionally, they lack the reuse of processed data (i.e., sampled data),
which could reduce redundant re-processing in the optimization of an embedded
application. By producing only a pure sampling mechanism without forcing any
additional processing layers, the sampled data can be reused multiple times directly
for the following networks or data processing structures after DSTN. In addition,
the offset-field production in DCNN is limited to one single convolutional layer only
or a single fully connected layer. In this design, DSTN can perform more complex
offset-field production under different requirements (e.g., small-patch translation or
global-determined offsets).

A DCNN block can be reproduced by a DSTN layer when it has only one convolutional
layer in the localization network, followed by a single convolutional layer. In this
special case, DSTN is mathematically equal to DCNN. Still, the DSTN can use
different localization networks for different purposes. For example, adding a pooling
layer in the localization network can make the DSTN perform dynamic pooling,
which cannot be done in DCNN.

3.2.4 DSTN Functionality

The general objective of DSTN is to increase the network’s capability. Given an
input with small differences in the same (sub-)class (e.g., same sign from different
countries), DSTNs can produce similar output matrices for these inputs without
increasing distinctly computational complexity in terms of network depth and chan-
nel number. Fig. 3.5 shows a functionality example of the internal components
processing an input. In this figure, blue arrows show the feed-forward data flow
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Fig. 3.5.: The structure of DSTN with a concrete example. Notations are consistent to
Fig. 3.4.

and green arrows show the back-propagation gradient flow. By sampling from the
input with respect to the produced offsets (illustrated as arrows) based on this input,
the following network is now seeing very similar inputs for the same (sub-)class.
Fig. 3.6 gives another example of this effect, where the DSTN produces similar image
outputs for the “7”s in different fonts. The output column shows visually similar
images compared to the visually different images in the input column. It is possible
to decrease such differences by means of a sampling method.

3.2.5 Training Strategies

DSTN has the ability to produce a sampled feature matrix with regard to the input
feature matrix without changing its content by any means of convolution. It can
be easily integrated into any existing CNN structure. Also, as the sampling method
is differentiable [Jad+15], DSTNs can be trained end-to-end, which requires no
further changes to present training procedures and only small changes in the whole
structure of a network. This convenience is also very important, as it requires little
modification for an existing optimized CNN on an embedded system. To make the
training procedure faster and more stable, two beneficial training strategies are
described below.
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Fig. 3.6.: An example of how DSTN deals with small difference of images for the same class.
Row: three inputs of “7” with different fonts; Column: the visible components in
Fig. 3.5, as input I, offset field Fδ, sampling grid Gs, and output V , respectively.

3.2.5.1. Stop Gradient

The gradient is calculated, and the error information is passed in the back-propagation
phase [RHW86]. In general, the error with regard to the objective of a network is
represented in this information. In DSTN, a localization network should be trained
to produce sampling grid offsets, while the other layers prior or posterior to the
respective DSTN layer in the network are intended to perform other tasks (e.g.,
image classification). Because the DSTN is designed to be trained in an end-to-end
manner, all prior layers to the DSTN layer can receive updates due to errors in
sampling offsets. If one wants to train an embedded network with limited capacity,
passing such an error from the localization task may increase the complexity of the
training. The network might resolve using the error gradients from the localization
network for training other tasks instead of localization only.

Therefore, an extra component is added, Stop Gradient, prior to the localization
network inside the DSTN layer. It blocks the gradients passing from the localization
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network back to the preceding layers. In Fig. 3.5, the green arrows represent
the gradient passing during back-propagation, and the red cross shows where the
gradient-passing is blocked. Although this blocking of gradients is not mandatory, it
is still suggested to be applied to protect the layers prior to the DSTN from the errors
of the localization network. This is to keep the main task of the whole network
apart from the subordinate localization task. In experiments with slim networks
suitable for embedded hardware, the advantages of applying Stop Gradient were
promising.

3.2.5.2. Post-activation

In fact, the dense translation produces a very dynamic change in the feature matrix.
In end-to-end training, the parameters of the localization network tend to get out-of-
control, leading to a non-convergence. Early in the training, while the rest of the
network is unsettled, estimated displacements may be far too large, or even outside
the input map. To reduce such an effect, a post-activation of DSTN is suggested
inside a neural network (i.e., learning rate of DSTN is set to zero in early epochs).
In this way, the rest of the network can converge easier on the main task (e.g.,
image classification) before the activation of DSTN. After that, activating DSTN will
increase the capabilities of the network to easily deal with the small variances within
one (sub-)class.

With post-activation in place, the DSTN becomes more stable in end-to-end training.
This distinctly reduces the chance of non-convergence. Also, since the main task of
the whole network is trained a few times beforehand, the network is expected to
have a general view of the task.

3.2.6 Analysis of computational complexity

DSTN is a light-weighted network unit that consumes only limited computational
resources. The main consumption is by the localization network, which is at least a
convolutional layer with a two-channel output, for horizontal and vertical offsets.
The sampler produces minor resource consumption. For example, to perform a
bi-linear interpolation based on the offset, a 2 × 2 weighted averaging kernel is used.
Considering that it already has horizontal and vertical offsets, the proportions of four
sampled pixels can be easily calculated for each sampling location. Summarized, the
DSTN in general only consumes the computational time for the localization net plus
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a 2 × 2 weighted kernel-averaging, which is less than adding one additional input
channel.

If a two-channel-output convolutional layer is applied as the localization network,
the total computation time of DSTN (including sampling, etc.) should be less than
applying a three-channel-output convolutional layer on the same input. Compared
to a naive method of increasing the capacity of a network to deal with those small
intra-class differences, the additional consumption by DSTN is neglectable. More
details and analyses are presented in the next section of the evaluations.

3.3 Experiment Results

The evaluation concentrates on image classification tasks. Image classification is a
common ML task in ADAS. Since DSTN is focused on increasing the capability of
neural networks on embedded systems, all image classification tasks are performed
by small convolutional neural networks that are capable of running in real time
on embedded hardware. For example, consider a customary embedded ADAS
system composed of two digital signal processor (DSP) cores, each having 750MHz,
the system has 96KB of L2-cache and 32MB of random-access memory (RAM).
Computational power of such hardware is significantly smaller than a workstation
PC with multiple high-end graphic cards, and tens of Gigabytes of RAM. Considering
only the upper bound of resources in such hardware, it could store up to 24K single-
precision floats in the L2 cache or 8M single-precision floats in the RAM. When
running in 30fps, it can have up to 50M cycles in total on each frame theoretically
when neglecting overhead. As such an embedded hardware is used by the whole
ADAS, any single task (e.g., traffic sign recognition) can only take a small portion
of the computational resources. In the following section, such hardware is used for
runtime analyses.

3.3.1 Street View House Numbers Database

To evaluate a theoretical expectation that DSTNs increase the performance of a
network when small differences are found within (sub-)classes, the SVHN public
dataset is used (see Sec. A.1.1). In this dataset, the task is to recognize digits 0–9
from real images cropped from Google Street View. SVHN contains significantly more
variation in the input images than in the modified national institute of standards and
technology (MNIST) dataset. MNIST has only hand-written digits with a very clean

3.3 Experiment Results 39



background (i.e., pure black). All numbers in MNIST are in white, and the images
are in grayscale. SVHN provides a real-world scenario where numbers appear in
different fonts and colors. They may also contain texture in the foreground and
other objects in the background. Furthermore, in image patches, multiple digits may
appear, where the classification should only concentrate on the central digit.

The SVHN dataset contains 604,388 digits for training and 26,032 for testing. All
experiment networks are based on the same structure as a small classification
network. The network has three 3 × 3 convolutional layers with output channels of
16, 32, and 64, respectively. It also has two 2 × 2 max-pooling layers in-between,
followed by two fully connected layers with 128 and 10 neurons, respectively.
To evaluate the performance of a model benefited by DSTN, the following three
networks are compared:

1. a network adding one DSTN unit using a bi-linear sampler after the first
max-pooling layer;

2. a network with comparable computational demand. It changes the output
channel size of the first convolutional layer to 19 to match the additional effort
of DSTN; and

3. a baseline network without any modifications.

The experiments further test some variances of the DSTN unit, adding Stop Gradient
SG and post-activation PA. In addition, it examines how a complex localization
network can produce better grids, which in turn leads to better performance. The
second max-pooling layer is replaced in the baseline network with a more complex
localization network in the DSTN layer (noted as “DSTN-CL”). This complex localiza-
tion network consists of a max-pooling layer and two convolutional layers in order
to perform dynamic pooling.

The classification error rate of all networks can be found in Tab. 3.1. The error rate
shows the network performance on the test set. “Baseline” is the basic network
structure, and “Same-Consume” is the network with comparable computational
complexity to DSTN. The DSTN networks use a DSTN unit, with its variances. The
“Improvement” column denotes the decrease of error rate compared to baseline.

According to Tab. 3.1, the DSTN network outperforms the complexity-comparable
baseline. The improvement from the baseline to the complexity-comparable baseline
is minor because the network cannot benefit much from such a slight increase
in computational resources. However, using the DSTN can even improve more.
Although the prediction error on the test set only decreases to 7%, considering the
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Tab. 3.1.: Classification error rates of different networks on SVHN and the improvement to
the baseline.

Network Error Improvement
Baseline 4.59% 0%

Same-Consume 4.48% 2.4%
DSTN 4.40% 4.1%

DSTN+SG 4.34% 5.4%
DSTN+PA 4.47% 2.6%

DSTN+SG+PA 4.25% 7.4%
DSTN-CL 3.95% 13.9%

low computation consumption, it is still a reasonable improvement. Especially on an
embedded system, using a complex network structure directly (as used in alternative
approaches) is not practical, though the performance would improve. The DSTNs are
very useful for improving network performance on limited computational resources.
Additionally, the “DSTN-CL” network, with a complex localization network for
dynamic pooling purposes, can reach even better performance.

To show how hardware limitations can affect performance, three networks are
chosen from a result list1 to estimate computational complexity. These networks
are ranked in the top, middle, and bottom of the scoring list. They also have a low
number of customized layers to allow for a comprehensible and fair estimation of
their computational complexity. Following the description of these papers propos-
ing the three networks, the theoretical number of operations and the number of
parameters are calculated. Because some of the networks use customized layers,
the calculation mostly ignores these layers, so the real numbers can be even larger.
The chosen networks are noted as “Sermanet” [Ser+12], “Goodfellow” [Goo+13],
and “Liao” [LC15]. From Tab. 3.1, the best-performing “DSTN+SG+PA” is used for
the comparison, noted as “Ours”. However, the computational complexity stays the
same in different DSTN training settings.

Tab. 3.2 shows a comparison of the number of parameters (“# params”), number
of operations (“# ops”) and the error rate reported in the respective papers. The
number of operations is counted on the network processing one input image. The
“Hardware” shows the theoretical hardware limitation according to the description
of the hardware in the beginning of this section. The table shows the significant
complexity advantage of the presented approach compared to other networks, which
are hardly applicable to low cost embedded hardware. Of course, the runtime gain

1https://tinyurl.com/yc8jydfv
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comes at the cost of some performance loss compared to the costly top-performing
approaches. However, compared to approaches that require a factor of 15 to 350
more operations, the performance loss of the proposed network stays in a range of
2–2.5%, while it even outperforms an approach that requires more than 13 times
more operations.

Benefiting from the additional complexity of the localization network, “DSTN-CL”
reaches better performance than the other DSTN networks. Of course, this comes
with a slightly larger number of parameters and operations. The decision of which
structure to use for a potential application will eventually be based on the actual
available resources on the utilized embedded hardware.

Tab. 3.2.: Computational complexity of different networks on SVHN with the proportion to
the hardware baseline and the classification error rate on the test set.

Network # params # ops Error
Baseline 34.2K 0.4% 5.8M 11.7% 4.59%

Same-Consume 36.4K 0.5% 6.3M 12.6% 4.48%
Ours 34.6K 0.4% 6.1M 12.2% 4.25%

DSTN-CL 36.7K 0.5% 6.2M 12.4% 3.95%
Hardware 8M 100% 50M 100% N/A

Sermanet [Ser+12] 0.7M 8.75% 83.6M 167.2% 4.9%
Goodfellow [Goo+13] 11M 137.5% 96.2M 192.4% 2.47%

Liao [LC15] 4.4M 55% 2.2B 4400% 1.76%

3.3.2 German Traffic Sign Recognition Benchmark Database

In ADAS, TSR is one of the basic tasks that plays an important role in assisting the
driver. German traffic sign recognition benchmark (GTSRB) is one of the public
datasets addressing this task (see Sec. A.1.1). This dataset contains 51,839 real-
world images of German traffic signs (39,209 for training and 12,630 for testing),
having 43 classes in total. All the images are in color. The images were manually
cropped and centered to the sign with a small background. In general, this dataset
mostly fits the real ADAS requirement.

Nevertheless, the dataset does not perfectly match the objective, as it contains only
German traffic signs. In most cases in this dataset, the signs from the same class look
exactly the same. Still, some other differences due to, for example, environment
change, are expected to be reduced by the DSTN as well. To train the network on this
dataset, all images are resized to 48×48 pixels. The baseline network has three 3×3
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convolutional layers with 16, 32, and 64 output channels. It uses a 2×2 max-pooling
layer after each convolutional layer, followed by two fully connected layers of 128
and 43 neurons. The DSTN unit with a bi-linear sampler is inserted between the
first max-pooling layer and the second convolutional layer. The “Same-Consume”
network raises the output channel size of the first convolutional layer to 19. Also,
a more complex localization network is utilized by adding one more convolutional
layer to the DSTN. This is noted as “DSTN-CL”.

The performance of different networks is shown in Tab. 3.3. The error rate shows
the network performance on the test set. The networks are denoted by the same
abbreviations as in Sec. 3.3.1. From this table, the DSTN outperforms the baseline
network, with a 20% reduction in testing errors. Also, the complexity-comparable
baseline network shows only a minor improvement in performance due to the limited
addition to the network capacity. The “Stop Gradient” component proved to be
very valuable on this dataset. The performance is even decreased compared to
baseline when Stop Gradient is switched off. Also, “DSTN-CL” with a more complex
localization network produces even better results, though the computational cost is
higher as well.

Tab. 3.3.: Classification error rates of different networks on the German traffic sign recog-
nition benchmark (GTSRB) and the improvement to the baseline.

Network Error Improvement
Baseline 1.78% 0%

Same-Consume 1.74% 2.2%
DSTN 1.98% -11.2%

DSTN+SG 1.40% 21.3%
DSTN+PA 1.97% -10.7%

DSTN+SG+PA 1.54% 13.5%
DSTN-CL 1.18% 33.7%

Similar to the evaluation in Sec. 3.3.1, the proposed network is compared with two
other networks from the GTSRB result list. One is better than human performance
(1.16% in error), and the other is worse. They both have a limited number of
customized layers for a comprehensible and fair estimation of their computational
complexity. They are noted as “Sermanet” [SL11] and “Ciresan” [Cir+12]. The other
notations remain as presented in Tab. 3.2. The number of operations is counted on
the network processing one input image resized to the network setting, as stated in
the respective papers. As shown in Tab. 3.3, the best-performing “DSTN+SG” used
in the comparison is noted as “Ours.” The computational complexity remains among
different DSTN training settings. The comparison is shown in Tab. 3.4.
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Tab. 3.4.: Computational complexity of different networks on GTSRB with the proportion
to the hardware baseline and the classification error rate on the test set.

Network # params # ops Error
Baseline 0.3M 3.8% 13.7M 27.4% 1.78%

Same-Consume 0.3M 3.8% 14.7M 29.4% 1.74%
Ours 0.3M 3.8% 14.1M 28.2% 1.40%

DSTN-CL 0.3M 3.8% 15.4M 30.8% 1.18%
Hardware 8M 100% 50M 100% N/A

Sermanet [SL11] 1.7M 21.3% 0.2B 400% 1.69%
Ciresan [Cir+12] 38.6M 482.5% 8.5B 17000% 0.54%

From the comparison, the huge gap of required operations between the compared
networks and the presented approach stays again. Light-weighted networks with
DSTN still outperform one of the two networks. Again, “Ours” is preferred according
to the very limited computational resources and still benefits from “DSTN-CL” when
more resources are available.

3.3.3 Private Traffic Sign Recognition Database

To evaluate the performance of DSTN on a real ADAS, the DSTN unit was tested on
a private traffic sign recognition dataset from Aptiv plc. This dataset contains real
image patches acquired by a sign detection algorithm. Detection is not manually
performed, so the signs are not always in the center of the patch. These images are
taken in multiple countries, where the signs have different designs and appearances.
Due to the limited capacity of the networks, such differences may not be easily solved
by the network. Using the DSTN is expected to reduce such intra-class differences,
thus increasing the performance. The original images are captured on the road
with a test vehicle. They were cropped by an industrial object detection algorithm
developed by Aptiv. These cropped images were resized to the same size before
feeding to the networks. Each cropped image is manually labeled by a team of
experts, and these labels are used in supervised training of the networks.

The classification error rate for TSR on this private dataset is shown in Tab. 3.5. The
error rate shows the network performance on the test set. The networks are denoted
by the same abbreviation as in Sec. 3.3.1. As shown in the table, the DSTN network
structure outperforms the baseline networks. In addition, the post-activation variant
increases the final performance of the DSTN. Given that this dataset contains traffic
signs from multiple countries, the small intra-class differences are much more
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obvious. As a result, the error is decreased by approximately 25% compared to
the complexity-comparable baseline. One remarkable finding is that the network
can hardly converge without Stop Gradient if no fine-tuning of the training hyper-
parameters is conducted. All experiments with non-converging trainings are marked
with “*” in the table. This was also the reason that Stop Gradient was found useful
during the start of this research.

Tab. 3.5.: Classification error rates of different networks on private TSR dataset and im-
provement to the baseline

Network Error Improvement
Baseline 2.33% 0%

Same-Consume 2.11% 9.4%
DSTN N/A* N/A*

DSTN+SG 2.26% 3.0%
DSTN+PA N/A* N/A*

DSTN+SG+PA 1.73% 25.8%

The runtime of the network is tested on embedded hardware with the same spec-
ifications2 as stated at the very beginning of this section. The network takes only
0.53 milliseconds to classify a single traffic sign. Considering the low computational
capability of the hardware, and the complete DSTN software running on it, this
runtime is acceptable.

Fig. 3.7 shows four examples (in columns a–d) of the sampling grid on this TSR
dataset. The first row is the input traffic sign image for the whole network, an end
of speed limit of 20km/h sign with intra-class variations. The second row shows
one channel of the input feature map to the DSTN unit, together with the produced
sampling positions as red dots. The third row shows the sampling positions only.
The sign in (a) has a very narrow termination line in comparison to others, which is
finally extended wider by DSTN via sampling to decrease intra-class variances. For
the signs in (b) & (c), the DSTN tried to change the font of the numbers, while the
sampling grid varies greatly in the region of the numbers. For the sign in (d), the
network may consider it a different sub-class. The DSTN is not distinctly changing it,
as the sampling grid is considered pretty much the same as identity sampling.

22x750MHz DSP cores, sharing a 96KB L2 cache and 32MB RAM.
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Fig. 3.7.: An example of a DSTN sampling grid on DSTN data, with the end of speed limit
of 20km/h signs. First row: input images of the whole network. Second row:
input feature maps to DSTN covered with produced sampling positions in red.
Third row: produced sampling positions. Fourth row: output of the DSTN layer.
The difference may not be significantly visible due to the gray-scale averaging of
feature channels and printing compression.

3.4 Summary

In this chapter, a novel convolutional neural network unit that can perform sampling
based on pixel-wise translations is introduced. This unit, the DSTN, can reduce
small spatial differences in input or in feature matrices of the same class. It increases
the capacity of a neural network without consuming much more computational
resources. This is explicitly important on an embedded hardware for ADAS software.
DSTN can help a small neural network perform better when the network itself has
difficulties dealing with small in-class differences. In the evaluation, networks with
DSTN always outperform networks without this unit.

The DSTN is designed to be trained in an end-to-end manner. It can be easily
integrated into any existing network structure. Especially in ADAS software, when
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more training data is introduced, a light-weighted network may lack the capacity
to deal with more intra-class variances. Given the fact that the DSTN is simple to
integrate, it will not require many modifications to any existing network.

In the following chapters, several further extensions of the DSTN will be presented.
The sampling method in DSTN has shown its advantage in modeling complex local
variation and inspired the following research and contributions in this dissertation.
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Radar Data Recording,
Annotation, Description and
Sensor Alignment

4

This chapter will present the data used in the research on radar perception tasks.
Radar perception is a very important task in ADAS and AD. Radars have great
advantages in long-range distance measuring and velocity measuring compared
to cameras, ultrasonics or even LiDAR. Compared to cameras and LiDARs, radars
are lower in cost; hence, they are preferred in manufactures of vehicles, and even
multi-sensor settings can be applied.

In order to perform supervised learning with neural networks, a large amount of data
and annotations are necessary and important to achieve reasonable performance.
Unlike cameras or LiDARs, radars are mostly very specific to different manufacturers;
hence, it is hard to transfer the data or data processing to radars produced by other
manufacturers. Moreover, compared to the long history of CV, ML is a very new
research topic in the radar field, especially when combined with ANN. Although many
public databases are available online with a large amount of data and annotations
for various tasks, there are very few in the field of radar.

When starting research on radar perception tasks in this dissertation, there was no
public database online for radar perception research. For this reason, one of the
research topics and the precondition for the research is data collection.

To collect enough data and annotations for neural network training, there are two
major methods: simulation and real data collection. For simulation, it normally
uses a set of algorithms to generate the data with a defined environment. It has the
benefit of generating unlimited amounts of data with free-given perfect annotations.
Unfortunately, the quality of the algorithms used in a simulator also highly affects
the quality and capability of the ML algorithm trained with these simulated data.

On the other hand, real data collection is a common method of data collection.
Most of the public databases use this method, especially on CV and LiDAR tasks.
Other than collecting a large amount of data from real-world recordings, there is
also a need for manual annotation. Because one cannot control the environment
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in the data recordings (though a controlled environment can be an option), the
environment has to be manually annotated based on the collected data. For most
CV tasks, the story is short: label what you see in the image. For LiDAR, it can be a
little bit complex, as LiDAR produces 3D point clouds; however, labeling is still quite
straightforward. As for radar, things are no longer simple.

Unlike cameras and LiDARs, radar data are very hard to label, even for radar experts.
The noise and instability of radar data acquisition makes it difficult for human beings
to understand the data. A common way is to use a reference sensor to annotate the
data; cameras, LiDAR, or even a global positioning system (GPS) can be used. Then,
the labels are transferred to the radar domain and supervised learning is performed
on these transferred labels.

The following sections first discuss the coordinate systems used when defining
and processing data. Then, the simulator and simulated data used in the research
are presented. Finally, the dataset composed from from real-world recordings is
introduced.

Most of the work introduced in this chapter is based on others’ contribution and
support, primarily from Aptiv engineer teams. Other than these external supports,
Sec. 4.3.3 presents the work by the author, which solves the mismatch issue of
multiple sensors in the recorded data. In this chapter, these detailed introductions
of the radar data are mainly for completeness and serve as the basis for the fol-
lowing chapter. Apart from the above-mentioned section, the credits for external
contributions are also specified in the following sections.

4.1 Coordinate Systems

4.1.0.1. Sensor Coordinate System

When using radar data, it starts from a range-Doppler-angle cube (Sec. 2.3.1.2).
The cube contains information of radar detections with attributes of range, Doppler
velocity, angle, and magnitude (corresponding to RCS). To project each detection
onto a spatial coordinate system, a polar coordinate system is normally used. The
range and angle are directly projected into a location in a polar coordinate system,
and the Doppler velocity and RCS are understood as additional attributes of each
detection. This polar coordinate system is a polar radar sensor coordinate system
(SCS).

50 Chapter 4 Radar Data Recording, Annotation, Description and Sensor Align-
ment



Fig. 4.1.: An example of a polar radar sensor coordinate system.

Fig. 4.1 shows an example of a polar radar SCS with several radar detections (blue
dots). The origin of radar SCS is at the center of the radar antennas array. The
polarity of radar mounting is how the signal sweeps. Assuming the radar sweeps
from left to right, when it is mounted upside-down, the sweep is then from the right
to left. In this way, the angle calculated from the signal is negated. This polarity of
radar mounting is compensated for when calculating the angle. Based on the range
and angle, each radar detection is placed in a polar coordinate. The zero-angle is at
the boresight of the radar. In the figure, the zero-angle is shown as a dashed line.
Due to the limited FOV of radar, the angles of detections are limited within the FOV,
which is shown as solid lines (±60◦).

Based on the polar radar SCS, the coordinate can easily be converted into a Cartesian
coordinate system, which is a Cartesian radar SCS. Fig. 4.2 shows the conversion of
these two radar SCSs. The axes of the Cartesian coordinate system are shown in red
arrows. The origin is the same as in the polar system, and the x-axis points to the
boresight angle, and the y-axis points to the right, accordingly. Here, a right-handed
Cartesian coordinate system is used.

The coordinates are converted by

xvcs = rcos(θ)

yvcs = rsin(θ),
(4.1)

where r is the range in polar and θ is the angle in polar.
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Fig. 4.2.: An example of a polar radar sensor coordinate system with Cartesian radar sensor
coordinate system overlaid.

Similarly, for other sensors, the SCS is defined in a similar way. LiDAR, as it is also a
laser-sweep manner in measurement, first puts the data in a 3-D spherical system,
where each detection has the azimuth angle and elevation (zenith) angle as two
angular axes and a distance (radius) axis. Then it converts the coordinate into a
3-D Cartesian system, which defines the x-axis as the zero-azimuth-zero-elevation,
y-axis to the right and z-axis to the downward accordingly. To make it simple, a
right-handed Cartesian coordinate system is used.

4.1.0.2. Vehicle Coordinate System

When putting all sensors on a vehicle, it needs to define a common coordinate system
incorporating all data from different sensors. This is a vehicle coordinate system
(VCS). The origin of VCS is defined at the center of the rear axle of the vehicle on
the ground, and the x-axis to the forward direction, y-axis to the right, and z-axis to
the ground, according to ISO8855 [Sta11]. The VCS is also a right-handed Cartesian
coordinate system.

Each data sample from a different sensor is converted from its own Cartesian SCS
into this common VCS. For simpleness, the conversion is performed in Cartesian
systems, where a common way is by matrix multiplication on given data sample
coordinates
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SVCS = TSSCS, (4.2)

where SSCS contains the coordinates sx, sy, sz of a data sample in SCS

SSCS =


sx

sy

sz

1

 , (4.3)

and transformation matrix T is defined as

T =


dx

R dy

dz

0 0 0 1

 , (4.4)

where dx, dy, dz are the translation offsets of the respective sensor in VCS and the
rotation matrix R is the product of the rotation matrices of each axis

R = Rz(α)Ry(β)Rx(γ) (4.5)

with

Rx(γ) =


1 0 0
0 cosγ −sinγ

0 sinγ cosγ



Ry(β) =


cosβ 0 sinβ

0 1 0
−sinβ 0 cosβ



Rz(α) =


cosα −sinα 0
sinα cosα 0

0 0 1

 ,

(4.6)

where α is the yaw angle along the z-axis, β is the pitch angle along y-axis, and γ is
the roll angle along the x-axis.
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The conversion takes into account the mounting of the sensor in VCS. The mounting
of radar is defined based on the placement of boresight and taking the origin of radar
SCS as the reference point. After conversion, all data samples from each sensor are
in a common VCS. In this manner, the data can be spatially referred to each other.

4.1.0.3. World Coordinate System

Based on GPS or an even more accurate differential global positioning system
(dGPS), the location of a vehicle can be understood in a global coordinate system
because the recordings of real data or even the simulation data are relatively short.
The movement of the ego vehicle within the recording time of each sequence is
trivial compared to the GPS scale. To reduce complexity and for easier conversion,
normally take the VCS of the first sample in each sequence as the definition of the
world coordinate system (WCS).

Along with the movement of the ego vehicle, the origin of VCS is moving accordingly.
Based on the movement, it is possible to calculate the difference of the current VCS
compared to the WCS and convert the data samples in each VCS to the same WCS.
In this manner, the data samples can be used and understood within the same spatial
coordinate system.

Fig. 4.3.: An example of different coordinate systems applied to data samples.
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Fig. 4.3 shows the relations between Cartesian SCS, VCS, and WCS. The red axes
are the SCSs of two sensors, the green axes are the VCS of current time t, and the
blue axes are the WCS, which is the VCS of the first sample at t0. The z-axis of
each coordinate system points to the ground; hence, it is not shown in the figure.
The coordinates of the orange sample point in these coordinate systems are also
shown in the figure (in [x, y, z]). With these coordinate systems and conversions, the
samples can easily be placed into a common spatial space for the need.

4.2 Radar Data Simulator

In order to get a large amount of annotated data, a simulator is the first choice in
most cases. Thanks to the engineering team at Aptiv, they developed a good radar
data simulator for data generation purposes. With the help of this simulator, it can
easily obtain a lot of radar data with perfect annotation. Moreover, it is even possible
to extend the definition of the environment to add more features or noises to the
data.

4.2.1 Design and Methods

The simulator is a ray-tracing-based algorithm. The simulated sensor shoots several
rays into the environment and receives energy feedback. The feedback is processed in
a similar way to conventional radars with FFT. Then the processed data is presented
with attributes of range, angle, Doppler velocity, and magnitude.

Fig. 4.4 shows an example frame of a radar simulator. In (e), the ground truth of the
environment and the ego vehicle are shown. The ego vehicle is shown as a magenta
box at the center of the bottom. Each white box is the target vehicle. The red lines
on each vehicle and the ego vehicle indicate the movement vectors. The long white
curves indicate guardrails or walls.

The radar sensor is mounted at the front center of the ego vehicle. (a) shows how
the rays are cast and the reflections of rays. The responses of each ray are finally
processed by FFT and producing a range-angle map as (b). Moreover, the magnitude
response and Doppler velocity response on each reflected ray are also presented in
(c) and (d).
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4.2.2 Data Description

After running the simulator, several data are provided. The range-angle map is
provided as image-like data. The velocity and magnitude responses are provided in
a point cloud manner, where the position of each point is in Cartesian radar SCS
and the magnitude and velocity are the attributes of each point. The ground truth is
provided as bounding boxes with the center position, the orientation, the velocity,
and also the class labels. The guardrails are not considered as boxes; hence, they
are only used in environment generation as noise producers.

This dataset has several advantages. First, the data is still very clean compared to
real-world scenarios. Although including a guardrail-like environment to produce a
multi-path reflection effect, the reflections are still under control. In the real world,
the reflection of the energy can come from various sources; reflections from the
uneven ground surface or even the bumper of the ego car in front of the radars can
contribute to noise in the energy.

Second, the data had perfect annotations. Labeling radar data is very difficult.
Visible in Fig. 4.4, the data in (b), (c), and (d) are not easily labeled by human
beings, even though they are clean enough. The importance of having correct labels
for supervised learning makes it require even higher quality data annotations. In
this view, simulated data is perfect.

Third, the data is under complex processing, similar to conventional radars; hence,
the ANN and other supervised learning methods cannot easily overfit to the process-
ing model. This is normally one of the problems of simulated data, that the high
capability ML model can easily learn to fit to the data model of simulation.

However, there are also disadvantages of this simulated data. It does not contain any
real-world noise sources. The noise patterns from various real-world noise producers
cannot be easily simulated. Although signal loss and environmental noise producers
(e.g., guardrails) are added, it is still not as comparable to a common real-world
scenario. Also, the magnitude is calculated only by a simple RCS formula, where the
various materials or complex shapes of reflectors are not considered. This may make
the magnitude much cleaner than real-world recordings.

Nevertheless, with the use of simulation data, several studies on radar perception
tasks have been conducted. During that period, real-world data collection and
annotation were started in parallel. Although the simulated data has quite some
issues with the quality and the limited resemblance to real-world data, findings from
these studies are still valuable and help to move forward.
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4.3 Real-World Dataset

Due to several limitations of simulated data, it is still necessary to make real-world
data recordings and use these data for research and development on a productive
level. The engineering teams at Aptiv supported the setup of a vehicle equipped
with several sensors for radar ML tasks.

The data are recorded from a real-world environment without any control. It simply
runs over daily roads and records the environment using equipped sensors. The
data is then manually annotated by experts and used in supervised neural network
training.

This section will briefly introduce the recording vehicle, data description, and several
challenges faced during the data processing.

4.3.1 Sensor Setup and Recording

The recording vehicle was a Volvo XC90 (see Fig. 4.5). It was equipped with six
experimental short-range radars produced by Aptiv. The radars were mounted at
the four corners of the vehicle and two under the B-pillars. This gives an overall
FOV of 360◦, which will cover most of the surrounding areas of the ego vehicle. A
high-resolution LiDAR+Camera system from Hesai was mounted on the roof of the
vehicle. It will provide a good reference of the environment, as camera images and
LiDAR point cloud are much easier for human beings to understand than pure radar
detections. Moreover, the vehicle also had a high-quality inertial measurement unit
(IMU) for ego-motion measuring and a dGPS system for high precision position
measurement. All of these sensors were calibrated by their mounting positions. The
calibration was performed by an engineer team in Aptiv.

The recordings are mostly done near the Aptiv site and in downtown Wuppertal. It
covers various scenarios, including urban roads, suburban roads, autobahns, and
even tunnels and bridges. Most daily scenarios are covered by these recordings.
After recording, the scenarios were cleaned up, and approximately one hour of
logs were selected for manual annotation. The annotated logs were then split into
training set and evaluation set, where the evaluation set was manually selected
based on the coverage of different scenarios.
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Fig. 4.5.: A picture of recording vehicle Volvo XC90.

4.3.2 Labeling

The manual annotation was performed by experts from an internal team of Aptiv
together with external teams from other companies. The annotation is done on the
LiDAR point cloud, with the camera images as references.

The most valuable road user objects were labeled as bounding boxes. They cover
more than 30 classes, with sub-classes of vehicles, pedestrians, and several stationary
objects on the road. The vehicles include small cars, vans, and even large trucks,
or bendy buses. The pedestrians included adults, children, scooters, and strollers.
The annotated objects also have coverage of two-wheeler vehicles, e.g., bike and
motorcycles. To further analyze the environmental effects of radars, even traffic
barriers, trash cans, poles, and bridge pillars are labeled. These objects may provide
reflections of radar; hence, they can affect the objects nearby or objects occluded by
them.

Fig. 4.6 shows an example of a labeled frame by the internal labeling team of Aptiv.
The scene is labeled based on the LiDAR point cloud, with cameras as reference
to identify object types, especially the sub-classes. The labels are in 3-D bounding
boxes with attributes of its class and also with other attributes, such as movement
status. With these additional attributes, it is not only possible to understand the
object but also to see if the object is in a moving or standing status. Such movement
status is very important for radar perception, as the Doppler velocity will be highly
affected by such status.
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Fig. 4.6.: An example of a labeling tool used by the internal labeling team in Aptiv.

4.3.3 Sensor Alignment

Due to the differences in data measurement of different sensors, challenges occur in
collecting the sensor data into a data frame. The detections from different radars
have to be aligned and collected into a data package, and they also need to align
with the annotation reference sensor (i.e., LiDAR).

Only in such a way can one perform multi-radar perception tasks with supervised
learning. This is much more complex than with single-sensor annotated data, where
the data measurement and annotation are on the same data source. In this section,
the design of the sensor alignment is introduced.

4.3.3.1. Radar Alignment

In total, six radars were used, each making a measurement at a different timestamp.
The detections were collected from each radar and performed a packaged data
frame. Each data frame shall also be tagged with a common timestamp.

The main problem comes from the random starting time of each radar. Although
each radar triggers its own measurement on a regular basis (20Hz), but the initial
measurements are not synchronized between radars. To collect the radar measure-
ments and minimize the time differences between the measurements with respect to
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the real-world scenario, the system first defines a master radar and takes it as the
master timestamp.

Fig. 4.7.: Master timestamp definition and illustration of measurements from different
radars.

Fig. 4.7 shows the illustration of three radars and their own measurements together
with their own frame indices. Taking radar 1 as the master radar, the master
timestamps for each frame are defined by its measurements. For frames without
measurement from this master radar (due to data loss or corruption), the timestamps
are inter-/extrapolated. The blue dashed lines indicate the master timestamps. The
blue boxes are the data frames from radar 1, where the numbers are frame indices.
The same applies to green boxes for radar 2 and gray boxes for radar 3. The orange
boxes are master data frames, and the numbers are master frame indices. The axis
(“PCtime”) indicates the clock used for the timestamps.

Fig. 4.8.: Realignment of radar frames to the master frame.

4.3 Real-World Dataset 61



After defining the master frames, the measurements from each radar are then aligned
to the master, where the frame indices are reset based on the master frame indices.
Fig. 4.8 shows how the realignment is performed. The radar measurements within
a master frame are assigned to this frame. The assignment is done in the nearest
manner, where the start timestamp of each radar frame is assigned to a master frame
where the start timestamp of this master frame is the nearest to the assigned one.
The assignment is one-to-one, where each master frame can accept only one data
frame from one radar. If multiple data frames exist that can be assigned to the same
master frame, the nearest will be taken and the others are discarded.

After the above alignment, all radar data frames are within the same frame definition
and are used to describe the same scenario. If there are objects detected by multiple
radars, the data from the same frame can be used to increase the quality of detection
of this object.

4.3.3.2. Radar-LiDAR Alignment

When aligning the radar detections with manual annotations, another alignment
issue arises: the annotation reference sensor needs to be aligned with the radar
detections. As annotations are performed in LiDAR, the LiDAR and radars have to
be aligned.

There are two ways to achieve such alignment. Since the same clock for all sensors
is used, the LiDAR annotations are interpolated to each master radar frame with
respect to the master radar frame timestamp. Interpolation requires the objects
from different frames to be labeled under the same unique ID. When initiating the
annotation tasks for the experts, such features were requested and included in the
labels. Although there still exists an issue with objects visible only once in the whole
recordings or that are occluded for a very long time, most of the objects can be
interpolated based on their locations in WCS.

Another way of alignment is to define data frames only by those with labels. After
radar alignment, the LiDAR frames are assigned to the master radar frames. Fig. 4.9
shows such a situation. Other than the aligned radar data frames, the cyan boxes
indicate the LiDAR data frames. Due to the difference in triggering of data measure-
ment, LiDAR has a lower measurement frequency. Due to time and cost reasons, the
annotation has an even lower frequency. The number in each cyan box indicates the
annotated LiDAR frame index.
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Fig. 4.9.: An illustration of master radar frames and LiDAR frames.

Fig. 4.10.: The assignment of annotated LiDAR frames to master radar frames.

The alignment between labeled LiDAR frames and master radar frames is based on
the nearest manner. Fig. 4.10 shows the assignment between the annotated LiDAR
frames and the master radar frames. The assignment takes the start timestamp
of each annotated LiDAR frame and assigns it to the nearest master radar frame
timestamp.

After the assignment, only the data frame with annotated LiDAR data was used for
the network training. Fig. 4.11 shows the cleaned-up data frames after assignment.
In each of these frames, the measurements from different sensors are considered to
represent the same scenario.

4.3.4 Ego-Motion Compensation for Radar

After data assignment, all data were transformed into VCS so that they were in
the same spatial space. To make better use of the Doppler velocity in each radar
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Fig. 4.11.: The cleaned-up data frames with annotation.

detection, the relative Doppler velocity was further compensated with ego-motion
to obtain the ground velocity in VCS for each detection.

The compensation was done by first calculating the ground velocity at the sensor
mounting position under

vlon = vegocos(θslip) − γysen

vlat = vegosin(θslip) + γxsen,
(4.7)

where vego is the ego speed, θslip is the ego side-slip angle, ysen and xsen are the
mounting position. After calculating the sensor velocity, the compensation of the
Doppler velocity is

vcomp = vDop + vloncos(θdet + θsen) + vlatsin(θdet + θsen), (4.8)

where the vDop is the measured Doppler velocity, θdet is the detection angle, and θsen

is the sensor mounting angle.

The compensated detection velocity can largely help the algorithms relate different
detections to the same object. This will also help to relate detections from multiple
sensors, as the compensated velocity can reduce the relation to the detection angle
and mounting angle of the objects.

The only issue is that the measured Doppler velocity is only in the perpendicular
direction to the sensors, which does not contain any information about the velocity
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in the tangential direction. The algorithm needs to solve the loss of such information
by using either detections from multiple sensors, or from multiple timestamps.

4.3.5 Data Description

This dataset includes data from six radars, one LiDAR, and five cameras, as well as
manual annotations on the LiDAR domain. Moreover, it has meta information of
ego-motion from IMU and ego-position from dGPS.

Fig. 4.12.: An example data frame of radar detections, color-coded by radar sensors.

In radar data, it has radar detections containing position in VCS, with the Doppler
velocity, compensated velocity, and magnitude in RCS. Fig. 4.12 shows the detections
for all six radars in the surrounding region. The different colors indicate different
radars, where green for the front-left radar, yellow for the front-right radar, blue for
the left radar, magenta for the right radar, red for the rear-left radar, and orange for
the rear-right radar. The orange triangles present the FOVs of each radar.

LiDAR data includes LiDAR detections containing positions in VCS with the reflection
intensity of each detection. Fig. 4.13 shows the LiDAR detections in the surrounding
region. The color indicates the intensity of the reflections.
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Fig. 4.13.: An example data frame of LiDAR detections, color-coded by reflection intensity.

The images from the cameras are shown in Fig. 4.14. Annotated bounding boxes
were also drawn on the camera images. The boxes are projected from VCS into
a camera view. The camera data contains four gray-scale fish-eye cameras for the
front, left, right, and rear views, and one colored telephoto camera for the front view
in further range. The green boxes are vehicle classes, red cylinders are pedestrian
classes, and blue boxes are two-wheeler classes.

Fig. 4.15 shows an overlay of all sensors with annotated boxes in a surrounding
region. The data is in sequences of recordings, and the sequences are split into
training or evaluation sets. The LiDAR are in gray for a better view. The green
boxes are vehicle classes, red cylinders are pedestrian classes, and blue boxes are
two-wheeler classes.

In the following chapters, experiments are conducted with the simulation data and
the real-world dataset described in this chapter. Data is one of the most important
topics in supervised learning, especially neural network training. Only with enough
annotated radar data is it possible to start research work in radar perception tasks
with ML and DL.
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Fig. 4.14.: An example data frame of cameras with annotated bounding boxes.
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Fig. 4.15.: An example data frame with an overlay of all sensor detections and annotated
bounding boxes.
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A Deep Neural Network for
Automotive Radar Perception

5

In recent years, along with the intensive development in ML, DL, and CV, research
in ADAS and AD has been moving forward significantly [BT19]. Several sensors
are widely used in driving assistant systems, including cameras, ultrasonic sensors,
radars, and even the most recent LiDARs and vehicle-to-everything (V2X). Among all
of these sensors, radars have their advantages in low-cost and high-accuracy distance
and speed measurements. Such abilities are very useful in object detection in the far
range and, most importantly, in accurate moving object detection. In common sense,
the moving objects in a road environment around vehicles could include vehicles
and vulnerable road users (VRUs). The latter include pedestrians, cyclists, and
motorcyclists, whose lives are easily threatened in accidents or dangerous cases.

Detecting these moving objects, especially VRUs, is a very important task in the
perception modules of ADASs. Seeing the enormous amount of research into CV,
many researchers are also migrating and transferring their knowledge to the radar
perception field. Due to the large flexibility of ANN and DL, the newly developed
techniques in CV could easily migrate into DL on radar perception tasks. The greatest
challenges lie in signal processing and feature embedding other than the high-level
perception tasks.

Given the fact that images are normally rigid and dense, while the radar detections
are non-rigid and sparse, the feature embedding is conducted differently from the
methods applied mostly in CV tasks. The CNN is very hard to apply to such non-rigid
and sparse data than images. The story does not end but starts from here. Many
researchers have proposed multiple ways to deal with such challenges in the past
few years. When starting research on radar perception by DL in this dissertation,
similar challenges were presented.

This chapter first covers several state-of-the-art studies on radar perception by ANN
or DL. Then it introduces research on the feature embedding of radar signals. It also
discusses several developments in radar perception systems with the techniques of
DL.
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Fig. 5.1.: Relations between sections in this chapter; details are given in each respective
section.

Sec. 5.1 introduces a few state-of-the-art neural network object detectors, one of
which will be the backbone of the proposed radar object detector. Then, in Sec. 5.2,
several radar feature embedding methods are proposed. Sec. 5.3 presents a few
methods of sensor fusion in neural networks within a multi-sensor vehicle setting
environment. In Sec. 5.4, a novel sampling-based temporal fusion recurrent network
module is proposed. Finally, Sec. 5.5 shows a combined network of the mentioned
proposals for radar object detection. Each section provides a building block for this
deep neural network radar object detector. The relations between each section and
the contribution of each section to this final object detector are shown in Fig. 5.1.

5.1 State of the Art

At the time when research interests moved from CV to radar perceptions, researchers
noted a major issue they have not endured for a long time: no publicly available
dataset. Especially for ML and DL research, data is one of the essential and most
important components in the research. Due to business and intellectual property
protection reasons, radar data is normally unavailable in a public space. More than
that, the design of radar systems varies much across different manufactures, so that
the data looks much more different than similar situations among camera images.

However, the story goes a bit differently in LiDAR. LiDAR shares several data
properties as radars (e.g., sparsity and non-rigidity). Although they are still denser
than radars in most cases, they are still far from comparable to camera images
in density. Moreover, LiDAR has even higher accuracy in distance measurements,
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though it suffers from a shorter maximal range due to safety reasons. Furthermore,
there are several publicly available LiDAR content datasets for DL purposes. For
these reasons, there have been many studies working on LiDAR data, other than
radar data.

The story began with PointNet [Qi+17a]. Other than solving the tasks in grid-based
data, the authors directly deal with points in a point cloud. Although this work
does not deal with tasks based on LiDAR data, it shows several areas of potential
for dealing directly with point-cloud data using DL methods and solving issues
from sparsity. Fig. 5.2 shows the network structure proposed in their work. The
design looks similar to an MLP but has several differences, such as point-wise feature
embedding and feature transformation. With these techniques, the network does
not suffer from issues due to the order of points of the input point cloud, and the
processing runtime could also be optimized, as they are point-wise and shared
weights.

Fig. 5.2.: The proposed network structure of PointNet [Qi+17a].

To further improve PointNet, an advanced version called PointNet++ was proposed
by the same research team [Qi+17b]. They improved the design by a new hierar-
chical structure on a sparse point cloud, which looks similar in concept to the CNN
on image. Fig. 5.3 shows the proposed hierarchical structure of their network. The
PointNet layers are doing feature embedding, and the grouping & sampling layer is
comparable to convolution and pooling layers. Such a design is very impressive in
showing how to transfer network design from CNN-based CV research to point-cloud
data. For example, the semantic segmentation network design by the authors looks
like a similar structure to U-Net for semantic segmentation on images [RFB15].

Another proposal by VoxelNet shows different possibilities [ZT18]. Other than
directly processing and embedding features on points or hierarchical point clouds,
the authors proposed a way to embed features from point-cloud into rigid grids. The

5.1 State of the Art 71



Fig. 5.3.: The proposed hierarchical network structure of PointNet++ [Qi+17b].

authors designed a voxel-feature-embedding network to embed features from points
in a voxel to a grid-cell of a 3D matrix. In this way, the point cloud is embedded
into a 3D dense image. After this embedding, the networks and techniques from
the CV field can easily be applied. Fig. 5.4 shows the proposed network structure
of VoxelNet. After the feature embedding network, the remaining modules are
simply convolution layers and object detection techniques from image processing.
Through VoxelNet, the authors show another encouraging possibility of processing
point-cloud data using DL. In particular, they present one method to easily migrate
techniques from previous CV research.

Fig. 5.4.: The proposed network structure of VoxelNet [ZT18].

When the story moves to radar perception, the researchers show a good example of
applying PointNet++ to radar detections for semantic segmentation [Sch+18]. The
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authors presented their experiments on the use of radar detection properties and
showed the importance of velocity in object classification on radar data. Fig. 5.5
shows an example of a predicted frame from their network. It is clear that the
important objects are detected in the semantic segmentation without much of the
noise or false positives.

Fig. 5.5.: An example of predicted segmentation labels on a scene, rearranged from
[Sch+18].

There are also many other works showing object detection networks with a fusion of
sensor settings [NQ19][Nob+19]. Most of these works concentrate on using radar
detections as object proposals or object localization and then use camera images for
object classification. The fusion of different sensors inside a deep neural network
shows more possibilities for DL for driving assistant systems.

In the most recent years, with the publication of several publicly available annotated
datasets with multiple sensors (e.g., camera, radar, and LiDAR), many new studies
and proposals have been presented on automotive perception tasks. The following
sections will present the contributions primarily to radar perception tasks within the
automotive field. Some of the research contributions were in a very early stage when
there was not much research interest in this field or any public dataset available. The
designs or architectures may not be optimal in the latest proposed approaches but
were impressive at the time they were proposed. Previous research and contributing
publications from the author, which the contents of following sections are mainly
based on, will be referred respectively.
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5.2 Radar Signal Embedding with Deep Neural Network

Deep neural networks are very strong and robust in feature embedding in various
applications, including image processing or speech processing. In radar signal
processing, the first challenge is to produce feature embedding from radar signals.

In order to take advantage of previous research on image processing, it is also
important to put the radar signals into an image-like format. In this manner, various
image processing techniques can be easily applied. Not similar to image processing
or speech processing where unsupervised learning can be applied to produce image
or speech feature embedding (e.g., autoencoder [BKG20]), radar signals cannot be
easily reproduced and recovered by such autoencoders due to the high signal-to-
noise ratio (SNR). Instead of reproducing the original input signals, networks are
designed to perform perception tasks. In this way, a part of the trained deep network
is dedicated to performing feature embedding.

This section will present several methods used to represent radar signals in image-
like formats for various perception tasks. These methods are proposed in different
phases of the research and on different datasets. The methodologies applied in
early-phase research may look out-of-date from a latter point of view, but they were
cutting-edge and efficient at the time when working on that data.

5.2.1 Radar Data Representation

According to different data sources, different representations of radar signals are fed
into the network. The data is processed in different manners based on the source
and the network structure or design.

5.2.1.1. Magnitude Map from Simulator

The first representation comes from the simulated data. In this data, only one radar
is mounted at the front of the ego-car. The simulator performs ray-tracing on the
environment and generates a reflection magnitude map in a polar space of SCS. This
means that the data is in the form of a grid where each cell is in a polar coordinate
and has a value of reflection magnitude.

To match the target space in a Cartesian VCS, it first transforms this magnitude map
from polar space to a Cartesian space and translates it into VCS origin. Fig. 5.6
shows two example frames of this data. The two data frames (a) and (b) come
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Fig. 5.6.: Example frames of magnitude map from simulator. (a) and (b) come from
different frames in the same simulated data sequence.

from two different frames of the same data sequence. The environment is similarly
defined only with movements of the objects. The magnitude map in SCS is with
axes of range and azimuth angle, which are in a polar space. After coordinate
transformation, the data are presented in Cartesian space in VCS. The simulator
generates not only the pure cleaned radar response but also some white noises to
simulate the SNR.

The data is with several objects (eight cars and two guardrails in Fig. 5.6) in the
environment. As shown in the example frames, it is quite hard to identify all objects
and also difficult to get the exact location and shape within a frame. To make use of
temporal fusion (to be explained in Sec. 5.4), the data are generated in continuous
sequences of frames. Each sequence contains 100 frames to ensure enough examples
for temporal fusion.

Each frame is presented in an image-like format with x and y axes of VCS, and each
cell is filled with the radar response magnitude as values. The network can easily
handle such a format in a similar way to gray-scale images. When transforming from
polar space to Cartesian space, it first calculates the coordinate of each cell in polar
space. The coordinates of each polar cell are taken from the center of the cell in the
map. When multiple transformed cells exist in one single Cartesian cell, it averages
the response magnitude of all transformed polar cells. It is obvious that not every
VCS cell can obtain a matched polar cell. In this case, the cells are filled with zero
magnitude. Due to the non-linearity of the transformation, the data are denser in
the near range and sparser in the far range in the VCS map. This can make it harder
to detect objects in farther ranges than nearer ranges.
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5.2.1.2. Property Map from Real-World Data

Instead of grid maps, the radar signals from real-world recordings are in the form of
radar detection point clouds. Each point has properties of polar coordinate in SCS,
Doppler velocity, and RCS magnitude. As mentioned in Sec. 4.3.5, these properties
are further transformed into VCS Cartesian coordinates and compensated velocity.

To present these data in an image-like format, a similar method is used to put them
in a Cartesian grid map in VCS. Since each radar detection is already transformed
in VCS coordinates, simply place them in a cell in the grid map. Once the cells
contain the relevant detections, it takes the maximum of compensated velocity and
the maximum of the RCS values as two properties of each cell. Moreover, it also
takes the logarithm of the number of detections log(n + 1) as the third property
of each cell. For empty cells, it simply sets all properties to zero. In this way, the
network is able to see not only the radar signal properties, but also the density of
the radar detections.

Fig. 5.7 shows two example frames of the property map in VCS. Each map contains
three data channels, namely the “Doppler” (compensated velocity), the RCS and
the “#Detections” (number of detections). Each property is further scaled to reduce
the inner variance of the data. The grid cells are a half meter large, and the VCS is
defined as 40 meters in each direction; hence, it is 160 pixels in height and width.
Due to the high sparsity of radar detections, only very few cells in the map are filled
with values. Compared to the simulated data, it is even harder to identify objects
within a single frame.

After preprocessing, each frame is an image-like format with three property channels.
The network can easily handle such a format in a similar way of RGB-colored images.
To deal with the high sparsity data, temporal fusion will play an important role
in network design. It collects several sequences of recordings, and each sequence
contains several frames. With this data, the network will be able to perform temporal
fusion to achieve better performance.

5.2.1.3. Gridized Point Cloud from Real-World Data

With the development of the research, it has been found that the hand-crafted
properties for each grid cell have their limitations. For example, the maximum
velocity cannot separate multiple nearby objects when they fall into the same cell.
The maximum RCS cannot separate objects near a large reflection surface (e.g., a
pedestrian next to a wall).
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To increase the capability of the network, another data format is designed, which
is also an image-like format, but with much richer features. Instead of calculating
the properties of the radar detections within a grid cell, it puts the radar detections
as is. To make this possible as a fixed data size for the network, a fixed number
of detections is defined for each cell. If the number of radar detections is higher
than this number, the preprocessor randomly downsamples to the desired number.
Otherwise, it randomly upsamples the detections and adds small noise to the location
features. When no detection exists in the cell, it fills all features as zero.

Fig. 5.8.: An illustration of gridized point cloud. Each cell contains four detections, and
each detection has four properties.

Fig. 5.8 shows an illustration of the gridized point-cloud format. Each grid cell
contains four detections. Each detection contains four features, namely “D” for
compensated velocity, “R” for RCS, “X” and “Y” for the location coordinates. With
this data, the network is able to see radar detections from different objects and also
has richer features for object detection.

Instead of three dimensions for images, namely height, width, and colors, this new
image-like format has four dimensions. The traditional image processing network
is no longer able to handle this format. Hence, a new network structure is needed.
The next section will introduce the design of a new network structure to deal with
such a format.

5.2.2 Deep Neural Network for Feature Embedding

Deep neural networks are very effective in feature extraction and feature embed-
ding. On image-like maps, CNN shows robustness in both local and global feature
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extraction. With the small kernel and shared weights, CNN can perform well on a
spatially homogeneous feature space.

When processing the radar signals described in the previous section, primarily CNN-
based deep neural networks are utilized. As they are all in an image-like format,
multiple CNN-based methodologies can be easily applied. Parts of the following
content are based on our previous publications [NZS19a][NZS19b][NZS19c].

5.2.2.1. Feature Embedding on Grid Image

To perform object detection on the magnitude map from the simulator, an image
segmentation task is conducted to segment the object pixels. In this manner, if the
segmentation predictions are well-performed, the network is capable of separating
radar signals from objects and objects from the background.

Fig. 5.9.: The network structure in U-Net [RFB15].

U-Net has a very good design for performing image segmentation [RFB15]. It can
extract higher-level features by multiple downsampling and upsampling, but it can
also keep lower-level features by copying and concatenating the inner layer outputs
to the upsampled features. Fig. 5.9 shows the original network design proposed by
the authors.
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With the connection from layers before downsampling to the layers after upsampling,
the combination of low-level features (e.g., shapes, edges) and high-level features
(e.g., semantics, objects) can show good object segmentation while keeping good
shape predictions. Without these connections, the network tends to output blurry
boundaries of the segmentation due to the upsampling operations.

Fig. 5.10.: The network structure for radar signal segmentation.

Fig. 5.10 shows the network structure used for the radar segmentation task. The
network has six levels of features. The downsampling is done by max-pooling, and
upsampling by transposed convolution with stride of two. In each level except the
deepest one, it adds connection (copy and concatenation) between the features
before downsampling and after upsampling. The numbers indicate the channels
of each feature map. Very large numbers of channels are not used in each feature
map due to the limited channels from the input, and also to reduce unnecessary
computational complexity.

Fig. 5.11 is one example of this network performing on radar signals. Although
the input is very noisy, the network is still capable of outputting good shapes of
the objects. The only missing object (middle-left) is occluded by the other objects;
hence, it is hardly possible to be found by the network. The network also shows the
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Fig. 5.11.: An example of the input, ground truth, and network prediction of semantic
segmentation on simulated radar signals.

capability to reduce noise when seeing the noise in front of the bottom-right object
in the input map, but cleaned prediction in that area. Unfortunately, the network is
not perfect, as there are some low-valued predictions in the top-right area where
there is only noise in the input, but no object in ground-truth.

Based on these findings, the neural network is capable of finding objects in a very
noisy input map from radar signals. Moreover, the network is also capable of
reducing background noises to some extent.

Similar to the magnitude map, a similar network can be used to extract features from
the property map input. In general, any image-like map with multiple channels can
use a similar network to extract features for the objective task. The U-Net structure
is very useful in extracting local and global information within an image. For radar
object detection use case, it is good in finding local information of object shapes and
edges but also has good performance in finding global information like semantics
and distinguishing between objects and background noise.

5.2.2.2. Feature Embedding on a Gridized Point Cloud

In order to handle a gridized point-cloud map in a neural network, a special network
structure is necessary. VoxelNet has shown one good design in processing a voxelized
LiDAR point cloud [ZT18]. In a similar manner, the following network structure is
proposed to process a gridized radar point cloud.
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Fig. 5.12.: An illustration of a gridized point-cloud encoding network.

Fig. 5.12 shows the encoding network structure. Each grid cell has either a specific
number of points or zero points. Each point has four features (“detection features”
in Fig. 5.12). For each point, it runs a number of fully connected layers (three layers
in the figure) for feature encoding. Each layer uses shared weights; hence, encoding
is common for all points. In the case of an empty cell, it uses zeros as features in the
meaning of empty to the network.

After the encoding network for each point, it finally concatenates the feature vector
into a long vector and places the vector in the output tensor at the position of the cell.
To reduce overfitting, the order of the concatenation is random. Once the feature
encoding network runs on each cell, the final output feature map (“Ft” in Fig. 5.12)
should have a shape of (H, W, n × C), where H and W are grid size dimensions, C is
the length of the output feature vector of the encoding network for each point, and
n is the specific number of points set to each grid (in the example, n = 3).

The output feature map after this point-cloud encoding is in an image-like format
with multiple channels. With this feature map, a common feature extraction network
can be applied (e.g., U-Net).

5.3 Sensor Fusion by Deep Neural Network

In ADAS and AD sensor settings, it is very common to use more than one sensor. In
some settings, multiple sensors of the same type are mounted on the surroundings
of the ego vehicle to give a 360◦ view of the environment. Only in this way are the
assistant systems able to reduce the limitation of blind spots of sensors and of the
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driver. In more general settings, multiple sensors of different types are used. In this
case, due to the different strengths and capabilities of different sensors, the assistant
system is able to use different sensors to deal with different tasks. These include
cameras for traffic sign and traffic light recognition, radars for far-range vehicle
detection, and LiDAR for near-range pedestrian detection.

One challenge in multi-sensor settings is how to fuse the perception outputs from
different sensors. One common method is to use the Kalman filter [SH00]. In
these methods, the observations are taken from the perception results from different
sensors. As they are processed by different observation models, the differences in
sensor behavior or capability are considered and resolved.

This section will introduce the different sensor fusion methods used and proposed
during the research. The first method is on homogeneous sensors (sensors of similar
type or with similar properties). This method takes a straightforward approach
to fusing sensor observations. Then, a more general approach will be introduced
that can deal with sensors of different types within a neural network. This method
is more flexible in fusing information, as it does not require homogeneous sen-
sor settings. Part of the following content is based on our previous publications
[SZM20a][SZM20b][SZM20c].

5.3.1 Sensor Fusion by Data Preprocessing

When fusing homogeneous sensors (e.g., multiple side radars on a car), the easiest
approach is to put the radar detections from each sensor into a common space. In a
previous example (Fig. 5.7), it first transforms the coordinates of radar detections
from six side radars around ego vehicle into VCS. Then, it preprocesses these
detections purely in VCS, so that all of them are in the same spatial space.

The main reason for this method is because these radar detections share the same
property list, which means that other than physical differences, the sources of
detections are not distinguishable. In such a manner, when a network is processing
the point cloud with fused radar detections, it is possible to be trained to model the
physical behavior of the object observed by different sensors. For example, due to
the mounting position difference, the object observed by different radars can have
different relative velocities. Even after compensation, the velocity still has only the
normal component of the real ground velocity vector. In this case, the network will
be able to resolve the ground velocity.
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Fig. 5.13.: An illustration of solving the real ground velocity vector of an object by two
radar detections.

Fig. 5.13 presents an object (circle “O”) detected by two radars (red rectangles “1”
and “2”). Each detection has properties of spatial locations (x1 y1 and x2 y2) and
compensated velocity (v1 and v2). The ground velocity vector of the object can be
estimated by solving vector components vx and vy in equations

v1 = vxcos(α) + vysin(α)

v2 = vxcos(β) + vysin(β),
(5.1)

where the trigonometric functions can be easily calculated by the position measure-
ments as

cos(α) = x1√
x2

1 + y2
1

sin(α) = y1√
x2

1 + y2
1

cos(β) = x2√
x2

2 + y2
2

sin(β) = y2√
x2

2 + y2
2

.

(5.2)

This is only an educational example. In practice, to reduce the effect of measurement
noises, the more detections of the same object can be measured, the higher-quality
velocity vector estimation it is possible to achieve.
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5.3.2 Sensor Fusion by Neural Network

When handling sensor fusions of different types, putting the detection or measure-
ments in the same space will not work. Either the properties are different from
different sensors (e.g., radar has location, Doppler velocity, and RCS, while LiDAR
has location and reflection intensity). Although RCS is also related to reflection
intensity, the definition and physical behavior are different from those in LiDARs.
Even more complex, the camera images are not in a point-cloud format at all, which
makes it difficult to place them in a common space such as VCS.

To solve these issues of different sensor types, a new method is proposed using a deep
neural network to fuse sensor measurements. Inspired by the feature embedding
methods in Sec. 5.2.1, it can use a neural network to encode sensor measurements
into an image-like format. Then it can further process and extract features within
each sensor, specifically using neural networks. These neural networks can work
purely on specific sensor data, without interaction with other sensors. When this
image-like format indicates a common space (e.g., VCS), the network is able to fuse
and process the embedded features from different sensors in the same space. For
the non-geometry data (e.g., camera images), the feature encoding network can be
designed to embed the features into a geometry space [Rod21].

Fig. 5.14.: An illustration of the design of sensor fusion in a deep neural network.

Fig. 5.14 shows an illustration of sensor fusion in a deep neural network. Instead of
putting the raw sensor measurements directly in a common space, it first performs
feature encoding by neural network (e.g., CNN) using measurements from each
sensor specifically. After feature encoding, the feature maps of each sensor are further
processed by a network dedicated to the current specific sensor. In such a manner,
these networks can be placed and executed on sensor hardware before transferring to
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central processors. After the sensor-specific feature extraction, the feature maps are
combined and fused together by a fusion network. Several methods can be applied
when fusing different feature maps together (e.g., max-pooling, concatenation, or
weighted sum). Once the feature maps are fused in VCS, a general perception
network can be applied to this fused feature map to perform perception tasks.

One advantage of this fusion method is that the computation load can be spread
partially on each sensor. In this way, not only can the data transferring from
sensors to central processors be optimized via feature embedding, but also the
computational effort can be further balanced. Especially when the central processor
is heavily loaded due to multiple tasks, the perception task load can be reduced by
putting a sensor-specific network on the sensor processor.

A second advantage is the end-to-end training strategy. When all feature embedding
and perception tasks are connected within a large deep neural network, it is possible
to train the network in an end-to-end fashion. The feature extraction and embedding
in each sensor-specific network can be further improved by internal learning during
back propagation. The feature may be focused on the strength of the specific sensor
type, while the weakness is already resolved by another sensor type. It is hardly
possible to design such focus behavior manually.

5.4 A New Sampling-Based Recurrent Neural Network
Module

Sec. 5.2.1 discussed the sparsity of radar signals in data representations. In the
example frames, it is clear that the actual radar measurements are too sparse to
easily detect objects. Even with an effective deep neural network, the performance
is still far from satisfactory.

To make use of sequential data that can acquire multiple observations along with
the elapsing of time, RNN is a good choice in temporal fusion. This section first
introduces a few advanced RNN designs, which are the fundamentals of the research.
Then it briefly recaps previous contributions of sampling methods in neural net-
works. Finally, it presents a proposed sampling-based RNN design that is specifically
intended to improve ADAS and AD tasks.

The majority of the content in this section is based on our previous publications
[NZS19d][NZS19e][NZS19f].
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5.4.1 Recurrent Neural Network

Sec. 2.1.1.3 briefly introduces the most fundamental concept of RNN. It contains a
recurrent connection over time that can keep memory and pass to future time (and
in bidirectional cases, also to the past time [SP97]).

5.4.1.1. Long Short-Term Memory

To reduce gradient vanishing and explosion issues, several advanced designs of RNN
were proposed. One of the most famous design is long short-term memory (LSTM)
[HS97]. Instead of directly passing the hidden state over time, LSTM introduced
several filter gates that can let the network control the data flow and the amount of
information to be passed and stored in memory. Moreover, it also has two memory
states instead of one, one of which is for short-term memory, and the other is for
long-term memory.

Fig. 5.15.: An illustration of the design of LSTM. The corresponding equations are Eq. 5.3
(1), Eq. 5.4 (2), Eq. 5.5 (3), Eq. 5.6 (4), Eq. 5.7 (5), and Eq. 5.8 (6).

Fig. 5.15 shows a brief illustration of the LSTM structure. The legend of the
illustration follows Fig. 5.16. All network design illustrations in this section follow
the same legend definition. In LSTM, the first component is the forget gate,

ft = σ(Wf It + Uf ht−1 + bf ), (5.3)
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Fig. 5.16.: The legend of all network design illustrations in Sec. 5.4

where sigmoid activation (σ) is applied to a fully connected layer on concatenation
of input signal of current time It and the short-term memory (hidden state) from
the last time ht−1. This forget gate is designed to control the data flow of long-term
memory (cell state) from the last time ct−1. This reduces the amount of long-term
memory to be used; hence, it is called a forget gate.

The second component is the input gate,

it = σ(WiIt + Uiht−1 + bi), (5.4)

which controls the data flow of the current input data. This reduces the amount of
current input data to be used; hence, it is called an input gate.

The third component is the output gate,

ot = σ(WoIt + Uoht−1 + bo), (5.5)

which controls the data flow of the output data. This reduces the amount of output
data to be used; hence, it is called an output gate.

The fourth component is input processing, that is,
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c̃t = tanh(WcIt + Ucht−1 + bc), (5.6)

which transforms the raw input signal into cell state space and also considers the
short-term memory from the last time. This signal is considered to be processed
input data in the same feature space of the cell state. Instead of sigmoid activation,
hyperbolic tangent activation is applied.

Then the new cell state of current time is calculated by applying the gates as

ct = ft ⊙ ct−1 + it ⊙ c̃t, (5.7)

where the forget gate is applied to the cell memory and the input gate is applied to
the processed input data. The gates are performed by a Hadamard product, as their
value range after sigmoid activation is (0,1). After adding up, the output signal is
considered the new cell memory of the current time.

Finally, the output and the new short-term memory to be passed to the future is
calculated by

ht = ot ⊙ tanh(ct), (5.8)

where a hyperbolic tangent activation is applied to the cell memory and the output
gate is applied to control the output data flow.

It can be seen that the gates are important in this design, while the data flow can be
controlled by dynamic signals based on the current input and the short-term memory.
In this way, the network gains a much larger capability to deal with the complex
control of the data within the recurrent connections. As a drawback, computational
complexity has been largely increased. LSTM has four fully connected layers inside,
together with a few more element-wise operations. It has about four times the
computational cost of a conventional RNN unit.

The original LSTM is designed for fully connected layers. In a modern use case,
such as video processing, convolutional LSTM was proposed [Xin+15]. Instead of
the dot product of vectors, the operations are replaced with convolutional kernels.
Moreover, the authors also proposed a peephole connection design that is different
from the original peephole LSTM in [GS01].

The peephole convolutional LSTM is with
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ft = σ(Wf ∗ It + Uf ∗ ht−1 + Vf ∗ ct−1 + bf ),

it = σ(Wi ∗ It + Ui ∗ ht−1 + Vi ∗ ct−1 + bi),

ot = σ(Wo ∗ It + Uo ∗ ht−1 + Vo ∗ ct−1 + bo),

c̃t = tanh(Wc ∗ It + Uc ∗ ht−1 + bc),

ct = ft ⊙ ct−1 + it ⊙ c̃t,

ht = ot ⊙ tanh(ct),

(5.9)

where ∗ denotes the convolutional operator. The main difference is that the gates
also consider long-term memory. In this way, the short-term noise can be reduced.

5.4.1.2. Gated Recurrent Unit

To further reduce the high computational complexity in LSTM, a simplified recurrent
unit, the gated recurrent unit (GRU), was proposed [Cho+14]. In GRU, the output
gate is removed, and instead, one single gate is used to balance the output signals.

Fig. 5.17.: An illustration of the design of GRU. The corresponding equations are Eq. 5.10
(1), Eq. 5.11 (2), Eq. 5.12 (3), and Eq. 5.13 (4).

Fig. 5.17 shows an illustration of the structure of the GRU. Instead of two memories
(cell memory and hidden state), this unit has only one memory (hidden state). The
first component is reset gate,

rt = σ(WrIt + Urht−1 + br), (5.10)
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which controls the data flow of the memory used. This gate is similar to the forget
gate in LSTM.

The second component is the update gate,

zt = σ(WzIt + Uzht−1 + bz), (5.11)

which controls the balance between the old memory and new input data.

The third component is the input data processing, that is,

h̃t = tanh(WhIt + Uh(rt ⊙ ht−1) + bh), (5.12)

where the new input is combined with the old memory but filtered by a reset gate.
The processed input data contains not only the observation from current time but
also an appropriate amount of memory from the past.

Finally, the output and the new memory of the current time are calculated by

ht = (1 − zt) ⊙ ht−1 + zt ⊙ h̃t, (5.13)

where the output and new memory are a balance of the processed input data and
the old memory via an update gate.

The advantage of GRU is that it has one less layer than LSTM. Also, it reduces the
possibility that when all the gates are zero, the memory will be cleared in LSTM. In
GRU, when all gates are zero, the output is identical to the old memory.

Similar to convolutional LSTM, all fully connected layers can be replaced by convo-
lutional layers, which will be usable in video processing [Bal+15].

With gate design and memory handling, the capability of recurrent control of RNN
has been largely increased. In addition, the conventional issues during training have
been largely reduced.
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Fig. 5.18.: An example of the movement flow of a vehicle in the environment.

5.4.2 Sampling in Neural Network

Chap. 3 introduced a sampling method inside a neural network. Instead of normal
convolutional kernels or fully connected layers, sampling can largely increase the
flexibility of neural networks in feature extraction and feature refinement.

When the feature map is in a bird-eye view of VCS, the feature vectors of the objects
are normally located near the actual location in VCS on the feature map. In this
case, if the object is moving in the environment, the related feature vectors are
also moving in the feature map accordingly. Fig. 5.18 shows an example of an
object moving in the environment. The red arrows indicate the movement of the
component. In a similar concept, if the feature vectors are moved in the feature
map relative to the object movement, the network will be able to keep the same
information as the object without efforts to recalculate the features from scratch.

To move the feature vectors in a feature map, sampling is a very useful technique.
As was discussed, the sampling method supports backpropagation during training;
hence, any network with sampling method can still be trained in an end-to-end
fashion.

The objects are moving along with time. Temporal fusion can improve the perfor-
mance of object detection as the information is gathered from multiple frames in
a sequence. If the feature vectors of memory can move according to the object
movement, the network can directly reuse the memory through direct concatenation
to the current observation at the same location on a feature map. Based on these
inspirations, the following recurrent network unit is proposed.
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5.4.3 Gated Recurrent Sampler

To make better use of RNN memories, gates are very useful techniques in dynamically
balancing the data flow over time. To better fit the automotive use cases, sampling on
a VCS feature map is a good method to reproduce and match the object movements
in the local environment. With all of these considerations, a novel convolutional
recurrent network unit, gated recurrent sampler (GRS) is designed and proposed.

Fig. 5.19.: An illustration of the first version of GRS structure. The corresponding equations
are Eq. 5.14 (1), Eq. 5.15 (2), Eq. 5.16 (3), Eq. 5.17 (4), Eq. 5.18 (5), and
Eq. 5.19 (6).

GRS is a convolutional recurrent network unit that contains gates in the structure
and a sampler that can move feature vectors in the feature map of memories. Since
it works on a grid feature map, all operations are convolutional kernels instead of
fully connected layers. Fig. 5.19 shows the first version of the proposed GRS. The
structure is designed according to a concept similar to LSTM, but each component is
based on different objectives.

The first component is cell memory,

ct = GRU(SG(It), ct−1). (5.14)

Unlike the cell memory in LSTM, the cell memory in GRS is designed to remember
and keep the movement of objects. It uses a convolutional GRU with the past cell
memory (as GRU states) and the current input features to refresh the movement
features of the environment. This cell memory is isolated from the feature map for
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the main stream task of the neural network; hence, it is designed to focus only on
object movements. For better isolation, a stop-gradient operation (“SG”) can be
applied to the input features, so that the previous feature extractions for the main
stream task are not affected by this movement extraction.

The second component is to calculate the sampling grid of movement, that is

gt = θ(W ×2
g ∗ ct + b×2

g ), (5.15)

where a CNN with an output of two channels for a 2D feature map is applied to
the current cell memory. θ indicates an activation function for this CNN layer. This
activation function can be a linear function if the movement of objects can happen
in all cases. Each channel indicates the movement of one dimension of each pixel.
This sampling grid is used in the third component, the sampler,

h̃t = Sampler(ht−1, gt), (5.16)

where the memory from the last frame is refined by the object movements based
on the grid via a sampler. The design of this sampler is identical to the sampler in
Sec. 3.2.3. The resampled memory should match the current locations of objects in
the feature map.

After the sampling, it calculates the forget gate,

ft = σ(Wf ∗ It + Uf ∗ h̃t + bf ), (5.17)

and the input gate,

it = σ(Wi ∗ It + Ui ∗ h̃t + bi). (5.18)

These gates will be used to control the data flow of resampled memory and the
current input feature.

In the end, the new memory and the output is

ht = ft ⊙ h̃t + it ⊙ ϕ(We ∗ It + be), (5.19)
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where it first transforms the input features into an output space by a CNN layer,
then applies the two gates to the memory and the transformed input. ϕ indicates
an activation function of this CNN layer. The combined features are used as both
the new memory for the future and the output of this recurrent unit for the current
frame.

Although the structure looks like an LSTM, it does not use an output gate to reduce
the computational complexity. However, the overall computational complexity is
still very high due to the grid processing and the GRU on cell memory.

5.4.3.1. Simplified GRS with Cell Memory

Fig. 5.20.: An illustration of the simplified version of the GRS structure. The corresponding
equations are Eq. 5.20 (1), Eq. 5.15 (2), Eq. 5.16 (3), Eq. 5.17 (4), Eq. 5.18 (5),
and Eq. 5.19 (6).

To reduce computational complexity, a simplified version of GRS is proposed.
Fig. 5.20 shows an illustration of this simplified version. Instead of a complex
GRU, it uses a simple CNN to combine the cell memory and the current input with
stop-gradient isolation (“SG”) as

ct = ϕ(Wc ∗ SG(It) + Uc ∗ ct−1 + bc). (5.20)
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This change can largely reduce the computational cost but still keeps the original
concept to combine the old cell memory with the current input. The remaining
components in the simplified GRS remain the same.

5.4.3.2. Simplified GRS with Cell Memory and Peephole Connection

Fig. 5.21.: An illustration of the simplified version of the GRS structure with peephole
connections. The corresponding equations are Eq. 5.21 (1), Eq. 5.15 (2), Eq. 5.16
(3), Eq. 5.22a (4), Eq. 5.22b (5), and Eq. 5.19 (6).

To further increase the network capability, a peephole version of the GRS is designed,
which is shown in an illustration in Fig. 5.21. Here, it uses not only the normal
memory but also the cell memory to calculate each gate. The stop-gradient on input
is no longer needed as the isolation is broken with a peephole connection. The new
cell memory is calculated simply as

ct = ϕ(Wc ∗ It + Uc ∗ ct−1 + bc). (5.21)

The two gates are calculated as

ft = σ(Wf ∗ It + Uf ∗ h̃t + Vf ∗ ct + bf ), (5.22a)

it = σ(Wi ∗ It + Ui ∗ h̃t + Vi ∗ ct + bi). (5.22b)

96 Chapter 5 A Deep Neural Network for Automotive Radar Perception



In this design, the gates can also be affected by cell memory. In the case of unreason-
able movements or large noise, the data flow over the gates can be re-balanced.

5.4.3.3. Simplified GRS with Cell Memory on Gate Control

Fig. 5.22.: An illustration of the second simplified version of the GRS structure. The
corresponding equations are Eq. 5.20 (1), Eq. 5.15 (2), Eq. 5.16 (3), Eq. 5.23a
(4), Eq. 5.23b (5), and Eq. 5.19 (6).

Then, to further modify the structure of GRS under several different considerations,
a second implementation is using cell memory to calculate the gates. An illustration
is shown in Fig. 5.22.

The gates are calculated as

ft = σ(Wf ∗ It + Uf ∗ ct + bf ), (5.23a)

it = σ(Wi ∗ It + Ui ∗ ct + bi). (5.23b)

This change makes the balancing of the data flow focused on the movement instead
of main stream features.
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5.4.3.4. Simplified GRS with Short-Term Cell Memory on Gate Control

Fig. 5.23.: An illustration of the third simplified version of the GRS structure. The corre-
sponding equations are Eq. 5.24a (1), Eq. 5.24b (2), Eq. 5.24c (3), Eq. 5.24d
(4), Eq. 5.24e (5), Eq. 5.24f (6), and Eq. 5.24g (7).

The third implementation is a short-term memory design where the cell memory
comes from the main stream features. An illustration is shown in Fig. 5.23. The
structure is based on the second version in Sec. 5.4.3.3, where the gates are con-
trolled by cell memory. Instead of directly passing the isolated cell memory, the
memory is calculated from the hidden state. The components of this version are
as

c̃t = ϕ(Wc ∗ It + Uc ∗ ct−1 + bc), (5.24a)

gt = θ(W ×2
g ∗ c̃t + b×2

g ), (5.24b)

h̃t = Sampler(ht−1, gt), (5.24c)

ft = σ(Wf ∗ It + Uf ∗ c̃t + bf ), (5.24d)

it = σ(Wi ∗ It + Ui ∗ c̃t + bi), (5.24e)

ht = ft ⊙ h̃t + it ⊙ ϕ(We ∗ It + be), (5.24f)

ct = ϕ(Wh ∗ ht + bh). (5.24g)
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In this version, the cell memory is only short-term memory that is mainly based
on current changes. This should be an advantage in very dynamic scenes but a
disadvantage in long-term stable movements.

5.4.3.5. Simplified GRS with Past Memory on Gate Control

Fig. 5.24.: An illustration of the fourth simplified version of the GRS structure. The corre-
sponding equations are Eq. 5.20 (1), Eq. 5.15 (2), Eq. 5.16 (3), Eq. 5.25a (4),
Eq. 5.25b (5), and Eq. 5.19 (6).

Instead of using the re-sampled memory, a fourth version is designed that uses the
hidden state directly from the last frame to calculate the gates. Fig. 5.24 shows an
illustration of this version. The major concept is based on the first version, but the
gates are calculated by

ft = σ(Wf ∗ It + Uf ∗ ht−1 + bf ), (5.25a)

it = σ(Wi ∗ It + Ui ∗ ht−1 + bi). (5.25b)

Thus, the memory will directly affect the data flow balancing of the current frame.
In this way, it reduces the dynamic errors due to sampling when balancing the data
flow.

5.4 A New Sampling-Based Recurrent Neural Network Module 99



5.4.3.6. Simplified GRS with Past Cell Memory on Gate Control

Fig. 5.25.: An illustration of the fifth simplified version of the GRS structure. The corre-
sponding equations are Eq. 5.20 (1), Eq. 5.15 (2), Eq. 5.16 (3), Eq. 5.26a (4),
Eq. 5.26b (5), and Eq. 5.19 (6).

Based on a similar concept as in Sec. 5.4.3.5, the fifth version is proposed that uses
the cell memory from the last to directly calculate the gates. Fig. 5.25 shows an
illustration of this. The gates are then calculated via

ft = σ(Wf ∗ It + Uf ∗ ct−1 + bf ), (5.26a)

it = σ(Wi ∗ It + Ui ∗ ct−1 + bi), (5.26b)

where the past movement memory will affect the data flow. In this way, the long-term
stable movements are focused on and preferred in this version.
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5.4.3.7. Simplified GRS with Past Short-Term Cell Memory on Gate Control

Fig. 5.26.: An illustration of the sixth simplified version of the GRS structure. The corre-
sponding equations are Eq. 5.27a (1), Eq. 5.27b (2), Eq. 5.27c (3), Eq. 5.27d
(4), Eq. 5.27e (5), Eq. 5.27f (6), and Eq. 5.27g (7).

Finally, a short-term memory version is introduced that also uses the cell memory
from the last frame to calculate the cell memory. An illustration of this sixth version
is shown in Fig. 5.26. The components are defined as

c̃t = ϕ(Wc ∗ It + Uc ∗ ct−1 + bc), (5.27a)

gt = θ(W ×2
g ∗ c̃t + b×2

g ), (5.27b)

h̃t = Sampler(ht−1, gt), (5.27c)

ft = σ(Wf ∗ It + Uf ∗ ct−1 + bf ), (5.27d)

it = σ(Wi ∗ It + Ui ∗ ct−1 + bi), (5.27e)

ht = ft ⊙ h̃t + it ⊙ ϕ(We ∗ It + be), (5.27f)

ct = ϕ(Wh ∗ ht + bh). (5.27g)

This version is mainly focused on short-term memory and the main stream features.
The movement features are kept implicitly within the main stream.
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5.4.3.8. GRU Style GRS

Fig. 5.27.: An illustration of the first version of the GRS structure under GRU style. The
corresponding equations are Eq. 5.28 (1), Eq. 5.29 (2), Eq. 5.30 (3), and Eq. 5.31
(4).

To further reduce the computational complexity, two versions of GRS inspired by
the use of an update gate in GRU (Eq. 5.11 and Eq. 5.13) are proposed. These two
versions do not isolate the cell memory, but use the hidden state to calculate the
movement sampling grid. The first version is shown in Fig. 5.27.

The first component is still used to calculate the sampling grid as

gt = θ(W ×2
g ∗ It + U×2

g ∗ ht−1 + b×2
g ), (5.28)

where the grid is calculated directly by the current input and the hidden state from
the last frame. Then, the hidden state is resampled by this grid via

h̃t = Sampler(ht−1, gt). (5.29)

After resampling, the hidden state should be refined to the current object locations
based on the movements.

The third component is the update gate, which is calculated by

zt = σ(Wz ∗ It + Uz ∗ h̃t + bz). (5.30)
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This gate will balance the use of the hidden state and the current input. The output
of the balanced features is calculated by

ht = (1 − zt) ⊙ h̃t + zt ⊙ ϕ(We ∗ It + be). (5.31)

The balancing concept is inspired by the use of an update gate in GRS. Since the
gate zt is in a value range of (0,1) after sigmoid activation, the new hidden state
and output should be a weighted balancing between the resampled hidden state and
the processed input.

5.4.3.9. GRU Style GRS with Past Memory on Gate Control

Fig. 5.28.: An illustration of the second version of the GRS structure under GRU style.
The corresponding equations are Eq. 5.28 (1), Eq. 5.29 (2), Eq. 5.32 (3), and
Eq. 5.31 (4).

Similar to the fourth design of GRS in Sec. 5.4.3.5, a second version of GRU style
GRS is designed, which directly uses the hidden state from the last frame to calculate
the update gate. Fig. 5.28 shows an illustration of this version. The update gate in
this version is calculated as

zt = σ(Wz ∗ It + Uz ∗ ht−1 + bz), (5.32)

where the movement is focused on the feature from the last frame. This change
should make the unit focus more on long-term stable movements.
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5.4.4 Behavior Study

Fig. 5.29.: The network structure applying GRS on the magnitude map embedding.

To understand the behavior of GRS, a network taking the feature embedding from
Sec. 5.2.1.1 and performing temporal fusion via GRS is tested. The network structure
is shown in Fig. 5.29. The temporal fusion via GRS is attached after the feature is
embedded via U-Net. The segmentation output should be further refined during
temporal fusion.

Fig. 5.30 presents the network input signal, the segmentation embedding, and the
refined prediction after temporal fusion. These three frames come from the same
sequence, and the ground-truth is also shown as a reference. In the first frame, since
there is no past memory, the output after temporal fusion is almost identical to the
embedding output. However, after a few more frames, the object segmentation after
temporal fusion has a much better boundary and higher confidence. Moreover, the
noise prediction in the first frame is further reduced in the fifth frame after the GRS.
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In the tenth frame, even though the embedding output has very low confidence on
one object (at center), the GRS is still able to keep the object with relatively high
confidence at the correct location.

To understand how the sampling method is performing in GRS, Fig. 5.31 shows
an example of a sampling grid inside GRS overlaid on the predicted segmentation.
When looking into the details on the yellow circled two objects, the sampling grid
tends to move (red arrows in the figure) the feature vectors of the boundary toward
the new location. Interestingly, the center area is not moved greatly, as the center
pixels of the object do not change much with respect to the object segmentation.
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Fig. 5.30.: The network input and outputs of three frames over time in the same sequence.
“Seg” is the single-frame segmentation output from U-Net. “GRS” is the temporal-
fused segmentation output after applying GRS. “GT” is the ground-truth segmen-
tation.
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Fig. 5.31.: The sampling grid visualization of GRS on magnitude map data.
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5.5 A Deep Neural Network Radar Perception System

In the previous sections, they have shown several designs and proposals on using
deep neural networks to extract features from radar signals and applying temporal
fusion with regard to the automotive use cases. In the end, a radar perception
system is proposed that can perform perception tasks for automotive needs.

This section first presents trials on object detection using neural networks and post-
processing techniques. Then, it briefly introduces a few previous research works on
neural network object detectors. Lastly, it discusses the design of a combined neural
network for object detection with input of radar signals.

5.5.1 Object Detection by Segmentation

On the simulated magnitude map radar data, networks performing object segmenta-
tion tasks were used. Sec. 5.2.2 presents a U-Net structure that can generate good
object segmentation results on this data, and Sec. 5.4.4 shows that temporal fusion
can further improve this result.

The question is how to apply this segmentation result in automotive use cases. In
general, automotive applications require objects instead of pixel-wise segmentation
maps to identify and predict objects and movements in a local environment. Tracking
an object using the Kalman filter can be achieved with motion models, while tracking
objects in a segmentation map is much more complex.

For these reasons, a post-processing method is proposed to generate object detection
bounding boxes based on an object segmentation map. Once the network has pre-
dicted the segmentation result, it applies the DBSCAN algorithm to the segmentation
image to cluster pixels belonging to the same objects. After clustering, it calculates a
minimal rectangle-shaped convex hull for each cluster to get a rectangle bounding
box for each object.

Fig. 5.32 shows one example of this post-processing algorithm. The colors indicate
clusters after the DBSCAN algorithm. The cyan-colored guardrails are not considered
objects, as the needle-like shapes are unreasonable for vehicles. This algorithm can
obtain a list of bounding boxes out of the segmentation result. Then, the Kalman
filter can easily be applied to track each object in the scenario.

Due to the limitation of the clustering algorithm, Fig. 5.33 shows a failure example
of this post-processing algorithm. The red cluster should contain two objects, but
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Fig. 5.32.: An example of DBSCAN clustering results (in color) and bounding boxes for
each object.

these two objects are very near in distance. The gap between these two objects is
not clear enough in the segmentation map. In this case, the DBSCAN will cluster
the pixels of these two objects as one single cluster; hence, it will generate only one
bounding box after convex hull.

However, in most cases, this post-processing algorithm is good at identifying object
bounding boxes in a segmentation map. Due to the limitation of the clustering
algorithm, there still exist several failure cases, especially when objects are too close;
hence, they are considered connected in the DBSCAN algorithm.
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Fig. 5.33.: A failure example of the DBSCAN clustering result (in color) and bounding boxes
for each object. The red object is a failure case in this scenario.

5.5.2 State-of-the-Art Deep Object Detectors

In the object detection research field on image data, many researchers have con-
tributed multiple good neural network designs for object detectors. They are shown
to be very effective and robust in object detection tasks on image data.

Among all different network detectors, there are two main concepts in the design:
one-shot detectors and two-shot detectors. One-shot detectors are designed to work
in an end-to-end fashion, where the network will directly output a list of bounding
boxes and their classification as detection result with input of image. Two-shot
detectors have two stages: the detection phase and the object phase. In the detection
phase, the network will only output the estimated area of the object as proposals.
In the object phase, the proposed areas will be further processed by the network to
generate bounding box and object classification results.

5.5.2.1. One-Shot Detectors

The one-shot detectors are based on the concept of directly assuming and predicting
objects in each segment of an image. The objects predicted in each segment are then
post-processed based on the network confidence output to clean up the unwanted
predictions.
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Fig. 5.34.: An illustration of the basic concept of the you only look once (YOLO) detector
[Red+16].

YOLO is one of the one-shot detector networks [Red+16]. Fig. 5.34 shows the
basic concept in its design. It uses one CNN network to extract and embed features.
The embedded features are in a smaller grid after downsampling layers. Each cell
in this grid is considered a segment in the image. If a segment contains a part of
a real object, this segment is assigned object properties, such as object class and
bounding box definitions. During training, the network should train to predict the
bounding box and the object class for each segment relevant to the target object. In
the inference phase, the bounding boxes are filtered by confidence thresholds and
combined by a non-maximal suppression (NMS) algorithm.

Fig. 5.35.: An illustration of the basic concept of the single shot multibox detector (SSD)
[Liu+16].

SSD is another one-shot detector network under a different design [Liu+16]. They
introduce anchors as templates for object proposals. The network should predict an
object on each anchor and define its bounding box. Instead of one single size, the
SSD predicts objects over different sizes of images; hence, it can support various
objects using different sizes of the anchors. Fig.5.35 shows a basic concept of SSD
design. (a) is the input image and the ground truth bounding boxes of the two
objects. (b) shows the anchor defined on the center pixel after downsampling to the
blue object, and (c) shows the anchor with different downsampling level matches
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the red object. Not all anchors at the same center are assigned to the same object,
so that the objects overlapping or nearby can be detected via different anchors at
the same location. Moreover, the anchors have different aspect ratios to match the
object bounding-box shapes.

Similar to YOLO, the bounding boxes predicted by the network will be filtered by
confidence thresholds and the NMS algorithm to resolve issues when an object is
detected by multiple bounding boxes.

Fig. 5.36.: An illustration of the design of the RetinaNet detector [Lin+17].

At a later time, RetinaNet was proposed with several improvements on the SSD
detector [Lin+17]. First, it uses pyramid feature extraction (like U-Net design)
instead of downsampling-only extraction. In this way, the lower pyramid levels can
obtain richer semantic information from higher levels. Also, the authors proposed
a new loss function, focal loss, to reduce the imbalance issue between the number
of object anchors and the background anchors. Fig. 5.36 shows the design of the
RetinaNet network. The object detection head of this network is very much similar
to SSD, where the network predicts object class and bounding box regression on
anchors of different pyramid levels. Hence, the network can show good performance
on both large and small objects in the image.

5.5.2.2. Two-Shot Detectors

Unlike one-shot detectors, two-shot detectors are based on the concept of running
object classification and bounding box estimation only on proposed areas of an
image. Fast RCNN is one of the two-shot detectors [Gir15]. Instead of only an image,
the network requires an image and a list of object proposals as input. The network
does feature extraction and also re-samples the features based on the proposed
regions. Fig. 5.37 shows the network structure of their proposal. The network uses a
special ROI-pooling layer to resample the variant sizes of object regions into a fixed
size of feature map; then, the classification and bounding box regression will be
performed on each fixed feature map of the proposed ROIs.
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Fig. 5.37.: An illustration of the structure of a Fast RCNN detector [Gir15].

To use this network, object proposals need to be done using another method. Due
to this limitation, the performance is also affected by the proposal method, and the
proposed method cannot be refined during the training of Fast RCNN.

Fig. 5.38.: An illustration of the structure of a Faster RCNN detector [Ren+15].

To further solve the limitations and issues of Fast RCNN, another two-shot detector
called Faster RCNN was proposed as an improved version of Fast RCNN [Ren+15].
The object proposals are performed by a region proposal network in Faster RCNN.
It no longer requires a separate object proposal method. Moreover, the authors
also introduce anchors into their object detection heads. The network structure is
presented in Fig. 5.38. With these improvements, although it is still under the design
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of a two-shot, the network can be trained in an end-to-end fashion and have a much
faster runtime than Fast RCNN.

5.5.3 Deep Radar Object Detector

To get better performance on object detection using radar signals as input, a com-
bined network is designed with several components that can benefit object detection.
Sec. 5.2.2.2 presents a neural network structure for gridized point cloud encoding.
Sec. 5.4 introduces a new sampling recurrent network unit GRS. Sec. 5.5.2 recaps a
few state-of-the-art designs of neural network object detectors.

This section will show a proposed network with a combination of the introduced com-
ponents that can show good object detection performance on radar signals. Part of
the content in this section is based on our previous publications [Su+21a][Su+21b]
[Su+21c].

5.5.3.1. Modified RetinaNet for Radar

The designed object detector is intended to detect moving and stationary vehicles in
the local environment of the ego vehicle. Fig. 5.39 shows the structure of the pro-
posed radar object detector network. The input radar detections are first processed
and encoded by the gridized feature encoding network. After this encoding, the
scenario is presented in a high-dimension 2D feature map. The encoding network
has a similar structure as in Fig. 5.12. It increases the number of neurons in each
fully connected layer by 16, 32 and 64. After processing, it replaces the concatena-
tion layer in the encoding network with a max-pooling layer over each point feature
vector, resulting in a 2D feature map with 64 feature channels.

Then, a pyramid feature extraction network (inspired by U-Net and RetinaNet) is
applied. To obtain better performance via temporal fusion, this network applies GRS
in each feature pyramid level during downsampling (purple layers in the figure). To
balance the network complexity and the task, the GRS with the GRU style of the first
version (Sec. 5.4.3.8) is used. This version of GRS has less computational complexity
but can still maintain good performance on movement catching. Moreover, GRS is
utilized on each pyramid level under the consideration that object moving can be
different on each downsampled level.

In the end, it uses a similar design of anchor-based object detection head as Reti-
naNet. But, instead of running this head on all five pyramid levels, it runs only on
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the first three low levels because the grid has a defined cell size of 0.5m × 0.5m.
After two downsampling steps, each cell is already 2m × 2m large. With respect to
an ordinary vehicle size of 4m × 2m, the cell at this level is already large enough to
represent a car.

With respect to these sizes, it is not necessary to use anchors in various sizes; they
can be limited to a list of sizes matching real-world objects. For example, on the
third level, the anchors can be relatively small. Anchors with 10 pixels are not
needed because that would mean 20m in the real world.

In the last step, it applies a post-processing NMS on the list of detected object
bounding boxes to remove the duplicated prediction from different anchors or
different pyramid levels. Because objects hardly overlap in the bird’s-eye view;
hence, the network can further reduce the anchors to a much smaller amount (one
or two anchors with different aspect ratios). With all of these modifications, it can
reduce unnecessary computational costs in the object detection head.

5.5.3.2. Experiment Results

The network is trained and evaluated on real-world data with manual annotations.
The performance is evaluated by F1 score, which is defined as

F1 = 2
recall−1 + precision−1 = 2 · precision · recall

precision + recall = tp
tp + 1

2(fp + fn)
. (5.33)

The true-positives (tp), false-positives (fp), and false-negatives (fn) are calculated
by matching the predicted bounding boxes and the annotated bounding boxes with
respect to their object classes and intersection-over-union (IoU).

Network Class Precision Recall F1 Score

Single Frame
Moving 0.4538 0.2805 0.3467
Stationary 0.3762 0.1018 0.1603

Conv-LSTM
Moving 0.4632 0.4471 0.4550
Stationary 0.3702 0.2501 0.2985

GRS
Moving 0.6790 0.4012 0.5044
Stationary 0.4415 0.1948 0.2703

Tab. 5.1.: Performance of radar object detector and baselines on the evaluation set.

Tab. 5.1 shows the performance of object detector networks on the evaluation
set. The network “Single Frame” replaces the RNN layers in the network with
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convolutional layers. Hence, the network does not have any temporal fusion.
The “Conv-LSTM” network uses convolutional LSTM as all RNN layers. The “GRS”
network uses the first version of GRS with GRU style (Sec. 5.4.3.8) as RNN layers.

The performance on moving cars and stationary cars are reported. On moving cars,
the single-frame network has a good performance comparable to that of the network
with temporal fusion. This is mainly because the network can extract Doppler
velocity features from the radar detections, which is a very important indicator of a
moving car in the scenario. In this case, even without temporal fusion, the network
is still able to identify and separate moving cars from the background. However, on
stationary cars, the single-frame network no longer performs well due to the limited
information of stationary cars from very sparse radar detections. Only with temporal
fusion, where the network is able to collect enough features to identify the shapes of
stationary cars, can the network detect stationary objects.

With respect to the sampling method, the network can benefit from GRS, which
improves the capability of temporal fusion with movement features. The network
shows very good precision on moving cars with a similar recall rate as the convolu-
tional LSTM network. However, on stationary cars, the network has slightly worse
performance than the convolutional LSTM. The reason is that the movement features
of stationary objects are very limited. Since the GRS is trained to take advantage of
movement features through learning on moving cars, the network tends to focus
more on movements, which are hardly recognizable on stationary cars. Still, with
the gates inside the GRS, the network is able to recover good attention on features
without movements.

Overall, a deep neural network is proposed that can deal with pure radar detections
and perform object detection tasks. The network is trained in an end-to-end fashion
and shows good performance on the evaluation set.
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Conclusion 6
This dissertation has presented several contributions and designs applying neural
networks to various automotive perception tasks. Automotive use cases are of high
relevance to academic research in CV, DL, and signal processing. Their contributions
include the proposal of quite a few methods and the transfer of knowledge from
other research fields to automotive perception tasks.

The Chap. 3 discussed the possibility and benefit of applying sampling methods in
neural networks. The experimental results show that sampling can improve network
generalization capability by refining the features to a similar data distribution on
trained data. More than that, it has also shown a lot of potential with sampling
methods in general neural network designs. These contributions also inspire the
following and further research.

The Chap. 4 presents the difficulties and challenges faced when starting to work on
radar data. The unavailability of publicly accessible datasets is a huge blocker in
the research, especially when starting with deep learning. It took quite some effort
to obtain annotated data that could be used for the research. This has changed
quickly. For those beginning research now, many public datasets with radar signals
are available online [Cae+20][Oua+21][Sch+21]. Seeing the challenges of lacking
data, researchers who have just started their research can largely benefit from these
datasets.

The Chap. 5 introduced several methodologies and techniques for processing radar
signals by neural networks. Moreover, a novel recurrent unit design with sampling
methods is proposed. In the end, the proposals are combined with one of the state-
of-the-art object detector networks. The network with a few modifications for radar
signals and automotive perception tasks has shown good performance results.

These findings are not the end of the research. A few further publications have started
to dig deeper into the lower-level signals (e.g., CDC data) from radar measurements
[Zhu+21a][Zhu+21b][Zhu+21c]. It is hoped that with the following and future
research and contributions, the radar perception system can be further improved
using neural networks. Ultimately, perception needs in AD can be fulfilled by
radar-only sensor settings.
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Appendix A
A.1 Computer Vision Tasks

This section presents details of each CV task mentioned in Sec. 2.2.2.

A.1.1 Image Classification

Image classification is the task of assigning a label from a fixed set of categories to
an image, normally to the major object in the image. One major challenge in this
task is how to efficiently extract features from an image represented in a large dense
matrix. Image feature embedding techniques are normally used to compress the key
information into a feature vector that is much smaller than the raw image matrix
and also invariant to several sub-differences across images of the same category.

Image classification tasks normally have images that contain one major object as
input. This major object defines the classification label of this image. For example,
for an image of a dog lying on the road, the label would be “dog.” The algorithm
should be able to see this image and output “dog” as its label prediction. The image
may be given in dynamic or fixed size, normally with grayscale or RGB colors. The
possible classes are pre-defined and should have enough examples for each class in
a dataset. The algorithm is correct when the predicted label matches the annotated
label; otherwise, it is incorrect.

One of the famous datasets is the MNIST database [LC10]. The dataset contains a
training set of 60,000 examples and a test set of 10,000 examples. Each example is
a cropped and normalized image of a handwritten digit from 0 to 9. Each example
comes with a label of the digit it presents. Fig. A.1 shows a few examples in this
dataset. All examples in MNIST are in grayscale and have a black background.

A more practical but complex dataset for digit classification is SVHN [Net+11]. This
dataset provides 73,257 examples for training, 26,032 examples for testing, and
531,131 additional examples as easy training data. Fig. A.2 shows a few examples of
this dataset. Although all digits are cropped and scaled to the same size, it is much
more complex than the MNIST dataset. It contains colored images and background
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Fig. A.1.: Examples in the MNIST dataset [LYP16].

from real-world objects. This makes it much harder and more complex for the ML
algorithms, as the color can be different for the same digit. Moreover, it can contain
more than one digit in an image of which the labeled digit is centered. For some
localization invariant algorithms, it may be hard to localize the target, which may
lead to wrong predictions.

Fig. A.2.: Examples in SVHN dataset.

When talking about image classification in automotive use cases, traffic sign classifi-
cation is one of the most important tasks. GTSRB provides a dataset with real-world
images of different traffic signs together with their labels [Sta+12]. It contains more
than 40 classes and more than 50,000 images in total. Fig. A.3 shows a few examples
of this dataset. It is obvious that the images are cropped but with different lighting
conditions and view angles. It is a very practical task for automotive perception
systems.

Fig. A.3.: Examples in the GTSRB dataset.

ImageNet is a widely used image classification dataset [Den+09]. It contains 1,000
object classes within 1,281,167 training images, 50,000 validation images, and
100,000 test images. All images were cropped from real-world photos and labeled
by human annotators. Fig. A.4 shows a few examples from this dataset. ImageNet
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is widely used in image feature embedding networks and is popular for training
pre-trained models for various CV tasks using DL [SZ14].

A.1.2 Image Object Detection

Image OD is the task of detecting objects and localizing them in an image. It is
normally combined with an image classification task, as the feature for localization
is class specific, and the classification algorithm can help reduce false detections.
In common cases, the objects are labeled by bounding boxes, together with their
class label. In one image, it can contain multiple objects with the same or different
labels. Multi-object detection is more complex than single object detection, though
it is more common in practice.

In common image OD tasks, the input is a grayscale or RGB image. The annotations
are provided as bounding boxes of each object that cover their presence. The
bounding boxes can be given in various forms but are easily converted to a rectangle
box with coordinates on the image. The box may be defined as its four corners or its
center and its length and width. In more complex cases, a rotated box may be given
by providing the rotated angle of the rectangle. The pixels under each box are not
necessarily the object underneath if the object is non-rigid or overlapping happens.
The box is normally the minimal rectangle box covering all visible pixels of an object
in a given image.

The performance is two-fold. One aspect is to consider the quality of bounding boxes
predicted by the algorithm when matching them to the annotations. The errors are
considered when, for example, the predicted box is slightly smaller than the desired
label, or the predicted box is shifted in the center position. Another fold is the quality
of classification. In a pure object detection task, the binary classification between
object and background is examined. In multi-class detection, the classification
performance is similar to image classification but on predicted boxes. The boxes are
considered to be matched when the overlap area between the predicted box and
annotated box is above a certain threshold. The overlap is normally calculated by
the Jaccard index (or IoU) as

J(A, B) = |A ∩ B|
|A ∪ B|

= |A ∩ B|
|A| + |B| − |A ∩ B|

, (A.1)

where the sets are defined by the pixels underlying box A and box B.
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In the case of two non-rotated rectangle boxes, given top-left and bottom-right
corners of Box1 = {(x1

tl, y1
tl), (x1

br, y1
br)} and Box2 = {(x2

tl, y2
tl), (x2

br, y2
br)} (minimal

coordinates (0, 0) is at the top-left corner of the image), and the IoU can be calculated
based on these four corners by

xBox1∩Box2 =
(
min(x1

br, x2
br) − max(x1

tl, x2
tl)

)
,

yBox1∩Box2 =
(
min(y1

br, y2
br) − max(y1

tl, y2
tl)

)
,

Area(Box1) = (x1
br − x1

tl) ∗ (y1
br − y1

tl),

Area(Box2) = (x2
br − x2

tl) ∗ (y2
br − y2

tl),

Area(Box1 ∩ Box2) = xBox1∩Box2 ∗ yBox1∩Box2 ,

Area(Box1 ∪ Box2) = Area(Box1) + Area(Box2) − Area(Box1 ∩ Box2),

J(Box1, Box2) = Area(Box1 ∩ Box2)
Area(Box1 ∪ Box2) .

(A.2)

If the IoU is above a certain threshold, the paired boxes are considered as a match.

Pascal VOC is a popular OD dataset [Eve+10]. It contains 20 classes and has 27,450
annotated objects in 11,530 images in the training set. Pascal VOC is a multi-object
detection dataset in which more than one object can be labeled in an image. Fig. A.5
shows a few examples of the images and bounding-box annotations. The class of
objects is specified at the top of each column.

Fig. A.5.: Examples in Pascal VOC dataset.

A.1.3 Image Segmentation

Image segmentation is the task of partitioning an image into different segments.
In this manner, it is a task to classify each pixel in an image, other than to classify
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the whole image as one label. There are two typical types of segmentation tasks:
semantic segmentation and instance segmentation.

Segmentation tasks involve having an image as input and a segmentation map as
annotation. The segmentation map can have multiple channels for various semantic
categories or object instances. The map normally has the same size as the input
image; each pixel in this map is labeled by a desired class. The pixel of the same
class (or instance) should show a segmented area on the image that covers the
visible object or semantic region of a given class. The segmentation tasks do not
need to consider non-rigid object shapes, as they are pixel-wise labels that can have
arbitrary presented shapes. The performance is normally calculated pixel-wisely,
similar to image classification, but at the pixel level. If a pixel is predicted with
the correct class, it is a correct pixel, otherwise incorrect. The performances are
normally averaged among all pixels.

Semantic segmentation identifies specific regions in an image belonging to a semantic
category (e.g., a front-view image of a road from a car) (Fig. A.6). Semantic
segmentation does not consider objects of the same semantic category. The objects
overlapped in the image connect the semantic segmentation label regions.

Fig. A.6.: Example of semantic segmentation of road [FKG13].

Instance segmentation is a task that combines object detection and semantic seg-
mentation. Instead of providing a bounding box of each object in an image, instance
segmentation provides the area where the object is in the image. It is better at deal-
ing with overlapped objects and non-rigid or curved object shapes than bounding
box representation.

COCO dataset provides instance segmentation labels for images [Lin+14]. Fig. A.7
shows a few examples of labels overlying the images. Each object is labeled with its
own segmentation region, and regions are not overlapped. It is a challenging task in
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CV, as it not only deals with pixel-level classification but also needs to perform data
association to cluster pixels of the same object.

Fig. A.7.: Examples of instance segmentation labels in the COCO dataset.

This dissertation contributes to a few challenging tasks of image classification and
tasks similar to image OD or image segmentation. It is understood that detecting
objects and segmenting regions is not only limited to images but also includes videos
or even image-like data. Any 2D or 3D matrix can be considered an image with
single (2D case) or multiple (3D case) color channels. The latter chapters present
radar representation in an image-like manner and the contribution of dealing with
CV tasks on such image-like data.
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