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Abstract

This work marks the beginning of the investigation of charged droplets within mass
spectrometers. It is organized into an experimental and a theoretical section. The
experimental part presents the first evidence for signatures of charged droplets in
mass spectra acquired with commercial mass spectrometers. In a variety of instru-
ments, droplets and their fragments were observed in the spectra. In the SCIEX 6500
Triple Quadrupole instrument, a “droplet scan mode” has to be applied to observe
droplet signatures: It puts the first mass selective quadrupole in RF only mode so that
only ions above a certain low mass cutoff are transferred. The resulting mass spectra
show a significant intensity above this cutoff, which is attributed to the occurrence
of charged droplets. In an Agilent Q-TOF instrument, a similar scan routine can be
applied. This also leads to observable signatures of droplets. In addition, in two
different ion traps systems from Bruker, isolation of ions in the high mass range leads
to similar observations. It is noteworthy, that the ion traps do not have to be set to a
specific droplet scan routine, since the signatures appear in normal scan mode. This is
important evidence for the existence of charged droplets deeply in the vacuum system
of different mass spectrometers. In further experiments the variation of ion source and
transfer parameters of the investigated instruments lead to alterations in the resulting
mass spectra. The droplet signatures are influenced by a variety of parameters. Fully
eliminating this signal, however, was not possible.

The second part of this work aims to establish a workflow for employing MD simula-
tions to further investigate the charged droplets. Specifically, the simulation frame-
work LAMMPS was used, which proved to be promising, as different molecular systems
were successfully investigated with the available force fields. The simulated droplets
behave as expected from basic theory and critical parameters as the Rayleigh Limit are
reproduced. In further simulations the energy transfer to the droplet was examined. A
relaxation time in the range of picoseconds was determined. Simulated mass spectra
were produced upon analyzing the disintegration pattern of the droplets. The results of
initial mobility calculations with IMoS yielded further evidence for charged droplets to
enter the vacuum systems of instruments, as the calculated mobilities are in the same
range as the mobilities of higher mass molecular analytes.
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1 Introduction - Electrospray Ionization

(ESI)

1.1 Principles of the ESI process

Electrospray Ionization (ESI) is a widely used ionization technique for mass spectrom-

etry in the field of analytical chemistry [1–6]. A liquid solution containing analytes is

sprayed from an ESI emitter in a strong electric field. A stream of charged droplets

forms. They are guided through the ion source to the entrance of the mass spectrome-

ter by the electric field present in the ion source chamber. By desolvating the droplets

with heated background gas, gas-phase ions are released, which can be detected in a

resulting mass spectrum. It is possible to ionize large macromolecules like proteins or

polymers with ESI. These fragile molecules are prone to fragmentation with other ion-

ization techniques. Thus, ESI is considered a soft ionization method. In 2002 John Fenn,

who is one of the main developers of the method, was awarded with a Nobel prize for

his advancements of ESI in the field of ionizing biomolecules [7]. The concept of ESI

started with ionizing a large polymer in solution to analyze it. This concept was first

presented by Dole et al. in 1968 [1]. He was able to transfer large macromolecules

without fragmentation into the gas phase, where they could be detected with a mass

spectrometer. Fenn and Yamashita introduced nitrogen in the ion source to remove

neutral solvents from the charged droplets [2]. This improvement resulted in relatively

clean mass spectra of different alcohols, ester and cyanides and their solvent adducts.

As Fenn predicted, the ESI source would be a novel interface for LC-MS application.

Whitehouse established this in his work 1985 [3]. The ESI process consists of three

crucial steps [5, 8]:

1. First the charged droplets are produced at the ESI emitter tip.
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1 Introduction - Electrospray Ionization (ESI)

2. Afterwards, the sprayed droplets are shrinking due to solvent evaporation by col-

lision with the background gas or disintegration from Coulomb explosions.

3. At last, the gas-phase ions form, which can be detected with the MS.

The three steps are detailed in a simple scheme in Figure 1.1.

Figure 1.1: Scheme of the three major steps in the ESI process. Step 1: Droplet formation.

Step 2: Evaporation process of the droplets. Step 3: Ion formation and detection.

In the following section, the major steps of ESI are described in more detail.

1.2 Step 1 – Droplet formation

The formation of charged droplets is the starting point of the ESI process. As described

above, charged droplets are produced by applying an electric field to an analyte solu-

tion. The ESI emitter is placed near the entrance of the mass spectrometer (cf. Figure

1.2), which is realized as an orifice system or an entrance capillary [9, 10]. Typically,

the voltage is applied directly to the ESI emitter. In different studies a variety of ma-

terials for ESI emitters are subject of investigation. Even non-conducting materials,
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1 Introduction - Electrospray Ionization (ESI)

such as wood, are researched [11]. However, the most reported emitter material is

glass or metal. The orifice plate or the metal end cap of the entrance capillary is used

as counter-electrode. This creates an electric field within the ion source, in which the

charged droplets are drifting through the background gas from the emitter to the mass

spectrometer. Voltages of up to 5 kV are commonly applied to the emitter in commer-

cial mass spectrometer systems [5]. The electric field induces polarization of the liquid

within the ESI emitter. In positive spray mode a positive voltage is applied to the emit-

ter. Positive ions are accumulating near the meniscus of the liquid, which deforms the

surface of the liquid into a cone: The so-called Taylor-cone [12, 13]. At the tip of the

Taylor-cone, the dynamical instability is the highest. In a process of balancing the net

charge ratio, charged droplets are emitted into the ion source and a steady jet of nearly

uniformly sized droplets is leaving the tip of the cone [14–16]. This process takes place

if the Coulombic repulsion of the charges is higher than the surface tension of the liquid.

The generated droplets have a positive net charge and drift through the atmospheric

pressure ion source to the negative counter-electrode – the entrance of the MS. Figure

1.2 depicts an ESI emitter and the three steps in the ESI process schematically.

After emitting charged droplets, the meniscus of the liquid reaches a near spherical

shape again, and the process of accumulating charges near the meniscus is repeated

until a new cone is formed. A series of time-lapse images revealed that this successive

process takes about 500µs [17]. The time of this Taylor-cone oscillation can also be

influenced by conditions in the ion source. In idealized theory this droplet generation

mode, the so-called cone-jet mode, and the resulting emission of charged droplets is a

stable process throughout the ESI experiment. However, in reality the spraying from the

ESI emitter can fluctuate heavily in dependence to a variety of parameters. This results

in different spray-modes, which can be observed experimentally [14]. Unstable spray-

ing conditions can be the result of high surface tension of the solvent. In this case the

applied voltage to the emitter has to be increased to apply a larger force on the liquid

and to eject droplets from the meniscus. This can reach the electrical breakdown point

of the gaseous background medium [18]. As a result, corona discharge, a common type

of gas discharge, can be observed with the naked eye or simple monitoring equipment

for the spray current [4, 19]. Therefore, corona discharge is a frequent occurrence in

ESI experiments and can lead to a lower reproducibility of the resulting mass spectra.

Adjusting and understanding the influence of the ion source parameters can lead to

3



1 Introduction - Electrospray Ionization (ESI)

Figure 1.2: Scheme of an ESI emitter with its needle tip. A Taylor-cone is forming at the end of

the tip due to the applied voltage. Droplets are leaving the Taylor-cone region in a monodisperse

jet. The evaporation of solvent molecules leads to Coulomb explosion and shrinkage of the

droplets. In the last step the ions are forming and entering the MS.

more favorable spraying conditions and in turn to a more uniform stream of droplets

[4]. A more continuous generation of droplets is overall a more favorable state for an

ESI experiment. The size of the emitted droplets is dependent on the Taylor-cone radius

at the tip of the ESI emitter [14]. In common ESI experiments it can range between a

few micrometers up to hundreds of micrometers. Droplet sizes were studied by differ-

ent groups with a variety of methods, for example phase Doppler anemometry (PDA)

[20–24]. Gomez and Tang (1994) investigated sizes of droplets consisting of heptane

with PDA and shadowgraphy [22]. The size distribution of the emitted droplets reached

the full measurement range of the PDA instrument, which was 1-200µm. Smith et al.

(2002) used an optical phase Doppler method to measure droplet sizes [20]. Addition-

ally, the charges of the droplets were calculated by measuring the electrical mobility of

the charged droplets. For droplets consisting of NaCl in water and methanol, the size

distribution showed a maximum at 20-30µm. Slightly larger droplets were emitted with

acetonitrile as solvent (30-40µm). The droplets contained 2 – 8 × 106 charges. These
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1 Introduction - Electrospray Ionization (ESI)

droplets were observed for up to 0.25 s. The droplets underwent multiple discharge

events in this time, in which the precursor droplets reached a charge near the Rayleigh

Limit and then erupted in smaller droplets. The Rayleigh Limit describes the critical

charge density at which a droplet is still stable. If the number of charges exceeds the

Rayleigh Limit, it explodes into smaller droplets as described above. In the following

section the equation to calculate the amount of charges for droplets is given and dis-

cussed as well as the shrinkage of the charged droplet. More results for droplet size

measurements are given in Table 1.1.

Table 1.1: Observed droplet sizes in studies available in literature

Authors Droplet diameter Solvent

Abbas and Latham (1967) [25] 30-200µm water, aniline, toluene

Schweizer and

Hanson (1970) [26]

15-40µm n-octanol

Taflin et al. (1988) [27] ca. 43µm

ca. 27-40µm

ca. 20µm

ca. 32-35µm

ca. 28-65µm

ca. 29-36µm

1-bromododecane

1,8-dibromooctane

dibutyl phthalate (DBP)

1-dodecanol

hexadecane

heptadecane

Davis and Bridges (1994) [28] 4-15µm

10-20µm

aqueous solutions

1-dodecanol

Gomez and Tang (1994) [22] 1-200µm heptane

Feng et al. (2001) [29] ca. 84µm methanol

Smith et al. (2002) [20] 30-40µm methanol, water, acetonitrile

Grimm and

Beauchamp (2010) [21]

30-50µm methanol/2-methoxyethanol,

methanol/tert-butanol,

methanol/m-nitrobenzyl

The experimentally observed size distributions of the generated droplets vary signif-

icantly as the results of 1.1 show. In a widely accepted theoretical model of a typi-

cal evaporation process of charged droplets introduced by Peschke et. al. the initial

droplet diameter was estimated to 0.15µm [30], which is substantially smaller than the
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1 Introduction - Electrospray Ionization (ESI)

experimentally observed initial droplet size. Due to the significant divergence of the

estimated starting size of the droplets, it is questionable if this theoretical model is

fully applicable to droplets emitted from a common ESI emitter. In the following section

the evaporation process is detailed. In modern instruments mostly pneumatic assisted

sprays are applied. In this type of ion source an assisting gas flow from the emitter

is present, which assists the spray formation [4, 31, 32]. This method was primarily

developed for the coupling between LC (liquid chromatography) and MS instruments.

Because of the high liquid flows (tens to thousand µL per minute [4]) the ion evapora-

tion is assisted by a so-called nebulizer. Applying a nebulizer to the ionization process

partly decoupled the droplet formation from the actual charging of the droplets, which

made balancing the voltages, flows, chemical composition of the liquid, etc. easier to

handle. It led to a higher sensitivity and broad application of pneumatic assisted sprays

in modern instruments. In recent years another technique is applied: nano-ESI [4, 33,

34]. In this ion source type the liquid flow is reduced as much as possible to increase

the absolute sensitivity. Lesser liquid flows produce smaller droplets, which are easier

to evaporate and thus are easier to transfer into the systems. Ion sources with these

configurations are most likely operating in a pure cone-jet ESI mode, which is commonly

described in literature.

1.3 Step 2 - Evaporation process

The second step of the idealized ESI process describes the shrinkage of the droplets.

It occurs due to the evaporation of solvent molecules from the charged droplets. The

absorbed heat for this process is taken from the surrounding atmosphere within the ion

source. Usually, so-called "drying gas", a countercurrent, typically nitrogen, is applied

from the direction of the MS [4]. Common instruments have an additional heater system

for this gas to assist the evaporation. As solvent molecules evaporate, the charge

density of the droplet increases. If it reaches a critical point, at which the repulsive

forces of the charges are stronger than the surface tension of the liquid, the droplet

disintegrates into smaller droplets, which have a lower charge density and are therefore

more stable. This process is called Coulomb explosion and is repeated multiple times

during the residence time of the droplet within the ion source. It was first studied by

6
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Lord Rayleigh, in which he proposed an equation to predict the instability of charged

droplets [35].

𝑄 = 8𝜋(𝜖0𝛾𝑟3)1/2 (1.1)

Equation 1.1 expresses the limit of charges 𝑄 a droplet can contain at a certain radius

r. 𝜖0 is the vacuum permittivity and 𝛾 the surface tension of the liquid. With this equa-

tion the prediction of the point of instability, the so-called Rayleigh Limit, of charged

droplet is possible. The fission of the droplets can be thought of as not an explosion

into smaller droplets, but the ejection of droplet fragments in a jet like release from the

mother-droplet as can be seen in the works of Gomez and Tang from 1994. This work

contains pictures and shadowgraphs of the disintegrating droplets [22]. Notably, the

experimentally observed droplets already start to disintegrate at about 70 % charge

density of the calculated Rayleigh Limit. As mentioned above, in the work of Smith

et al. discharge events were observed for water, acetonitrile, and methanol droplets.

The disintegration of the droplets started for the different solvents at 80-100 % of their

calculated Rayleigh Limit [20]. All of the droplets underwent three explosion events

in the experiments. The diameter of the droplets shrank with the explosions to about

5µm starting from 30-40µm. After a discharge event, the charge density of a droplet

increased again to nearly their Rayleigh Limit due to additional solvent evaporation.

The observed lifetime from the first detection of the charged droplets amounts to 0.14-

0.25 second in this study. Similar observations were made by Grimm and Beauchamp

in 2010 [21]. Droplets consisting of methanol (75 %) and 2-methoxyethanol (25 %)

had an initial diameter of 30µm. In one second of experimental observation time, they

underwent at least six discharge events ending in droplets with a diameter of around

5µm. The velocity of these aggregates was listed as well. At first the droplets had a

speed of 55 cm/s. At the end of the experiment, they slowed down to 45 cm/s. A com-

mon ion source has a length of about 2-5 cm from the ESI emitter to the orifice. If the

droplets of Grimm and Beauchamp have a lifetime of at least 1 second (the observa-

tion time of the experiment) and an end-velocity of 45 cm/s, the lifetime of the droplets

exceeds the residence time in a typical ion source by far. The lifetime and electrical

mobility of typical droplets is high enough for them to enter the vacuum system of MS

instruments with ease. The electric mobility 𝐾 is the quotient of the drift velocity (𝑣𝑑)

7
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and the electric field gradient. The reduced mobility 𝐾0 is normalized by the pressure

𝑝 and the temperature 𝑇 [36]:

𝐾 = 𝑣𝑑/𝐸 (1.2)

𝐾0 = 𝐾

(
273

𝑇

) ( 𝑝

760

)
(1.3)

In the experiment of Beauchamp and Grimm the field gradient was induced by eight

steel rings to generate a linear field of 50 V/cm. With the reported initial drift velocity of

55 cm/s, a mobility for the droplets of 1.1 cm2 V=1 s=1 can be calculated. In comparison,

digitoxigenin was mass analyzed with electrospray ionization in a study by Bylda et al.

[37]. Digitoxigenin is a steroid, which is a metabolite of the heart glycoside digitoxin

and has a mobility of 1.6 cm2 V=1 s=1, which was calculated from a list by Shumate et

al. of reduced mobilities and temperatures [38]. This is evidence that bare molecular

ions of larger analytes - like the aforementioned steroid - have a similar mobility like

the highly charged droplets generated by a common ESI emitter. As larger analytes are

obviously able to pass the entrance and transfer of the mass spectrometer with their

electric mobility, charged droplets and their fragments will be able to do the same. This

finding seems not to be common knowledge and appears to be overlooked often. Due

to the comparison of the mobilities, the transport of charged droplets into the machines

seems highly likely. In the next section the formation of ions from the charged droplets

is discussed further.

1.4 Step 3 – Ion formation and detection

The third step of the ESI process details the formation of the actual bare gas-phase ions

which are released from the droplets and detected by the instrument. Different pro-

posed mechanisms of the ionization process were investigated by many groups [39–

45]. Only a short overview of the large body of literature regarding this topic is given

here, as the ion release mechanism is not the main focus of this work. Two models

are commonly considered to be possible mechanisms for gas-phase ion formation in

ESI experiments. The first is referred to as the charge residue model (CRM). It was

first proposed by Dole. In this model, the analyte is released from very small droplets

[1]. The small droplets only contain a single analyte molecule. If the remaining solvent

8
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molecules evaporate fully from such an aggregate, only the charged analyte molecule

is left and can be transferred into an MS. The very small droplets which are able to un-

dergo such a process, have to be the result of multiple Coulomb explosions to achieve

the required size range. This model is considered to be the main ionization mechanism

for larger analytes [8]. The second model was introduced by Iribarne and Thomson [39,

42]. It is called the ion evaporation model (IEM). The gas phase ions are leaving larger,

still multiple charged, droplets as the field strength on the surface of the droplets is

assisting their release. The released analyte ions are still solvated by a few solvent

molecules, which can be seen in actual mobility spectra [42]. This mechanism is com-

monly assumed for smaller analytes [8]. In addition to the two “classical” models de-

scribed above, a new gas-phase ion release mechanism was proposed by Konermann et

al.: A chain ejection model [46]. The ejections of larger peptides from charged droplets

were modeled by in molecular dynamics (MD) simulations. The ions were leaving the

droplets similar to a beaded chain. All of these models have one thing in common:

They do not consider effects of expansion into vacuum and vacuum itself and therefore

implicitly assume that the analyte containing droplets do enter the mass spectrome-

ters. In addition, droplets that did not contain analytes from the beginning or are the

remnants of releasing analytes into the gas-phase are still in the ion source and are still

highly charged. As explained above, all these aggregates can potentially enter the vac-

uum systems of actual MS instruments due to their electrical mobility. First evidence

that droplets leave traces in all regions of mass spectrometers was shown in the work

of Kang et al. (2017) [47]. This publication clearly showed the disadvantages of using

ESI for a longer period of time since contamination deeply in the MS instruments was

observed. Additionally, personal conversations with different MS manufacturers raised

the question, why these contaminations are occurring in the first place. All common

models of the ESI process propose that only naked ions are transferred into the ma-

chine. However, these models do not consider the high mobility these charged droplets

have allowing them to easily penetrate the mass spectrometer. Charged droplets are

thus probably a main contributor to instrument contamination with ESI. The high elec-

tric mobility is an inevitable result of the large number of charges a droplet carries. The

solution of installing a filtering device as for example a differential mobility spectrome-

ter (DMS) [48, 49], is not as practical as it seems at first glance, considering the signal

intensity loss typically connected to such a measure.

9



2 Observation of charged droplets in

API MS

2.1 Introduction

The primary motivation for the investigation of charged droplets with different API MS

instruments was the publication of Kang et al. [47]. The consequences of the con-

tamination were shown in an impressive way. However, the signs for the aspiration of

charged droplets into the MS system in the actual mass spectra were not investigated

in detail in this publication. Reproducing the droplet scan method described in the pub-

lication of Kang et al. was the first step to observe charged droplets in an MS entrance

stage. The analysis of the dynamics of these aggregates potentially gives clues how

to mitigate their effects potentially adverse to analytical performance of a MS. As a

SCIEX Triple Quad 6500 system was available, a first series of such experiments, was

performed on this instrument.

In the following, the question raised if the aspiration of droplets is a unique aspect of

the SCIEX Triple Quad 6500 with its entrance system and ion source or a common phe-

nomenon. Different instruments equipped with different ESI sources were therefore

investigated to answer this question which led to a new perspective on the scope of the

phenomenon.

2.1.1 Droplet radius - Rayleigh Limit

The Rayleigh Limit describes the limit of the number of charges a droplet can carry be-

fore it fissions into smaller droplets due to the coulomb repulsion between the charges

overcoming the surface tension of the liquid. This process is called Coulomb explosion

and is described above. The equation for the Rayleigh Limit (cf. Equation 1.1) is shown
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2 Observation of charged droplets in API MS

in section 1.3. The values of the surface tension and the vacuum permittivity to calcu-

late the number of charges for three different solvents are given in Table 2.1. With the

given density 𝜌 of the three solvents in 2.1 and the equation to calculate the volume

of a sphere and the density (cf. Equations 2.1), the mass of the droplet 𝑚 for different

radii becomes calculatable (cf. Equation 2.2):

𝑉 =
4

3
𝜋𝑟3 and 𝜌 = 𝑚/𝑉 (2.1)

𝑚 =
4

3
𝜋𝑟3𝜌 (2.2)

Combined with the number of charges from the Rayleigh Limit the m/z of the droplets

can be determined. In Figure 2.1 the m/z at the Rayleigh Limit for water, acetonitrile,

and methanol is shown in dependence to the droplet radius. The shown radii serve as

a lower limit, as the Rayleigh Limit represents the maximum number of charges of a

droplet; a droplet with less charges or a larger radius is more likely to be stable.

Table 2.1: Values for the Rayleigh Limit calculation for different solvents

Surface tension in mN/m Density in g/cm Vacuum pemittivity in F/m

Water 72.8 1.00

8.85 × 10=12Acetonitrile 29.0 0.786

Methanol 22.7 0.791

The calculated radii show that droplets at their Rayleigh limit with a radius of up to

2.5 nm are visible in mass spectrometers with a common mass range up to 3000. Al-

though the calculation does not account for mixtures of different solvents, it is a useful

first estimate of a lower limit size range of observable charged droplets.
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2 Observation of charged droplets in API MS

Figure 2.1: Calculation of m/z of charged droplets at their Rayleigh Limit in dependence to the

droplet radius. The calculation was done for three different solvents (water, acetonitrile, and

methanol). The m/z for droplets up to 2.5 nm is within common mass range of commercial mass

spectrometer.

2.1.2 Chemicals

Experiments were performed with para-substituted benzylpyridinium ions (in the fol-

lowing referred to as thermometer-ions) and reserpine in different solvents [50–52].

Table 2.2: Masses of para-substituted benzylpyridinium-ions (thermometer-ions)

Ions m/z (precursor ion) m/z (primary fragment ion)

p-CH3 184 105

p-F 188 109

p-Cl 204 125

p-CN 195 116

p-NO2 215 136
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2 Observation of charged droplets in API MS

The ions are dissociating in a specific pattern: A para-substituted toluene ion and a

pyridine (shown in Figure 2.2) [50, 51]. The dissociation energies are depending on the

substituent of the precursor ion. Due to their different stabilities these ions are used

to detect effective ion temperatures and collision energies in ion transfer and mass

analyzing devices.

Figure 2.2: Overview spectrum of the thermometer ions and their fragments. Precursor ions:

m/z 184-215 (shown with red annotations); fragments: 105-136 (shown with blue annotations).

Para-substituted benzylpyridinium ions are breaking apart at a specific energy into a positive

para-substituted charged toluene molecule and pyridine. The dissociation energy depends on

the substituent.

The thermometer-ions were prepared in a one-pot synthesis by combining derivatized

benzyl bromide (96-98 % purity; Sigma-Aldrich) with dry pyridine (> 99 % purity; J.T.

Baker) in acetonitrile (HPLC grade; VWR chemicals) and water. The basic synthesis is

described in Katritzky et al. [53]. The reaction is completed under constant stirring.

The thermometer ions are re-crystallized in ethanol or diethyl-ether. The different ben-

zylpyridinium species are mixed in a 1:1 ratio. As a second analyte-system reserpine

was introduced. It is a drug for high blood pressure treatment. Today, it is a commonly

13



2 Observation of charged droplets in API MS

used analyte in MS experiments [52]. It has a m/z of 609 and its structure is shown in

Figure 2.3. Reserpine was obtained in > 99 % purity from Sigma Aldrich.

Figure 2.3: 2D structure of reserpine. It was used as an analyte with a higher m/z than the

thermometer ions (m/z 609).
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2 Observation of charged droplets in API MS

2.2 Experimental: SCIEX Triple Quad 6500

Figure 2.4: Scheme of the SCIEX Triple Quad 6500. The analyte solution is sprayed in the

ion source. The ions are guided through the transfer quadrupoles (Q-Jet and Q0) into the

first quadrupole (Q1). The collision cell (Q2) is bend. The ions are then guided into the last

quadrupole (Q3) and detected.

As described above, initial experiments regarding charged droplets in API MS were done

with a SCIEX Triple Quad 6500 System equipped with an IonDrive Turbo V ion source and

operated with the TurbolonSpray ESI probe in ESI mode. A scheme of the instrument

is shown in Figure 2.4. In contrast to other API MS systems, the SCIEX system has no

inlet capillary as first pressure reduction stage but is equipped with a skimmer system

leading straight into the first focusing quadrupole (Q-Jet) of the system, followed by an-

other focusing quadrupole (Q0). It actively guides the ions into the first mass selective

quadrupole (Q1) of the triple quadrupole configuration. The second quadrupole (Q2)

acts as collision cell with nitrogen as collision gas. Characteristically, the collision cell

of the SCIEX Triple Quad 6500 is bend and not linear as in previous systems. The third

quadrupole (Q3), also a mass selective system, is situated behind the collision cell. The

m/z range of the system is limited to 2000 in high mass-mode and 1250 in low-mass-
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2 Observation of charged droplets in API MS

mode. To investigate charged droplets, which may have a much higher m/z range, a

special “droplet-scan” mode was introduced in Kang et al. [47]. The first quadrupole

is operated without DC potential on the rods (RF-only). In this mode the quadrupole

operates as high-pass filter [54, 55]. Every charged species with a m/z higher than the

low-mass cutoff (LMCO) is transferred through Q1 into the collision cell and can be mass

analyzed by the third quadrupole (Q3). The LMCO in high-mass mode is approximately

at m/z 1550 in this operation mode; in low-mass mode the LMCO is m/z 990. Everything

above this LMCO is transmitted through Q1 into the collision cell, where the transferred

ions are fragmented by collision induced dissociation (CID) with nitrogen. The collision

gas pressure (CAD) can be controlled in the control software of the instrument. A typical

value in a normal scan routine for the unitless CAD parameter is 6, which corresponds

to a pressure of approximately 5 × 10=3 mbar. The effective energy of the collisions

between ions and collision gas particles in the collision cell is controlled by the collision

voltage, which is essentially the potential difference between Q0 and Q2. This defines

the kinetic energy of the ions when entering the collision cell and thus the average col-

lision energy. With the collision gas and voltage applied, CID fragments of the droplets

can be mass analyzed in Q3 which generates a fragment mass spectrum. An automated

collision voltage ramp can be set in the control software of the instrument to determine

the fragmentation result in dependence on the average collision energy. A typical scan

routine for the droplet scan is shown in Figure 2.5.

Figure 2.5: Scan sequence for the Sciex Triple Quad 6500 in droplet scan mode.

The voltage of the ESI needle was set to 5.5 kV, which resembles a common operating

voltage for the triple quad instrument. The system has an integrated syringe pump,

which was used to directly introduce the analyte solution into the ESI emitter with a

flow rate of 7µL/min, if not stated otherwise. As can be seen in Table 2.3 most of

the parameters are given without a physical dimension or unit by the control software
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2 Observation of charged droplets in API MS

of the system. In a second set of experiments, ion source parameters, like gas flow,

temperature and liquid flow, were systematically varied.

Table 2.3: Default parameter for the ion source in the SCIEX Triple Quad 6500.

Control software Definition Default setting

Spray voltage applied voltage 5.5 kV

Liquid flow flow of the syringe pump 7µL/min

CAD collision gas, dimensionless 6 (approx. 5 × 10=3 mbar)

TEM temperature of V-shaped heater

in the ion source, dimensionless

0 (= room temperature)

GS 1 nebulizer gas, dimensionless 0-10

GS 2 gas stream from

the V-shaped heater, dimensionless

0-10

CUR curtain or dry gas, dimensionless 15-20

DP declustering potential, dimensionless 100

2.2.1 Observation of droplet signatures with thermometer ions as

analytes

The instrument was set up in droplet scan mode. The DC potential on the rods of

the first quadrupole can be controlled by commands to the internal electronics of

the instrument via a special serial interface and a terminal program, which was both

provided by the manufacturer. The first experiments were done in high-mass mode,

corresponding to a LMCO of m/z 1550. For the thermometer ion solution, the mass

spectra show a wide signal structure above the LMCO at a collision voltage of 5 V (Figure

2.6 a). The signals of the bare analyte ions, which are around m/z 200, and additional

unassigned signals have a low intensity at this collision voltage. It is noteworthy here

that all detected light ions have to be generated after Q1, as everything under m/z

1550 is filtered out with Q1 in RF only mode. As the collision voltage is increased to

80 V, more analyte molecules and small fragments are released from the droplets and

the signal below the LMCO increases in the mass spectra (Figure 2.6 b). At this point

the LMCO appears not as sharp as before. When the collision voltage is increased to
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2 Observation of charged droplets in API MS

155 V the bare analyte signals (m/z 184-215) are the most pronounced in the spectrum

(Figure 2.6 c). The droplets, or the fragments of droplets, disintegrate almost entirely

with this collision voltage. In addition, the fragmented thermometer ions (around m/z

100) are visible in Figure 2.6 c), which indicate even molecular fragmentation with the

energy applied to the ions.

Figure 2.6: Droplet scan mode: Mass spectra of thermometer ions (in ACN/H2O) in depen-

dence of the collision voltage. Signals below the LMCO of Q1 in RF-only mode (indicated by the

grey shaded area), including bare thermometer ions, become visible with increasing collision

voltage.

The declustering potential and curtain gas, which are applied to facilitate the evapo-

ration and disintegration of large clusters, are set to values as in common analytical

measurements (cf. Table 2.3). The declustering potential is defined as the potential

between the orifice plate and the Q-Jet (cf. Figure 2.4). It influences the destruction of

solvent cluster due to collision induced fragmentation. In addition, the curtain gas (cf.

Figure 2.4) is generally assumed to generate smaller droplets as collisions with gas par-
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2 Observation of charged droplets in API MS

ticles lead to a heat transfer, which assists the evaporation process. Thus, the droplet

scan mode does not change the number of droplets entering the vacuum system of the

MS; it makes the droplets reaching the collision cell observable in a mass spectrum.

Furthermore, bare analyte ions, visible within the m/z range below the LMCO, must be

transported within the charged droplet through Q1 and has to be released by the ap-

plied collision voltage and gas in the collision cell (Q2). The variation of collision gas is

shown in the next section.

2.2.2 Collision gas pressure variation

The droplet scan mode can be applied to low-mass mode as well. A variation of the

collision gas pressure in Q2 (CAD) was investigated. As described above, the recorded

mass range is up to m/z 1250 and the LMCO in a droplet scan decreases to m/z 990 in

low-mass mode. However, the mass resolution of the recorded mass spectra is higher

compared to the high-mass mode. The unitless CAD parameter can be set from 0 to

12, which corresponds to approximately 1 × 10=3 mbar and 9 × 10=3 mbar of nitrogen

within the collision cell. Figure 2.7 depicts mass spectra in dependence of CAD. The col-

lision voltage was fixed to 12 V. Above the LMCO, intensive mass signals are generally

visible, while the cutoff appears to be sharper with lower collision gas pressure, which

is a result of the decreased collision frequency. At higher collision gas pressure, more

signals below the LMCO emerge (cf. Figure 2.7) and the cutoff is blurred. This result

shows that the fragmentation process of the droplets strongly depends on the collision

voltage and collision gas pressure in the collision cell. This experiment was repeated

in high-mass mode. Figure 2.8 shows the corresponding mass spectra. In contrast to

the measurements in low-mass mode, the collision voltage was varied as well with the

same parameter steps as depicted in Figure 2.6, although the liquid flow rate of the

syringe pump was set to 10µL/min which is a higher value as before (7µL/min). At

first glance it is obvious that the ion current and overall intensity above the LMCO is

reduced for CAD = 12 (cf. Figure 2.8 a) and d). The analyte signal increases with higher

collision gas pressure and voltage. The signals above the LMCO are smaller on average

with higher collision gas pressure (cf. Figure 2.7 b) vs e). With the highest collision gas

pressure and voltage, the unidentified signals around the analyte signals are reduced

compared to the analyte signal (Figure 2.8 f). This is associated with the high energy
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2 Observation of charged droplets in API MS

of the collisions happening in the Q2 under these conditions. The droplets appear to be

completely fragmented as virtually no signal above the LMCO is visible.

Figure 2.7: Droplet scan mode: Mass spectra of thermometer ions (in ACN/H2O) for different

collision gas pressure values (CAD). With higher collision gas applied in the collision cell, frag-

ment signals begin to appear, while the signal above the LMCO is decreases, particularly with

high collision gas pressure (CAD=12). This measurement was performed in low-mass mode

(m/z limit at 1250).

Figure 2.8: Droplet scan mode in high mass mode: Mass spectra of thermometer ions (in

ACN/H2O) for varying collision voltages and pressure. The liquid flow was set to 10µL/min for

this measurement. With higher collision gas pressure, the broad signal above the LMCO is

diminishing faster. However, the thermometer ions are less discernible at CAD = 12.
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2 Observation of charged droplets in API MS

This first set of experiments with a solution of thermometer ions show that the frag-

ments of droplets or charged droplets themselves can be detected with the SCIEX Triple

Quad 6500. This observation strongly supports the notion of charged droplets entering

the machine under common ion source conditions. The droplet scan method was ap-

plied to a solution of reserpine in isopropanol and water to investigate the effects of the

chemical composition of the charged droplets. Variations of solvents and analytes are

likely to influence the observed mass spectra significantly, since the internal dynam-

ics of a droplet is strongly dependent on the interactions of the chemical components

forming it.

2.2.3 Observation of droplet signature with reserpine as analyte

To examine the notion that chemical variation has a strong influence on the signatures

of charged droplets observed in the droplet scan, reserpine was introduced as an

analyte in a different solvent system. Reserpine is an aromatic molecule often used for

calibration of mass spectrometers. The protonated mass signal is at m/z 609 and is

filtered out by Q1 in droplet scan mode. Isopropanol and water were used as solvents.

The system settings were applied as described before. The overall appearance of

the mass spectra is similar to results of the measurements with thermometer ions.

However, the shape of the signals above the LMCO is different. With reserpine as

the analyte, the cutoff is sharper and diminishes abruptly to smaller m/z (Figure 2.9

a); in contrast, the mass spectra of the thermometer ions showed more of a smooth

transition. This indicates less fragmentation of the thermometer ion solution droplets

at a collision voltage of 5 V. An explanation could be the different choice of solvents.

In contrast to acetonitrile, which was used with the thermometer ions, isopropanol

is a protic solvent [56]. It is able to form hydrogen bonds with water molecules

and produce more stable droplets compared to the acetonitrile/water droplets. With

increasing collision voltage, the signals above the LMCO are decreasing strongly as

the droplets are further fragmenting (Figure 2.9 b & c) and the bare analyte signal

increases. These findings suggest that the choice of solvents has a notable effect on

the resulting mass spectra and the fragmentation process of the charged droplets.
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2 Observation of charged droplets in API MS

Figure 2.9: Droplet scan mode: Mass spectra for reserpine (in isopropanol/H2O) at different

collision voltages. At low collision voltage (a) a broad signal can be observed above the LCMO.

Additionally, a smaller analyte peak is visible at m/z 609. With higher collision voltages the

analyte peak increases and the broad signal above the LMCO disappears. Fragments of the

droplets can be seen in every spectrum.

Observing charged droplets worked as intended at the SCIEX Triple Quad 6500: Large

charged aggregates, the droplets themselves or their large fragments, were visible in

every performed measurement in droplet scan mode. This begs the question if the en-

trance stage of the SCIEX triple quad instrument is particularly prone to transfer large,

charged aggregates due to its design, consisting of an orifice plate followed by two fo-

cusing quadrupoles. To investigate this aspect, experiments with different instruments

are a useful subsequent step. A significantly different entrance stage is present in

the Bruker amaZon speed ETD quadrupole ion trap (QIT). In this device, a glass capil-

lary guides the ions into two ion funnels which are arranged off-axis to prevent direct

transmission of particles along the line of sight. Ion funnels are used in atmospheric

pressure ionization because of the drastic change in pressure regions [57–59]. The ions
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2 Observation of charged droplets in API MS

are refocused by the funnels due to a fixed RF and electric potential. Otherwise, the

ion beam would lose its narrow shape and a heavy loss of ion abundancy would occur.

An observed capturing of droplets at this system would be additional evidence strongly

indicating towards the common aspiration of droplets from ESI sources.
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2 Observation of charged droplets in API MS

2.3 Experimental: amaZon speed ETD

Figure 2.10: Scheme of the Bruker amaZon speed ETD. The spray is generated in the ion

source and guided through a glass capillary. Two ion funnel focus the ions into two multipoles.

The ion trap and the detector are situated behind the second transfer multipole.

To support the hypothesis that charged droplets are commonly aspirated from ESI ion

sources into different instruments, subsequent experiments were performed with a

Bruker Daltonics amaZon speed ETD quadrupole ion trap. In contrast to the SCIEX sys-

tem, the amaZon speed trap uses a glass capillary as inlet stage. It is aligned off-axis

relative to two ion funnels following downstream of the capillary, to reduce the trans-

mission of neutral species deeper into the vacuum system. The transfer stage consists

of two subsequent multipoles to further focus the ions. The ion trap mass analyzer is

situated after the multipole assembly. Helium is used as trap gas. The instrument is

equipped with a commercial Apollo Ion Source. A set of parameters can be varied in the

ion source. The influence of these parameters, like the dry gas flow and temperature,

nebulizer gas pressure and liquid flow from the syringe pump is investigated in another

section of this work (cf. section 2.6.1). For the following measurement the spray volt-

age was set to 4.5 kV and the liquid flow was set to 4µL/min. The default parameters

are shown in Table 2.4.

The mass analysis process of the ion trap system consists of a sequence of steps: The

ions are gated into the empty trap within a defined accumulation time (accu time). The

accumulation time can be fixed by the user or the system is able to determine the time

it requires to collect a defined number of charges. This operation mode is called ion
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Table 2.4: Default parameter for the ion source in the amaZon speed ETD.

Control software Default setting

Spray voltage 4.5 kV

Liquid flow 4µL/min

Temperature 180 °C

Nebulizer pressure 0.5 bar

Dry gas flow 4 L/min

Isolation window m/z 2500 (width 100 Da)

charge controlled (ICC). The trap is able to isolate certain masses with an additional

applied RF potential. The isolated masses can be further fragmented by excitation in

an RF field inducing energetic collisions with helium gas (collision induced dissociation:

CID). A common mass analysis sequence consists of accumulating ions with ICC, iso-

lating ions in a defined m/z range window (e.g., m/z 2500 ± 50) and fragmenting the

ions in the isolated window with a defined fragmentation energy, which is defined by

a relative amplitude factor for the excitation RF field (CID Amplitude). A schematic

overview over the default mass analysis sequence is given in Figure 2.11. Droplets with

m/z 2500 have a critical Rayleigh radius in the range of 2-2.5 nm (cf. Figure 2.1). To

investigate the dynamic behavior of the charged droplets reaching the mass analyzer,

the ion source and some transfer parameters were varied.

Figure 2.11: Default mass analysis sequence in amaZon speed ETD QIT

2.3.1 Observation of droplet signatures

The measurements were performed with the same thermometer ion solution as in the

triple quad experiments. The molecular masses of the analytes and their primary frag-
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ments are shown in Table 2.2. The dry temperature of the ion source was set to 50 °C.

The gas flow of the ion source and transfer parameters were in normal operating mode.

The experiment reveals a highly reproducible peak-structure in the isolated mass win-

dow of m/z 2500 ± 50 (cf. Figure 2.12 a). The broad structure at the isolation win-

dow is a strong indication that large, charged aggregates can be directly observed in

the mass spectra obtained with the QIT. The signal seems to “bleed” over to smaller

masses. With increasing accumulation time (Figure 2.12 b-c), the analyte signals at

m/z 184-215, which are already visible at 40µs accumulation time and are far away

from the isolated m/z window, increase as well. Remarkably, the observed analyte ions

have to be formed from something within the isolation window after the isolation step

of the mass analysis sequence. This strongly indicates that the initially trapped large,

charged aggregates, presumably droplets or droplet fragments, release analytes and

smaller clusters in the trap.

Figure 2.12: QIT Mass spectra for thermometer ions with varying accumulation time. A broad

signal is observable in the isolation window (m/z 2500; width 100 Da). The thermometer ions

signal (m/z 184 – 215) increases with longer accumulation time.

With the results of the QIT, a second mass spectrometer with an entirely different en-
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trance system showed droplet signatures in the mass spectra. These observations are

further, strong evidence that charged droplets can enter a variety of mass spectrome-

ters. These results were a promising lead for further investigating charged droplets in

a QIT.

2.3.2 Measurements with APCI

To verify that the observed mass signals are linked to the presence of charged droplets

in the ion source originating from ESI, the amaZon speed ETD was equipped with an

APCI (atmospheric pressure chemical ionization) source. In contrast to electrospray

ionization, the APCI ionization process takes place in the gas phase [4]. It is an indi-

rect ionization method: A corona discharge ionizes components of the background gas,

which in return transfers its charge to analyte molecules via gas phase reactions. The

very short mean free path at atmospheric pressure is an important factor for the ioniza-

tion rate and contributes to the high ionization efficiency. A liquid solution of the volatile

analyte and a solvent is pumped into a heated nebulizer, which vaporizes the solvent

by contact with the heated surface. In contrast to ESI, no highly charged droplets result

from this vaporization process in APCI. For this experiment dioctylamine was chosen as

an analyte. It is commonly used for APCI experiments and shows its protonated form

at m/z 242. This signal was clearly discernible in the mass spectra measured by the

QIT with APCI (cf. Figure 2.13). Remarkably, the isolation windows (m/z 2500 with a

width of 100 Da) were essentially empty with the experimental sequence described

above. Subsequently it was also attempted to isolate smaller mass ranges. However,

it was quickly determined the mass spectra contained no significant signals with the

exception the bare analyte.

Due to the different ionization process of APCI, this experiment is strong evidence for

the aspiration of charged droplets specifically from ESI sprayers.
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2 Observation of charged droplets in API MS

Figure 2.13: Mass spectrum in APCI mode. Dioctylamine is visible at m/z 242. Additionally, an

adduct of one acetonitrile molecule and dioctylamine can be observed at m/z 283.
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2.4 Experimental: Bruker esquire6000

Figure 2.14: Scheme of the Bruker esquire6000. Instead of the ion funnels, a skimmer is built

in the system.

Experiments with a Bruker esquire6000 instrument were performed to further extend

the set of inlet stage configurations. This system is equipped with a glass capillary as

well, but there are no downstream ion funnels: Here the ion stream passes a skimmer

into the downstream multipole region, which is followed by the QIT. The skimmer is not

oriented off-axis as it was the case in the Bruker amaZon speed ETD, which is the newer

version within the instrument series. Due to the existence of a direct line of sight, this

may lead to a transmission of charged droplets through the first entrance system stages

with the Bruker esquire6000. The scan sequence shown in Figure 2.11 is repeated for

the following experiment. Unfortunately, the system was not functioning properly: To

acquire a usable mass spectrum, the instrument had to be set to negative spraying

mode for a few minutes. With increasing time in positive mode, a broad signal at the

end of the scannable mass range appears in every scan mode even if no analyte solu-

tion was sprayed. This strongly suggest a technical interference within the trap like an

electrical discharge. This is obviously a problem for longer measurement routines and

reproducing the same experiments done with the amaZon speed ETD. The reason for

this behavior was not resolved during the course of experiments. Nevertheless, it was

possible to record a spectrum with an isolation window set at m/z 2500 (cf. Figure 2.15).

Before isolating this mass range, the transfer parameters were optimized automatically

by the software for the transmission of ions with m/z 2500. The same thermometer ion
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solution as before was used. The mass range of the recorded mass spectra was m/z

200 – 6000. The ESI voltage was set to 4.5 kV and the liquid flow was controlled by an

external syringe pump to circa 5µL/min. The other ion source parameter, which can be

controlled in the control software, were kept the same as the parameters in the amaZon

speed ETD. The parameter can be seen in Table 2.4. As Figure 2.15 shows, a double

peak structure at the isolation window and smaller signals above it are clearly visible.

Figure 2.15: Esquire6000 spectrum of isolation at m/z 2500 (width 100 Da). A broader signal

could be isolated. Above the isolation window smaller signals can be observed. Beneath the

isolation window the spectrum appears to be empty.

The technical issues with the system hindered further systematic experiments. Nev-

ertheless, the spectrum recorded is further supporting evidence that API MS systems

are aspirating droplets from ESI sources irrespectively of the following inlet or transfer

systems.
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2.5 Experimental: Agilent 6538 UHD Q-TOF

Figure 2.16: Scheme of Agilent 6538 UHD Q-TOF. The entrance stage is similar to the Bruker

esquire6000 QIT and is followed by a series of different multipoles to transfer the ion beam into

the ToF mass analyzer.

Further investigations of aspirated charged droplets were performed with the solution of

thermometer ions in an Agilent 6538 UHD Q-TOF, a quadrupole-ToF instrument. Figure

2.16 depicts a scheme of the instrument. The basic design of the inlet stage is similar

to the Bruker esquire6000: A glass capillary ends in a skimmer configuration which the

ion stream passes into the quadrupole region and subsequently to the time-of-flight

analyzer. The mass range of this system in this user mode reaches m/z 10000. The

liquid flow into the ESI emitter was set to 8µL/min with an ESI voltage of 2.9 kV. As

the ion sources of the Bruker systems discussed before are quite similar to the source

of the Agilent 6538 UHD Q-TOF, the values of the ion source parameters were applied

in the same range as shown before (cf. Table 2.4). The DC bias of the mass selective

quadrupole can be manipulated by the control systems and was switched off for this

experiment. This generates an RF-only quadrupole with similar transfer properties as in

the SCIEX Triple Quad 6500. A target mass of m/z 2500 was selected. Everything below

this target mass is not transferred by the first quadrupole. Additionally, the Q-TOF is
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equipped with a collision cell quadrupole. Different collision voltages can be applied,

to fragment the ions in the collision gas bath in the cell which allows the recording of

fragmentation spectra as described before for the SCIEX triple quad instrument.

As described above, the experiments were conducted with the thermometer ion solu-

tion. The collision voltage was increased in three increments: 0, 50 and 100 V. The mass

spectra acquired in these experiments were not recordable in normal acquisition mode

due to technical limitations of the instrument: The quadrupole can only be configured

as “RF only” in a tuning mode of the instrument, unfortunately the control software does

only allow the monitoring but not the recording of mass spectra in this mode. However,

screenshots of the control program are shown below (Figure 2.17). For all collision volt-

ages a broad signal at m/z 2000 and the bare analyte signal is visible. With increasing

collision voltage, the analyte signal increases, which indicates the same release behav-

ior of the analyte as was shown with the SCIEX Triple Quad 6500. As everything under

m/z 2500 should be filtered out by the RF-only quadrupole, also the broad signal along

with the analyte has to be fragments of larger aggregates. This additional experiment

on a different instrument underlined the previous presented results: Charged droplet

exist in a variety of ESI mass spectrometers and droplet signatures can be made visible

in very different API MS systems.
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Figure 2.17: Droplet signatures at Q-TOF instrument. A broad signal is appearing at m/z 2000.

The analyte is signal is increasing with higher collision voltage.
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2.6 Variation of ion source parameters

2.6.1 Ion source parameters amaZon speed ETD

Figure 2.18: Scheme of the Bruker Apollo source. Different gas flows are indicated by arrows.

The nebulizer gas is extruding from ESI sprayer itself, whereas the dry gas is applied from the

spray shield as counter flow. The aspirated droplets are indicated as grey dots.

Strong evidence that charged droplets enter commercial systems was given in the pre-

vious chapter. The presented experiments and observations lead to the publication

“Observation of charged droplets from electrospray ionization (ESI) plumes in API mass

spectrometers” (2021) [60]. The droplet distribution present in the ion source depends

on typical ion source parameters (gas flows and temperature, liquid flow) [4]. There-

fore, also the characteristics of the droplets aspirated into the vacuum system are very

likely to significantly depend on the ion source parameters. The amaZon speed ETD

turned out to be a well-suited system to investigate the coupling of droplet signatures
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and ion source parameters due to its minutely controllable parameters in the software

and its reproducibility of the droplet signatures as shown in the previous chapter. In the

Bruker Apollo ion source, Nitrogen is introduced as drying and nebulizing gas. This gas

is applied as counter flow from the spray shield (cf. Figure 2.18). It is heated to induce

a higher evaporation rate on the spray. The nebulizer gas is applied to the ESI needle

assembly. It assists droplet formation in a constant stream at the end of the ESI needle

as it directly interacts with the cone jet region of the spray [32]. As discussed above (cf.

1.2) due to the application of a nebulizer gas flow, the balance between the ionization

voltage and the different flow parameter becomes easier to handle. For subsequent

experiments, the transfer parameters of the QIT were optimized in instrument “smart

mode” to m/z 2500. The isolation window was set to m/z 2500 with a width of 100 Da.

It should be noted that droplets trapped at this range have a minimum size of about

2.5 nm (cf. Figure 2.1). The fragmentation amplitude was set to 0.5. As the analysis of

the dynamics of the droplets needs more information than given by the mass spectra,

the TIC (total ion count) and EIC (extracted ion count) is investigated as well. The TIC

shows the overall intensity of the isolated signals, whereas the intensity of a specific

mass range can be shown in the EIC. The default settings for the ion source parameters

are shown in Table 2.4.

2.6.1.1 Nebulizer gas pressure variation – thermometer ions

The first experimental series is the variation of the nebulizer gas pressure. As described

in the previous section, the nebulizer gas is introduced coaxially around the ESI capil-

lary at the tip of the ESI emitter assembly (cf. Figure 2.18). Its purpose is to aid droplet

formation by direct interaction with the cone jet region of the spray [4]. It is generally

assumed that a higher pressure at the exit of the ESI needle leads to smaller droplets

entering the system as droplet stream due to the turbulent aerodynamic forces at the

ESI emitter exit [4]. As the droplet size is decreasing, the number of droplets should

increase. The default setting for the nebulizer gas pressure is 0.5 bar. The dependence

of the TIC of the isolated signal on the variation of the nebulizer gas flow is shown in

Figure 2.19. The steps of the nebulizer gas pressure variation are indicated by the grey

lines. Increasing the nebulizer gas flow has a notable influence on the TIC. Interestingly,

the TIC does not increase as a higher flow of the pneumatic assistance gas at the ESI
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needle tip would suggest. It decreases in three distinct steps at 0.5 bar, 0.75 bar and

1 bar. After setting the nebulizer gas pressure higher than 1.5 bar the TIC is not de-

creasing further. This possibly indicates that the droplet distribution does not change

above a certain gas pressure at the ESI needle.

Figure 2.19: TIC for nebulizer gas pressure variation (thermometer ions) at the Bruker ama-

Zon. The stepwise increments for the nebulizer gas pressure are indicated by grey lines. The

TIC of the isolated droplet signal (isolation window m/z 2500 with a width of 100 Da) is shown in

purple. Two steps are discernible in the observed TIC signal for this experiment at 0.5-0.75 bar

and 1-1.5 bar.

Additionally to the analysis of the TIC, an extracted ion count (EIC) was set to the mass

range of the bare thermometer ions (cf. Table 2.2). This means, that the range was

set from m/z 184 to 215, which was chosen to have an indication of the release of

thermometer ions over the course of the experiments. The EIC shows a noticeable burst

of intensity of the thermometer ion the first increment at 0.5 bar (Figure 2.20), which

is most probable an outlier. The first segment seems to have a slightly higher overall

intensity. Another outlier is visible at 1.0 bar of nebulizer gas pressure. With nebulizer
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gas flows higher than 1.5 bar, no further bursts of thermometer ions are visible and the

EIC is evenly distributed until the end of the measurement. The burst may originate

from less stable droplets transporting a higher number of analytes into the machine.

Figure 2.20: Extracted ion count of the mass range of thermometer ions (m/z = 184-215) for

the nebulizer pressure variation (thermometer ions) at the Bruker amaZon. The increments

for the nebulizer gas pressure are indicated as grey lines. The intensity of the EIC is shown in

green. Two bursts with high intensity are visible at 0.5 bar and 1 bar.

In Figure 2.21 an enhanced depiction of the EIC is shown. In addition to Figure 2.20

the average of the signal was calculated for the different sections of nebulizer gas

pressure in the experiment. The average is shown as a dashed line in red. The shape

of the average variation of the EIC signal is similar as the shape of the TIC variation (cf.

Figure 2.19). The variance of the averages could not be depicted in the same plot, as

the values were orders of magnitudes larger than the average. This is due to the high

noise level on the EIC, which is even more visible in the enhanced depiction in Figure

2.21.
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Figure 2.21: Enhanced depiction of the EIC of the thermometer ions (m/z 184-215). The

dashed line represents the average of the signal in the different sections of the nebulizer gas

pressure variation. The steps of the average are similar to the steps in the TIC.

The associated mass spectra are shown in Figure 2.22. All mass spectra are normalized

to the spectrum of the series with highest intensity to emphasize the relative differ-

ences. A double peak structure in the isolation window corresponds to the trapped

droplets. Except for the decreasing intensity, the mass spectra show no significant dif-

ferences. The spectra are averaged over the duration of the specific nebulizer pressure

segment (around 5 minutes each). Thermometer ion signals are absent in the mass

spectra.

This set of experiments demonstrates that the nebulizer gas pressure has a minor in-

fluence on the shape of the resulting mass spectra, despite the obvious changes as

shown in the chromatogram of the TIC. As the mass spectra are similarly shaped with

the various nebulizer gas pressure values, it can be assumed that overall, and quite

surprising, particles with similar fragmentation behavior are reaching the mass ana-

lyzer. The steps in the TIC signal is a result of different effectiveness of transporting the

droplets. At a low nebulizer gas pressure value, a larger amount of droplets potentially
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Figure 2.22: Mass spectra for three different nebulizer gas pressures (0.5 bar, 1 bar, 1.5 bar)

at the Bruker amaZon. The intensity of the spectra are normalized to the one at the 0.5 bar

segment. A double peak structure in the isolation window is visible.

enters the system and thus cause a larger intensity in the TIC. This could be, besides

the obvious effect of the nebulizer gas on the pneumatical nebulization of the liquid so-

lution, also due to the gas flow dynamics within the ion source, which inhibits droplets

entering the inlet capillary at a high gas pressure. The EIC is shows the same overall

variation, except for two brief intensive bursts of signal. In essence, the variation of

nebulizer gas pressure has a small effect on the distribution of the aspirated droplets

but does influence the transport of these aggregates. Thus, the dry gas flow was var-

ied to further support the notion that the gas flow within the ion source influences the

transport of the charged droplets.

2.6.1.2 Dry gas variation - thermometer ions

The dry gas flow is introduced into the ion source to desolvate droplets and cluster ag-

gregates [4]. It also minimizes the entrance of neutral species into the vacuum system,
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which would in turn lead to increased contamination. The heater for the dry gas flow

was heated to 180 °C during the measurement series. The actual temperature of the

gas entering the ion source is lower due to the distance between the heater and the ion

source. A common setting of dry gas flow for an analytical experiment with thermome-

ter ions is 4 L/min. The dry gas has potentially an influence on the size and stability of

aspirated droplets, as the droplets have higher exposure to the hot gas, which leads to

a higher average temperature within the droplet and a higher evaporation rate of the

solvents. In Figure 2.23 the TIC is shown. It, again, represents the total intensity of the

isolated signal. The segments of the dry gas flow variation are indicated by the grey

lines. The chromatogram shows an expected general dependency: The TIC is decreas-

ing with higher flow rates, presumably as less ions are entering the system due to the

countering gas flow. Remarkably, the isolated droplet signal does not vanish entirely,

even with very high dry gas flow rates.

Figure 2.23: TIC of the isolated droplet signal during a dry gas flow variation at the Bruker

amaZon. The grey lines represent the different increments of dry gas flow. A drastic decrease

is visible from 0-2 L/min. Hereafter, the TIC decreases in smaller steps but does not vanish

entirely.
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Surprisingly, the EIC indicates that thermometer ions are released from the trapped

droplets with a higher rate at a flow rate of 2 L/min (cf. Figure 2.24). The assumption

that the droplets are desolvating more efficiently and are less stable with higher dry gas

flow is contradicting with these results. At 0 L/min a very intensive burst of thermometer

ions is visible, similarly to the previous measurement at varying nebulizer gas pressure

values (cf. Figure 2.20). After increasing the dry gas flow up to 4 L/min the EIC stays at

a comparably steady level.

Figure 2.24: Extracted ion count of thermometer ions (m/z 184 – 215) generated by fragmen-

tation originating from the isolated droplet signal for variation of the dry gas flow at the Bruker

amaZon. The increments of dry gas flow are indicated by the grey lines. The EIC is shown

in green. One large burst of signal is visible at 0 L/min. A slight increase can be observed at

2 L/min. At higher gas flow values, the EIC decreases.

The associated mass spectra of the isolated droplet signature show the same double

peak structure as shown before (Figure 2.25). In contrast to the mass spectra obtained

during the nebulizer gas pressure variation, the analytes are clearly visible in each mass

spectrum. Due to the intensity loss with higher dry gas flow, signals close to but still

outside of the isolation window - and particularly at higher m/z compared to the isola-
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2 Observation of charged droplets in API MS

tion window - are more apparent. These structures above the isolation window indicate

a loss of charge from the trapped droplets without strong mass loss. In Figure 2.26,

a magnified version of spectrum d) of Figure 2.25 is shown. If one charged molecule

leaves the droplet with only a small number of solvent molecules, the m/z value is in-

creased and an additional peak above the droplet-peak appears. For example: When

the primarily visible peak structure at m/z 2500 consists of a droplet with a mass of

12500 Da and 5 charges, a signal around m/z 2975 could be comprised of 11900 Da

and 4 charges (cf. Figure 2.26 b). The difference in mass is only 600 Da, which is an

indication that a few molecules of water and acetonitrile are leaving the droplet with an

ion. The signal of the leaving molecules should also be visible in the mass spectrum at

m/z 600, if they leave the droplet as compact cluster. Indeed, the background around

this m/z is increasing in the last mass spectrum (cf Figure 2.26 a). Although it fits sur-

prisingly well for this measurement, this proposed mechanism is highly hypothetical as

the actual mass to charge ratio of the transferred droplets is currently unknown. An-

other interesting aspect of this measurement is that the double peak structure shifts its

maximum from the left peak to the right peak at higher gas flow rates. The reason for

this very interesting observation is also currently unknown.
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Figure 2.25: Mass spectra for four different dry gas flow values (0 L/min, 2 L/min, 3 L/min and

4 L/min) at the Bruker amaZon. A double peak structure at the isolation window can be ob-

served. The intensity is decreasing with higher dry gas flow. Signals above the isolation window

are visible.

Figure 2.26: Mass spectrum for dry gas flow of 4 L/min at the Bruker amaZon. Two mass ranges

are magnified (m/z 500 - 1000) and (m/z 2300 - 3000). In these zoomed in panels the signals

above the isolation window are clearly discernible (b), as well as peaks below the isolation

window (a), which are not attributed to the analyte and represent smaller charged cluster.
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The observed decrease of the TIC was expected. Interesting were the changes in the

EIC. The analytes are released more readily from the trapped droplet at 2 L/min, which

indicates the isolation of a less stable droplet distribution containing the analyte. This

suggests that the dry gas flow is notably affecting the stability of the entering droplets.

The same double peak structure as before is isolated in the mass spectra. The increas-

ing dry gas flow shifts the maxima of the described signal structure. Charge loss could

be identified as signals at higher m/z next to the isolation window appeared. Another

important parameter is the liquid flow of the syringe pump, which was varied in the

next experimental series.

2.6.1.3 Liquid flow - thermometer ions

Gomez and Tang identified the liquid flow of the solution to be an important reason for

different size distributions of droplets emitted from the ESI tip [22]. The size of charged

droplets correlates with the number of charges the droplets can transport, which is

limited by the Rayleigh Limit as described in section 1.3 [35]. An increasing liquid

flow potentially leads to larger droplets with a higher total number of charges entering

the system. It should be noted here that 4-5µL/min considered a common analytical

flow rate for ESI experiment at the ion trap system. The TIC of the isolated droplet

ions is shown in Figure 2.27. The change of the liquid flow rate is indicated by grey

lines. In contrast to previous measurements, the TIC varies widely over the course of

the liquid flow rate and has even much more scatter than seen in earlier experiments

(for example in Figure 2.23). It never reaches a plateau in the individual parameter

segments, which suggests that an equilibrated state of the observed droplets is not

reached. The parameter changes from 5-10µL/min and from 15-20µL/min show abrupt

drastic decreasing intensity. It is unlikely that these two steps are pure coincidence,

they occur directly in accordance with the change of the flow rate, which hints at a

vastly different size distribution or transport phenomenon of the charged aggregates

and thus a different stability of charged droplets at these flow rates. In the first two

parameter segments a slow drift is visible, which is the result of another underlying,

yet unknown process.
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Figure 2.27: TIC of the isolated droplet signal with thermometer ions for the liquid flow rate

variation at the Bruker amaZon. Variation of the liquid flow rate is indicated by grey lines. The

TIC of the isolated droplet signal is shown in purple. In the first few segments a drift is visible. A

higher fluctuation than at previous experiments can be observed.

The chromatogram of the extracted ion count (EIC) of the thermometer ions does

not exhibit the same steps as visible in the EIC (Figure 2.28). The thermometer ion

signals increase at higher flow rates. At 5µL/min a similar burst of thermometer ion

signal as described above is detected. Another burst is not visible in this experiment.

At 10µL/min the EIC is increasing steeper than at other rate changes. This is in

accordance with the change of the TIC in the same parameter segment. The droplets

aspirated with this flow rate could be less stable than droplets at different flow rates

or they are more charged and thus larger droplets and therefore potentially more

analytes are transported into the vacuum system. After 15µL/min the thermometer

ion signal becomes more stable and increases only slightly and evenly throughout the

experiment.
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Figure 2.28: Extracted ion count of the mass range of the thermometer ions (m/z 184 – 215)

generated from ions in the isolation window m/z 2500 (width 100 Da) for the liquid flow rate

variation at the Bruker amaZon. The change of the liquid flow is represented by grey lines.

The EIC is shown in green. An increase in signal at 10µL/min is visible which correlates to the

increase of the TIC (cf. Figure 2.27) in the same time segment.

The mass spectra depict the same double peak structure at the isolation window as

described above (Figure 2.29). With higher flow rates, the double peak structure seems

to get more distorted and the intensity ratio of the peaks changes. As seen before, the

surrounding signals above the isolation window get more pronounced relative to the

decreasing primary signal, which again indicates a charge loss of the trapped droplets

as described above. The details of this presumed charge loss should be investigated in

further simulations or experiments.
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Figure 2.29: Mass spectra for three different liquid flow rate values (5µL/min, 10µL/min,

35µL/min) with initial isolation at m/z 2500 (width 100 Da) at the Bruker amaZon. Thermome-

ter ions were chosen as analyte. A double peak structure is visible in the isolation window. At

higher flow rates the intensity decreases and secondary signals outside of the isolation window

become much more apparent. Additionally, the ratio of the two double peak structure changes

over the variation.

The observed effects are in accordance with the notion that the liquid flow influences

the size of aspirated droplets of ESI sprays as described by Gomez and Tang [22]. The

size of these droplets correlates with the numbers of charges in the droplets which

influences the stability and the transport. In this experiment the TIC changed much

stronger with variation of different gas flow parameters than observed before. It does

not reach equilibrium in the individual measurement segments, although the liquid flow

was not changed for about 5 minutes each. The EIC of the thermometer ions shows that

the release of the analytes is slowly changing at 10µL/min. The reason for this shift is

yet unknown. The increase potentially indicates a different droplet stability or a better

transport of these aggregates into the system at this flow rate. Additionally, bursts of

thermometer ions can be detected at a normal flow rate of 5µL/min. The corresponding
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mass spectra show a shift in the intensity ratio of the double peak structure, charge loss

and fragmentation of the isolated ions as signals at higher m/z and in the mass range of

the bare analyte ions are apparent. The experiment demonstrates that the aspiration of

droplets is influenced by the liquid flow rate of the solution. However, the overall effect

is not as pronounced as speculated by the high flow rates. It has to be considered, that

all of the flow rates are above the domain of a common ESI experiment without HPLC

coupling except the first few segments. In the next experiment the temperature of the

dry gas was varied.

2.6.1.4 Temperature variation - thermometer ions

Introduction of heated dry gas or curtain gas is generally assumed to lead to smaller as-

pirated droplets from the spray or even complete evaporation in the ion source [4]. The

temperature of the gas presumably aids to evaporate solvent molecules and desolvate

analyte ions in the ion source as collision of background gas particles with the droplets

lead to a heat transfer. The following experimental series investigated the effects of the

temperature of the dry gas. In this series, the dry gas flow was set to 4 L/min. A com-

mon temperature for analytical purposes is considered to be 180 °C. Important to note

is that this measurement series has the lowest overall intensity. The detailed cause for

that is still unknown. To compensate for the low intensity, the maximum accu time was

increased from 200 ms to 600 ms. The TIC of the isolated signal for the temperature

variation is shown in Figure 2.30. The changes of the dry gas temperature are indi-

cated by the grey lines. Two steep increments are visible in the chromatogram at 50 °C

and 250 °C. These steps hint towards significantly different droplet distributions enter-

ing the system at these two temperatures. The intensity is increasing constantly for all

the other temperatures, which was also seen in the liquid flow variation. This drift hints

towards an unknown mechanism independent of the increasing temperature, which

slowly influences the experiment.
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Figure 2.30: TIC of the isolated droplet signal (initial isolation range at m/z 2500 (width 100

Da)) for the dry gas temperature variation at the Bruker amaZon. The different temperatures

are indicated by grey lines. The TIC of the isolated signal is shown in purple. The first and last

segment (50 °C and 250 °C) have the highest intensity. Over the course of the other tempera-

tures a slow drift can be observed.

The EIC of the thermometer ions indicates that the release of the thermometer ions is

at its peak at 180 °C, which is a common temperature used analytically with this instru-

ment (cf. Figure 2.31). The maximum is most likely attributed to the drift mentioned

above, which is observable here as well. This again is the result of an underlying mecha-

nism, which is independent from the dry gas temperature. Notably, the steps in the TIC

cannot be found in the EIC in this experiment. The two plots are largely de-correlated.

Bursts of thermometer ions are observed at low temperature. However, and remark-

ably, the following mass spectra show a clear change in accordance with the increasing

temperature. Additionally, in clear correspondence to the temperature change from

50 °C to 75 °C a drastic change in the signal to noise ratio is visible. After the maximum

at around 180 °C the signal of the thermometer ions is decreasing steadily. Surprisingly,

the minima of the EIC are at 50 °C and 250 °C, which were also the segments with the
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highest TIC. As discussed earlier, the exact position of the relative maxima and minima

could be entirely the result of the obviously present drift of the EIC signal.

Figure 2.31: Extracted ion count of thermometer ions (m/z 184 – 215) for the dry gas tem-

perature variation at the Bruker amaZon. The temperature variation is indicated by the grey

lines. The EIC of the mass range of the thermometer ions is shown in green. The segment with

the highest intensity of the analytes is at 180 °C. This is a common temperature chosen for

analytical purposes at this machine.

In the related mass spectra, the double peak structure, which was present in all other

measurements, is blurred to one broad signal at 50 °C and 250 °C. This is evidence for

significant changes in the characteristics of the droplets entering the system. Particu-

larly interesting is the mass spectrum at 250 °C, which has the highest intensity. Even

at this high temperature, it was possible to isolate a signal similar to the lower temper-

atures, which hints at the high heat capacity of the droplets. Numerical modeling with

MD simulations, described in the chapter 3, supports the notion of droplets which are

able to store comparably large amounts of collisional energy in their internal degrees of

freedom. The signal of the bare thermometer ions is highest at 180 °C, which becomes

apparent in Figure 2.32 b). A defined double peak structure is occurring in the isolation
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window under these conditions, although it looks more distorted than before.

Figure 2.32: Mass spectra for three different dry gas temperatures (50 °C, 180 °C, 250 °C)

at the Bruker amaZon. A fully defined double peak structure in the isolation window is only

visible in the experiment with 180 °C. At different temperatures, the isolated signal shows a

less defined broad behavior. The intensity is highest at 250 °C.

The TIC course of this measurement indicates significant changes in the characteristics

of the droplet distributions entering the system at 50 °C and 250 °C. As the signal to

noise ratio is changing as well, which is visible in the EIC, the entering droplets are in-

fluenced by the dry gas temperature. However, the slow drift, which is observable in

the TIC and EIC is seemingly caused by a different mechanism unconditioned by the

temperature. In the associated mass spectra, the bare analyte ions are most abundant

at 180 °C. Additionally, the distinct double peak structure, which was observed in pre-

vious experiments, is only visible at 180 °C. This indicates that the temperature setting

is a governing parameter for this phenomenon. The temperature variation concludes

the investigation of the ion source parameters. As shown in the initial experiments, the

chemical composition of the sprayed solution changes the results of the droplet scan

examined in the SCIEX triple quad instrument. For the next experiments the analyte
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and the solvents were changed.

2.6.1.5 Nebulizer gas pressure variation - reserpine in acetonitrile

As shown before, the chemical composition of the sprayed solution has a significant

influence on the spectra of the SCIEX triple quad instrument (cf. Figure 2.9). To further

evaluate this notion in the Bruker amaZon QIT, the analyte was changed to reserpine,

which should be present at m/z 609 as protonated molecular ion. The solvent sys-

tem was kept the same: Water and acetonitrile (1:1) with 0.05 % formic acid. The

variation of the nebulizer gas pressure reveals only comparably small influence on the

thermometer ion solution as shown in the previous section. In Figure 2.33 the TIC of the

isolated droplet signal for the variation of reserpine in acetonitrile is shown. Although

the intensity of the TIC is one order of magnitude less compared to the thermometer

ions, the decrease of the TIC happens at the same pressure value increments. This in-

dicates towards similar dynamic changes as described for the thermometer ions above.
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Figure 2.33: TIC for nebulizer gas pressure variation - reserpine in ACN/H2O at the Bruker

amaZon. The TIC of the isolated signal is shown in purple. Three clear steps are visible at

0.5 bar, 0.75 bar and 1 bar. The intensity is remaining comparably stable and insensitive to

nebulizer gas pressure changes with higher nebulizer gas pressures.

The extracted ion count for the m/z of 609 (cf. Figure 2.34) generated by fragmentation

of isolated ions shows an entirely different behavior. The reserpine signal is detected

much more scarcely and fluctuates much more than that of the thermometer ions. One

reason is that the m/z range of the EIC for the thermometer ion variations was chosen

much wider (ranging from the lightest precursor ion with m/z 184 to the heaviest with

m/z 215). However, a similar result to the measurements with the SCIEX triple quad sys-

tem described in section 2.2.3, could be shown here. In the SCIEX instrument all of the

transported droplets were fragmented, which showed analyte signal appearing in the

spectra. Even at high collision voltages, the reserpine was not as abundant in the mass

spectra (cf. Figure 2.9). This speaks for a different transport of reserpine into the mass

analyzer region of the instrument, compared to the transport of the smaller thermome-

ter ions. The mass spectra solely contain bursts of signals, which vary in intensity. This

indicates a presumably lesser release of the analyte from the trapped droplets, which
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implies a more stable droplet system present or a smaller number of droplets contain-

ing analyte molecules transported into system. Reserpine is a larger aromatic molecule

with different substituents (cf. Figure 2.3), which stabilized the droplet cluster due to

inductive effects [61, 62].

Figure 2.34: Extracted ion count (m/z 609) for nebulizer gas pressure variation for reserpine in

acetonitrile / water at the Bruker amaZon. The analyte signal is only observable in very brief but

comparably intensive bursts throughout the measurement. The exact cause for this result is still

unknown, but the transport of single droplets into the mass analyzer is a potential explanation.

The associated mass spectra show the same phenomenon; reserpine cannot be de-

tected, although the double peak structure from before is clearly visible. The right

maximum of the double peak structure shrinks with increasing nebulizer pressure.

However, besides that there is no drastic change in the mass spectra visible. In the

last spectrum (cf. Figure 2.35 c) the relative intensity of the signals above the isolation

window, slightly visible also with 0.5 and 1 bar pressure, increase. The observation of

these signals is also evidence for charge loss of the trapped droplets.
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Figure 2.35: Mass spectra of reserpine in acetonitrile / water for three different nebulizer

pressure values (0.5 bar, 1 bar, 1.5 bar) at the Bruker amaZon. A double peak structure is visible

in the isolation window. The intensity of the right peak of this structure decreases with higher

nebulizer pressure.

This experiment demonstrates that the two tested analytes in a similar solvent sys-

tem does not strongly influence the results of the variation of the nebulizer pressure

since the measurement with the thermometer ions shows a similar result as described

in section 2.6.1.1. The EIC signal of the reserpine in acetonitrile and water is much

scarcer, which indicates a different release mechanism of the analyte or different trans-

port mechanism for the droplets containing reserpine. The associated mass spectra did

not show significant changes, which implies that the nebulizer gas pressure does not

have a strong impact on the observed dynamics of trapped droplets. This was also the

case for thermometer ions as analyte. In the next experiment the solvent system was

changed to a more protic solvent.
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2.6.1.6 Nebulizer gas pressure variation – reserpine in methanol

To examine the hypothesis, that the solvent composition influences the droplets and

their signatures significantly, the solvent system was changed to methanol and water

(1:1) with 0.05 % formic acid. Methanol is a protic solvent; it forms hydrogen bonds

between its alcohol group and water or the analyte. The analyte concentration was an

order of magnitude higher (8µmol/L) than in the previous experiment. The TIC with

a variation of the nebulizer gas pressure for the isolated signal of the reserpine in

methanol and water is shown in Figure 2.36. The overall course of the TIC shows a dif-

ferent development as with the acetonitrile / water solvent system before: It increases

at 1.5 bar. This indicates differences in the characteristics of the observed droplet dis-

tribution. After this increase the TIC drops at 3 bar and stays comparably stable for the

remaining experiment. Similar to the previous presented experiments, notable drifts of

the signal within the parameter segments are visible. A clear drift in the first segment

can be observed. It does stop at the change from 0.5 bar to 1 bar, which indicates a

direct influence of the pressure on this underlying mechanism.
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Figure 2.36: TIC for nebulizer gas pressure variation - reserpine in methanol / water at the

Bruker amaZon. The TIC of the isolated signal is shown in purple. Different steps are visible

in correspondence to changing the nebulizer pressure. A slight increase can be observed at

1.5 bar. A drift in the first segment signifies an underlying mechanism, which is influenced by

the change of the nebulizer gas pressure.

The EIC of reserpine (m/z 609) is shown in Figure 2.37. The signals are as sparse as they

were with the acetonitrile/water solution. Overall, the observed signal remains scarce

for the variation of the nebulizer gas pressure. A few signal bursts with higher inten-

sity are visible at the segment for 2.5 bar, which could be pure coincidence. However,

particularly interesting is the detection of the dimer of reserpine. This implies that the

dimer is transported within the droplets into the ion trap or (less likely) is forming in

the trap. However, the mechanism as to how the dimer is transported or forming is

currently not known in detail for these experiments. Dimers or even trimers are a com-

mon occurrence for ESI experiments with higher analyte concentration. The discernible

signal of the dimer leads to questions about the mechanism in which they form and the

chemistry within highly charged droplets.
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Figure 2.37: Extracted ion count for reserpine and its dimer (m/z 609 and 1217) in methanol

/water for the nebulizer gas pressure variation at the Bruker amaZon. The reserpine signal is

shown in green; the dimer is indicated in yellow. Both m/z are detected sporadically in this

experiment.

The associated mass spectra show a much narrower signal in the isolation window and

the double peak structure observed before has vanished (Figure 2.38). In the experi-

ments before, generally two peaks slightly below and above the isolated m/z 2500 were

visible. In this experiment the signal in the isolation window is appearing as one peak

slightly below m/z 2500; the signal above m/z 2500 is not detected. This indicates that

the double peak structure is not only dependent on the temperature; it is also depen-

dent on the solvent. The two peaks of the double peak structure could possibly be a

result of a specific charge/mass transition of acetonitrile and water clusters. Methanol

and water presumably have significantly different cluster transitions, which could ex-

plain the missing peak above m/z 2500. In contrast to the experiment with acetonitrile,

the analyte is observable at a pressure of 1 bar and 1.5 bar. The dimer is visible as

well. As stated before, this indicates that the dimer of reserpine is transported into the

ion trap within the droplet. Comparably strong signals above the isolation window are
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visible for all nebulizer pressure values. These signals appear to be much more clearly

structured compared to in the experiments before. This further supports the evidence

for charge loss of the isolated droplets and of the existing of distinct transition reactions

in the fragmentation / evaporation process of the droplets within the ion trap.

Figure 2.38: Mass spectra for three different nebulizer gas pressures (0.5 bar, 1 bar and

1.5 bar) of reserpine in methanol / water at the Bruker amaZon. A broader signal is visible

slightly below the isolation window (m/z 2500 (width 100 Da)). A double peak structure, as was

shown in the experiments before, is not detectable. Although, the isolated signal still appears

distorted towards low m/z. Comparably clearly structured signals appear above the isolation

window, indicating distinct charge loss reactions occurring in the ion trap mass analyzer.

In summary, this experiment investigated a different solvent system. The dependence

of the TIC on the nebulizer pressure differs from the measurements discussed above:

It shows an increase at 1.5 bar. This suggests towards a significantly different droplet

stability with methanol as solvent. Since methanol is a protic solvent in comparison

to acetonitrile, this is not surprising. The EIC of this measurement shows a similar

sporadic dynamic of the bare reserpine signal as the experimental series above with

thermometer ions. However, the dimer of reserpine at m/z 1217 is detected in this
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experiment as well. This implies the transport of the dimer through the MS inlet stage

into the ion trap within the droplets as already discussed for previous examples. The

mass spectra did not show the double peak structure at the isolation window observed

before: The mass signals in the isolation window appears as a narrow group of signals.

The occurrence of the double peak structure is thus dependent on the solvent system,

which indicates a direct linkage to cluster transitions of said systems. The liquid flow

rate into the ion source shows a significant influence on the trapped droplet signal for

thermometer ions as described in section 2.6.1.3. An investigation of the liquid flow on

the reserpine / acetonitrile / water system appears as an obvious subsequent step.

2.6.1.7 Liquid flow - reserpine in acetonitrile

To investigate the effect of the liquid flow rate on the reserpine analyte-solvent system,

the measurement described before was repeated with reserpine in acetonitrile and wa-

ter with 0.05 % formic acid. The overall progression of the TIC with reserpine shows a

different behavior than before (cf. Figure 2.33 and Figure 2.39). A strong signal drop in

the segment with 5µL/min is visible. This is most likely due to an external effect as the

instrument was started shortly before the measurement. A comparably small step is

visible at the change from 10 to 15µL/min, which was also discernable at the measure-

ment with thermometer ions. After that, the TIC is increasing uniformly for the rest of

the experiment. Although a notable drift can be observed over the last few segments,

which is most likely due to the high liquid flow that is drastically above the common

flow for simple ESI-experiments without HPLC coupling at this system.
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Figure 2.39: TIC for liquid flow rate variation for reserpine in acetonitrile / water at the Bruker

amaZon. The TIC for the isolated signal is shown in purple. A steep signal decline can be

observed in the first segment. In the last segments a drift is visible.

The extracted ion count (m/z 609) shows (cf. Figure 2.40) the same pattern of sporadic

signal occurrence as the other measurements with reserpine. There is not a constant

signal detectable but the individual signal bursts have significant intensity. At 5µL/min,

the reserpine signal is the least abundant. A comparably strong individual burst is

visible at 40µL/min.
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Figure 2.40: Extracted ion count for liquid flow rate variation for reserpine in acetonitrile /

water at the Bruker amaZon. The EIC for m/z 609 is shown in green. The analyte, again, appears

only sporadically over the course of this variation. In the segment of 40µL/min a slightly higher

intensity can be observed for a short time.

The associated mass spectra show no discernable reserpine signal (Figure 2.41). The

double peak structure in the isolation window is visible again. This is strong evidence of

influence of the solvent on this phenomenon, since all measurements with acetonitrile

and water displays this feature. With increasing liquid flow rate, the right peak of the

isolation window becomes slightly narrower. Signals above the isolation window are

appearing stronger with higher liquid flow rate, which again implies charge loss of the

trapped droplets. Besides that, the mass spectra do not show significant differences for

the variation of the liquid flow rate.
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Figure 2.41: Mass spectra for three different liquid flow rates (5µL/min, 10µL/min, 25µL/min)

of reserpine in acetonitrile / water at the Bruker amaZon. The double peak structure is dis-

cernible again in the isolation window. Signals above the isolation window m/z are also reap-

pearing at high flow rate.

Remarkably, the liquid flow has little influence on the observable results of the experi-

ment with reserpine in acetonitrile and water. The TIC is steadily increasing, showing a

long-time drift of the signal, with only a small step at 15µL/min, which was also present

in the measurement with thermometer ions in acetonitrile and water. The steep de-

crease at the beginning of the experiment is likely a run-in / stabilization effect since

the instrument was started shortly before the measurement. The EIC shows a similar

basic signal structure as before in the experiments with reserpine. The associated mass

spectra show no strong differences for different flow rates, although the same charge

loss pattern is presenting itself as signals above the isolation window. In summary,

reserpine droplets appear to be more stable than the droplets forming with the ther-

mometer ions or at least not releasing the analyte as much. This is implied by the mass

spectra, which did not show reserpine signals as abundantly. The solely measurement

in which reserpine was visible in the mass spectra is the experiment with methanol and
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water as solvents. In MD simulations discussed in detail in chapter 3, methanol and

water are mixed more evenly within the simulated droplet in comparison to acetoni-

trile and water. The simulation results show that acetonitrile forms a layer around the

water droplet. This potentially leads to a layer protecting the inner droplet from direct

interaction with the background gas. The subsequent section presents variations of ion

source parameters with the SCIEX Triple Quad 6500.
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2.6.2 Ion Source Parameters SCIEX Triple Quad 6500

The ion source of the SCIEX triple quad system can be easily detached without shutting

down the instrument. The ionization method can also easily be changed from ESI to

APCI as only the spraying needle has to be replaced. It became clear in conversations

with the manufacturer, that this entails a higher gas flow into the ion source as in the

Bruker systems. For the following experiments, the ESI needle was installed, and the ion

source parameters (gas flow, liquid flow and gas temperatures) were varied. There are

three gas flow parameters for the ion source which can be set in the control software.

First, the “GS1” parameter is also called “sheath gas” and has the same purpose as

the nebulizer gas in the Bruker systems. It is injected colinearly along the ESI needle

and aids in the production of a constant droplet stream from the cone jet-region. The

“GS2” parameter controls the gas flow through two high temperature heaters, which

are placed in a V-shape in the upper half of the ion source. This is different from the

Bruker ion source, which lacks such an additional gas flow into the ion source chamber.

The curtain gas or “CUR” parameters has a similar function in the SCIEX triple quad

instrument as the dry gas in Bruker instruments: It is directed from the spray shield

into the source chamber to reduce neutral species from the spray entering the device

and aid the evaporation of droplets. The indicated gas flow rates do not have the same

units as in the Bruker system; the gas flows are set in the control software in arbitrary

units. The temperature can be controlled by the “TEM” parameter. It has a range of

room temperature to 750 °C in ESI spraying mode. The liquid flow is controlled by an

integrated syringe pump. The default settings for these parameters are shown in Table

2.3. A schematic overview of the ion source and the names of the parameters in the

control software is given in Figure 2.42.
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Figure 2.42: Schematic overview of the ion source of the SCIEX Triple Quad 6500. The param-

eter names are shown in the depiction.

As depicted in Figure 2.5, all of the following measurements were done in droplet scan

mode. As described in detail earlier, the first quadrupole (Q1) is set to RF-only mode in

this operation mode, which converts this part of the system into a high-pass filter. The

second quadrupole (Q2) acts as collision cell as usual, in which the collision gas and

voltage are applied. The third quadrupole (Q3) scans the fragments resulting from the

fragmentation in the collision cell.

2.6.2.1 Temperature variation

In a first set of experiments the temperature of the gas heaters placed in a V-shape,

which is named the “TEM” parameter in the control software, was varied. Four different
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settings were investigated: room temperature, 250 °C, 500 °C and 750 °C. Thermome-

ter ions in acetonitrile and water with 0.05 % formic acid was used as sprayed solution.

Figure 2.43 shows the TIC against the collision voltages. Every TIC signal, for all individ-

ual temperatures, shows two maxima. The first one is constantly at 10 V. The second

maximum seems to shift to lower collision voltages with higher temperature. The max-

ima in the plot represent a point at which the fragmentation of the transferred droplets

in the collision cell is stronger which in return produces a higher intensity visible in the

TIC. In addition, it is the indicator for a more efficient transport of these aggregates into

the machine. If the second maximum is shifted to lower collision voltage, less collision

energy is needed to fragment the transported droplets. This is in accordance with the

notion that higher temperature leads to higher internal temperature in the droplets,

which are thus more readily fragmented. To reinforce this hypothesis the associated

mass spectra are shown in Figure 2.44, which compares different collision voltages

(10 V and 50 V).
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Figure 2.43: TIC against the collision voltage of the measurements of the thermometer ions

at different temperatures at the SCIEX triple quad instrument. The different temperatures are

indicated by different colors. At room temperature the maximum at higher collision voltage

is the highest. For the highest temperature at 750 °C the maximum is visible at around 10 V

collision voltage.

If the collision voltage is increased, the fragmentation process of the transmitted

charged droplets described before occurs. The fragments of the larger aggregates

(with m/z above the LMCO) can now be seen in the spectrum under the LMCO at ap-

proximately m/z 1550. With a low collision energy of 10 V, the cutoff becomes sharper

with increasing temperature and the fragments of lower masses become scarcer. The

analyte signals are only visible at room temperature for both collision voltages, which

is surprising considering the TIC signals. The shift of the second maximum in Figure

2.43 therefore does not correspond to an easier fragmentation and higher amounts of

fragments in the spectrum. It seems that the droplets are fragmenting less with in-

creasing temperature or that high temperature are connected to less droplets entering

the system, either due to transport effects / stronger evaporation in the ion source or

due to a reduced droplet generation at the ESI needle. This is in accordance with the
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results shown with the Bruker amaZon system, where the analyte was less likely to be

released at the highest temperature of 250 °C (cf. Figure 2.32). In the SCIEX instrument,

the temperature can be increased even higher, which again underlines the resilience

of these aggregates: Charged droplets obviously enter the system, regardless of the

applied temperature. The evidence for this is given by the mass spectra. In every mass

spectrum a broad structure above the LMCO is visible, which is most likely caused by

droplets entering the system. The increasing temperature does only slightly influence

the structure above the LMCO.

Figure 2.44: Comparison of different temperature settings at different collision voltages at

the SCIEX triple quad instrument. On the left side mass spectra at the collision voltage of

10 V are shown with increasing temperature. On the right side the collision voltage is set at

50 V. The measurements done at room temperature show analyte signals as well as a broader

structure above the LMCO. With increasing temperature, the analyte signals disappear and only

the structure above the LMCO remains.

The comparison of the droplet scan with varied collision energies (CE = 5 V, 80 V, 155 V)

described in section 2.2.1, which were performed at room temperature (TEM = 0), to the

scan at a higher temperature shows a clear difference between the experiments (Fig-

ure 2.45) become apparent. As seen before, the thermometer ions are not as clearly
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visible at TEM = 250, even though the collision voltage is increased in the same in-

crements. Overall, there is a strong intensity loss with increasing collision voltage and

temperature, which can be deduced from the TIC signal in Figure 2.43. Additionally, the

structure above the LMCO is slightly different at room temperature compared to TEM

= 250. The cutoff to smaller m/z is sharper (cf. Figure 2.45 a and d), which was also

discernible in Figure 2.44. The signal structure above the LMCO (visible in all spectra

as intensive signals outside of the grey box), is evidence that droplets are entering the

system even at a higher temperature. However, the release mechanism of the ana-

lytes seems to change as the analyte signal is less pronounced in the associated mass

spectra. This implies a different droplet stability.

Figure 2.45: Comparison of three different collision voltages at room temperature (TEM = 0,

left) and 250 °C (TEM = 250, right) at the SCIEX triple quad instrument. For an easier compari-

son, the collision voltages were set to the exact same values as in previously droplet scan ex-

periments which are shown in Figure 2.6. The temperature has a clear influence on the droplet

fragmentation. The mass spectra at TEM = 250 and a high collision energy have drastically

smaller intensity.

The variation of the heater temperature does influence the droplet scan spectra. The

second maxima of the intensity signals are drifting to smaller collision voltages with

higher temperatures, which implies a different droplet stability. It seems as if the frag-

mentation pattern is changing with higher temperature, which becomes apparent by

the disappearing distinct analyte and fragment signals at lower m/z. Because the in-
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tensity loss is so significant (cf. Figure 2.45), the next spectra were acquired at the

maxima in the TIC signal. In the subsequent experiments, the gas flow within the ion

source was varied to investigate the results in comparison with the Bruker amaZon QIT

data.

2.6.2.2 Gas flow variation

In a further series of experiments, the gas flow parameters in the ion source were

varied, cf. Figure 2.42 for a schematic of the gas flows into the ion source. The GS2

parameter describes the gas flow from the heater fixtures. The GS1 parameter is com-

parable with the nebulizer gas pressure of the Bruker amazon QIT as this gas flow is

injected from the ESI needle into the ion source. The CUR parameter describes the cur-

tain gas, which is the gas that is applied from the direction of the spray shield to reduce

neutral species accompanying the ion stream, comparable to the dry gas in Bruker in-

struments. Varying the gas flow potentially leads to a different overall different droplet

distribution in terms of charge number and size detectable in the device due to differ-

ent evaporation and fragmentation processes of the droplets. However, in a first set of

experiments the variation of the GS2 parameter does not lead to a significant change

in the droplet spectra and behavior. A common setting for this gas parameter is GS2

in the range between 0 and 10. The TIC maxima are at the same collision voltages on

all settings (cf. Figure 2.46) at 10 V. The overall signal shape is the same except for

decreasing intensity. In addition, the shape of the GS 2 = 0 variation indicates an un-

derlying peak between 50 and 75 as a turning point seems to appear in this segment,

which is not visible for the other GS2 parameter variations. The differences in the mass

spectra at a collision voltage of 65 V are neglectable (cf. Figure 2.47); the same obser-

vation applies to the other gas parameters (GS1 and CUR). This is in contrast to the

results from the QIT. Here, the gas flow within the ion source did influence the TIC, EIC

and spectra.
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Figure 2.46: TIC of the GS2 variation at the SCIEX triple quad instrument. The different GS2

gas flows are indicated by different colors. Two maxima are visible in every development of the

TIC: At a smaller collision voltage (5-10 V) and at around 65 V. The overall intensity is decreasing

with higher GS2 flow.

Figure 2.47: Mass spectra at 65 V collision voltage with varying GS2 parameter at the SCIEX

triple quad system. GS2 = 10 is the default setting for the instrument. Overall, the mass spectra

show no significant changes in their shapes with increasing gas flow in the ion source. Since

the experiments were performed at a collision voltage of 65 V, the structure above the LMCO is

mostly fragmented and the analyte is clearly visible.
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Because the results shown in Figure 2.47 were not consistent with the observation of

the influence of the gas flow on the droplets at the QIT, an additional series of investi-

gations was performed: The gas flow (GS2) in the ion source was varied in combination

with the temperature. When the collision voltage is small (10 V), the mass spectra for

the different temperatures and the GS2 parameter appear to be very similar (Figure

2.48). The bare analyte signals are visible in all spectra. At TEM = 250 the fragments

below the LMCO seem to follow a pattern with a minimum at m/z 1000. However, this

was not the case for the simple temperature variation (cf. Figure 2.44) as in these spec-

tra no signal was observed below the LMCO. Only at GS = 60 and TEM = 250 (Figure

2.48 f) the analyte signal nearly disappears. This implies that the combination of gas

flow and higher temperature impacts the droplet stability in a complex fashion. If the

collision voltage is increased, the temperature and the gas flow of the heater have a

smaller effect on the mass spectra as visible in Figure 2.44.

Figure 2.48: Variation of TEM and GS2 at collision voltage 10 V at the SCIEX triple quad instru-

ment. The broad structure above the LMCO is visible in every mass spectrum. In combination

the gas flow and the temperature give different results, than in an isolated variation. For higher

temperatures mass spectra were mostly empty below the LMCO. Here smaller fragments of the

transferred signals above the LMCO are visible.

At TEM = 250 and CE = 65 V (Figure 2.49 d, e, f) the structure above the LMCO is

disappearing as was observed before while fragments of the transferred droplets are

detectable below the LMCO. Besides that, no strong influence is discernable.
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Figure 2.49: Mass spectra of the variation of the TEM and GS2 parameter at collision voltage

65 V at the SCIEX triple quad instrument. The measurement at room temperature and increas-

ing GS2 gas flow is shown on the left side; on the right, the temperature is increased to 250 °C.

The broad structure above the LMCO has vanished and the analyte signal is clearly visible. At

the higher temperature the ratio of the analyte to fragment is higher and the analyte signal is

more clearly pronounced.

The GS2 parameter alone did not strongly influence the spectra as initially expected.

Nevertheless, in combination with increasing temperature within the ion source, the

bare analyte signal was detectable again, which was not the case for the solely varia-

tion of the temperature. The GS2 and temperature parameter are coupled and influ-

ence the generation and transport of the droplets. Increasing the hot gas flow leads to

different gas circulation and thus temperature distribution in the ion source. At higher

collision voltages, the differences between the spectra become less significant. In the

next series of experiments, which are presented in Figure 2.50, the influence of the cur-

tain gas was investigated with different temperatures. The overall intensity decreases

significantly with increasing curtain gas flow, which is not surprising, as it is applied

from the spray shield in counter direction of the ion path. The variation of the curtain

gas was limited, as it is coupled to an interlock which detects the incoming gas flow of

the instrument. If the gas flow is too high or low, the system shuts down. A common

setting for this parameter is in the range of CUR = 15–20. As observable below, the

curtain gas flow has no strong visible effect at CE = 10 and room temperature (Figure
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2.50 a–c). When the temperature of the V aligned gas heaters is increased to 250 °C

the spectra change (Figure 2.50 d–f): The bare analyte signals are more pronounced in

comparison to other fragments below the LMCO.

Figure 2.50: Mass spectra for the variation of TEM and CUR at collision voltage of 10 V at the

SCIEX triple quad system. On the left side the spectra at room temperature are shown. On the

right side the temperature was increased to 250 °C. The analyte signal is more visible at 250 °C

in comparison to room temperature.

At a collision voltage of 65 V, the differences between the spectra are more apparent as

visible in Figure 2.51. The particles with m/z above the LMCO are again fragmented to

smaller m/z. At room temperature (Figure 2.51 a-c) those fragments are more evenly

distributed over the m/z range, and the bare analyte signal is not clearly visible. In

contrast, the bare analyte signal is discernible in comparison to the other fragments

below the LMCO at TEM = 250 (Figure 2.51 d-f). This implies that also the curtain gas

significantly influences the transferred droplets and their stability.
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Figure 2.51: Mass spectra for the variation of the TEM and CUR parameter at a collision voltage

of 65 V at the SCIEX triple quad system. The spectra for room temperature are shown on the

left side. On the right side, the temperature is increased to 250 °C. The analyte signals become

much more apparent when the temperature is increased.

As discussed above, the curtain gas flow alone did not strongly influence the results of

the droplet scan. Droplets or at least large, charged clusters enter the system regard-

less of the applied curtain gas flow, indicated by the general occurrence of intensive

mass signals above the LMCO. In combination with different “turbo-V" gas heater tem-

peratures the droplets seem to be significantly influenced. However, the differences

between the spectra are not as significant at small collision voltages as with increased

collision voltage. The analyte signal is clearly detectable only at high gas heater tem-

peratures at 65 V collision voltage. This implies a different fragmentation pattern of

the transferred droplets for this temperature in combination with the curtain gas flow.

In conclusion, it is apparent that the droplets can enter the SCIEX Triple Quad 6500

despite the applied gas flows. The gas flows at room temperature alone did not visibly

influence the droplet signatures. However, the transferred droplets are affected in com-

bination with increased gas temperature. The release mechanism of the analyte from

said droplets is probably strongly connected to the droplet stability. This implies, that

a higher temperature the interaction with the gas flows is destabilizing the aspirated

droplets, as it led to a stronger analyte signal in all cases.
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2.6.2.3 Liquid flow variation of the syringe pump

In a last set of experiments, the liquid flow from the syringe pump into the ESI source

was varied. The results are shown in Figure 2.52. For a liquid flow of 5µL/min the overall

signal intensity in the mass spectra is comparably very low. The detector is reaching its

detection limit and even the quantization of the digital signal recording system is clearly

apparent, particularly in Figure 2.52 d). This indicates that the spraying conditions are

not optimal with such a low flow and there is no constant stream of droplets entering

the machine or that the spray does not produce droplets under these conditions. This

changes when the flow is set to 7µL/min, which is a typical value for the liquid flow at

this instrument. The spectrum shows now the same phenomenon as the mass spectra

presented for the experimental series above: A signal structure is visible above the

LMCO, which breaks apart at higher collision voltages. If the liquid flow is increased

further, the associated mass spectrum shows no additional effects, other than a slightly

higher intensity. This is in contrast to the Bruker system, where an increasing intensity

of bare analyte in the mass spectra and additional changes in the TIC are observable

with increasing liquid flow. However, the liquid flow of the Bruker system was varied in

higher increments, which was not possible for the SCIEX system due to limitations of

the liquid flow parameter in the control software.

77



2 Observation of charged droplets in API MS

Figure 2.52: Mass spectra for the liquid flow variation from the syringe pump at a collision

voltage of 10 and 60 V at the SCIEX triple quad system. At 5µL/min the detector approaches its

detecting limit. The intensity increases in accordance to the liquid flow. The thermometer ions

are clearly visible in the spectra for 7 and 10µL/min.

Due to the less pronounced differences for the droplet signatures, the liquid flow was

not further investigated with the SCIEX Triple Quad 6500.

2.6.2.4 Special case: no collision gas

A special case became obvious on this system: The collision gas in the second

quadrupole (the collision cell) can be turned off entirely. If this is done, a unique behav-

ior becomes apparent. The TIC and the associated mass spectra are almost identically

independent from other varied parameters. The TIC always is at its maximum at about

170 V collision voltage. As an example, the TIC is shown for different temperatures

(Figure 2.53). If it is compared to the measurements done with CAD = 6, the differ-

ences are obvious: The TIC signal shape in the experimental series presented above

always show more than one maximum at collision voltages of around 5-10 V and 50-

65 V. These maxima varied slightly for different investigated parameters. However,

the TIC signal for CAD = 0 presented in Figure 2.53 shows the same qualitative shape

for every temperature. The mechanism behind this observation is not clear and needs

more investigation. However, at this point changes in the transfer properties along the

ion path through the Tripe Quad instrument in dependence on the collision voltage is
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the most probably cause for the similar TIC signal shape.

Figure 2.53: TIC for measurement with no CAD gas pressure at the SCIEX triple quad instru-

ment. A variation of the ion source gas heater temperature is indicated by the different colors.

The overall shape for the different measurements shows nearly the same maxima. The cause

for these results is still unknown.
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2.7 Variation of transfer parameter

The parameters of the ion transfer stage between ion source and mass analyzer of the

different instruments were kept steady for all the experiments presented so far, but

they obviously influence the droplets on their way to the mass analyzer. Therefore, an

initial investigation of these parameters was performed.

2.7.1 Transfer stage of the amaZon speed ETD

The transfer stage of the amaZon speed ETD consists of two ion funnels and two mul-

tipoles as described on the schematic of the instrument in Figure 2.10. The amplitudes

and frequencies of the RF ion guides are variable and controllable in the control soft-

ware in addition to the trap drive, which is an important transfer parameter, as it con-

trols the low mass cutoff of the transferred ions. The ions gated into the ion trap itself

are trapped in the quadrupolar RF-field with a low basic amplitude, which is called trap

drive in the control software of the Bruker QIT. For the droplet experiments, the analysis

of a certain mass range is important. To select the best possible transfer parameters

for a given mass range, the software offers a so called “smart-mode” as explained in

section 2.6.1. The transfer parameters, e.g., trap drive, voltages, and RF on the funnel,

are automatically optimized for the given mass in this mode. The influence of these

parameters on analytes was investigated in detail by M. Thinius [63].

2.7.1.1 Isolation window variation for thermometer ions

The previous chapters show the results for choosing an isolation window at m/z 2500.

This m/z was chosen based on preliminary test measurements which showed signif-

icant signal intensity in this range. To further investigate the occurrence of droplet

signatures, the isolation window was varied. The goal for these measurements was to

detect a maximum of the average ion signal in the mass range of the QIT, which ranges

from m/z 200 – 6000 in Extended-Mass-Range-Mode. The information gained with this

experiment potentially give a first indication to the size of the droplets entering the

system. The experiments on the QIT presented in the sections above were done in

the Xtreme-Scan-Mode, which only ranges to m/z 3000. The transfer parameters were

optimized in smart mode as explained above for every isolation window, which leads,
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for example, to different RFs amplitudes on the funnels and a different trap drive for

every segment. To show this change of transfer parameters for the first experiment

with thermometer ions the changing trap drive is shown in grey beneath the different

m/z of the isolation window (cf. Figure 2.54). At first, a solution of thermometer ions

in acetonitrile and water with 0.05 % formic acid was sprayed. Figure 2.54 shows the

TIC in the individual isolation windows reaching from m/z 1500 to 6000. The TIC is de-

creasing almost evenly, only two distinct steps at an isolation window of m/z 2500 and

m/z 5000 are visible. The ICC (ion charge control) was turned on, which induces the

different noise-level on the signals in the different segments, because the intensities

measured with ICC are scaled by a factor according to the accumulation time. The iso-

lation width is changing for every isolation window setting, as it was always set to the

highest width possible in the control software. At an isolation window of m/z 1500 the

width is 60 Da. It increases at every window by 20 Da and reaches its maximum at the

isolation window of m/z 6000 with a width of 240 Da.
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Figure 2.54: TIC of isolation window variation for the thermometer ions in acetonitrile at the

Bruker amaZon. In grey the changing trap drive voltage is shown to represent the variation of

transfer parameters with each isolation window. The width of the isolation window is changing

(from 60 – 240 Da).

The averaged mass spectra for the individual isolation windows are shown in Figure

2.55. All the spectra show a clearly formed peak at the isolated m/z window. At m/z

2500 the same double peak structure as observed in the experimental series before ap-

pears again, which is another clue for the specific cluster transition of acetonitrile and

water at this m/z. Interestingly, for smaller isolated masses, especially at m/z 1500 and

2000, a broad signal structure above the isolation window is visible (Figure 2.55 a-d).

It reaches from m/z 2000 – 4500. As the trap is emptied in this m/z range after isolat-

ing the ions in the specified isolation window, the signals are forming from particles in

the initial isolation window. The broad appearance of this signal implies that droplets

size transitions happen continuously. The transition of different sizes could be insti-

gated by clusters or charges leaving the droplets perpetually. Take up of clusters into

charged droplets also contribute to this broad signal, but it is unknown currently how

likely this process is. The signals above the isolated masses become more structured
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at the isolation window of m/z 3500. This is also observable in the Xtreme-Scan-Mode

measurements before (cf. Figure 2.25). There as well here, distinct charge loss reac-

tions probably lead to the specific pattern observable in the mass spectra.

Figure 2.55: Mass spectra for different isolation windows m/z 1500 – 3500 at the Bruker ama-

Zon. At every isolation window a broader signal distribution above the isolation window can be

observed. At the isolation window of m/z 2500 the already observed double peak structure is

visible. For the isolated mass range of m/z 3500 distinct signals above the isolation window are

appearing.

At higher isolation windows (Figure 2.56) a wider range of more pronounced structures

are appearing in the mass spectra. This is most notably for the isolation window of

m/z 4500 and higher (Figure 2.56 g-i). Pronounced signal peaks form also below of the
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isolated mass range in those scans. These structures appear again probably due to

specific cluster or charge transitions, which are so abundant, that defined peaks are

visible in the mass spectra. The underlying mechanism and numbers can in principle

be modelled with specialized Monte Carlo simulations. Here, a statistical analysis of the

simulated fragmentation process or the loss of charges can give more insight about the

composition of the droplets observed in the experiments.

Figure 2.56: Mass spectra for isolation windows m/z 4000 – 6000 at the Bruker amaZon. With

every isolation window a broad signal structure above and below the isolation window could be

isolated, except for m/z 6000. This is due to the mass range limit of the machine.

To get a better comparison between the intensities, all mass spectra resulting from the

individual isolation windows are plotted together in Figure 2.57. The signals with an
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isolation window of m/z 5000 – 6000 (light green and yellow) are disappearing in the

broad signal in the mass spectrum with an isolation window of m/z 1500 (dark purple).

This underlines the high intensity of the signals in the mass spectra with low isolation

windows.

Figure 2.57: Overview spectrum of different isolation windows - thermometer ions at the

Bruker amaZon. The different isolation windows are represented in different colors. The in-

tensity loss at higher isolation windows becomes apparent in this plot.

2.7.1.2 Isolation window variation for reserpine

The same experiment was repeated for reserpine in different solvents. The TIC with

variated isolation windows for reserpine in isopropanol and water with formic acid is

shown in Figure 2.58. Again, the width of the isolation windows is ranging from 60 –

240 Da for every isolated mass range, as the maximum of this parameter for the indi-

vidual isolation window position was set in the control software. The difference to the

thermometer ion result is clearly visible: The TIC is drastically changing at different iso-

lation windows and is not evenly decreasing as shown before. The TIC even increases
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until it reaches a second maximum at m/z 4500 and drops after m/z 5500. The as-

sociated mass spectra potentially lead to more insight about the reasons behind this

maximum.

Figure 2.58: TIC of isolation window variation - reserpine in isopropanol at the Bruker amaZon.

In contrast to the experiments with thermometer ions, a second maximum at m/z 4500 is dis-

cernible for this variation.

As seen before, a distinct droplet signature is discernible at every isolation window. In

the mass spectra for an isolation window of m/z 1500, a broad continuous signal above

the isolation window is visible again (Figure 2.59 a). At an isolation window of m/z 2500

a defined second peak structure below the isolation window can be observed. A cluster

transition occurring after isolating the droplets appears to be particularly abundant at

around m/z 2000 in the spectrum. Additionally, signals above the isolation window are

discernible. The reason for this phenomenon is probably again the perpetual loss of

charges. The increase in TIC, which could be seen in the figure above, is not as ap-

parent in the mass spectra due to the wide mass signals in the spectra. However, in

the spectrum at m/z 4500 particularly, additional signals below and above the isolation
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window appear which have a particularly broad shape. The mass spectra are normal-

ized to the maximum signal intensity in the whole spectrum series, which can be found

in the first spectrum at an isolation m/z 1500. As the highest peak at the isolation of

m/z 4500 is only 10 % as high, the increase in total ion current in Figure 2.58 reflects

the obvious occurrence of very wide ion signals with medium peak intensity. The dif-

ferent peak structures are assumed to be the result of certain cluster size transitions,

which is explained above in Figure 2.26. In the experiments above reserpine was not as

easily released from the droplets, which implies a higher average droplet stability when

reserpine is sprayed. Again, bare reserpine is not observed in the mass spectra, even

at higher isolation windows. If reserpine exhibits a stronger attractive force with the

solvent system due to its bigger aromatic structure, a different fragmentation process

of the droplets is induced, which could be the reason for the high abundance of addi-

tional peaks at m/z 4500. It also could be the case, that reserpine is not transported

in the droplets and the reason for the signals in the mass spectra are protonated sol-

vent molecules. At the moment, the transport of reserpine in the droplets can only be

assumed.
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Figure 2.59: Selected mass spectra from the isolation window variation of reserpine in iso-

propanol and water at the Bruker amaZon. The mass spectra show a double peak structure for

the isolation window at m/z 2500. Additional, broader signals are discernible in all of the mass

spectra above the isolation window of m/z 1500.

To make the intensity ratios clearer, all the recorded mass spectra were also plotted

together in one overview spectrum (Figure 2.60). The increase of the TIC at m/z 4500

can be observed as the green plot lines increase over the background, which underlines

the differences between the two different analyte systems. In the experiment with

thermometer ions, the peaks of the higher isolation windows were miniscule (cf. Figure

2.57), compared to the broad signal visible at m/z 1500 for reserpine.

88



2 Observation of charged droplets in API MS

Figure 2.60: Overview spectrum of different isolation windows - reserpine in isopropanol. Dif-

ferent isolated mass ranges are indicated by different colors. The intensity increases again at

the isolation window of m/z 4500 (green).

This experiment clearly shows that the choice of analyte and solvent does affect the

distribution of droplets transferred in the mass spectrometer, as a completely different

TIC shape with variation of the isolation window was observed. The increase at higher

m/z of the isolation window can only be explained by the choice of analyte and solvent,

as it was not discernible in the experiments before.

2.7.1.2.1 Reserpine in acetonitrile The variation of the isolation window was re-

peated for reserpine in acetonitrile and water with formic acid. The TIC shows the same

pattern as with reserpine in isopropanol, although the second maximum is not as dis-

tinct (Figure 2.61). This is evidence that the analyte, specifically reserpine, strongly

influences the transfer and observed mass spectra of charged droplets.
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Figure 2.61: TIC of isolation window variation - reserpine in acetonitrile and water at the Bruker

amaZon. A second maximum is discernible, again, at an isolation window of m/z 4500.

The associated mass spectra are similar to the already discussed spectra for reserpine

in Figure 2.59. Below, an overview of all mass spectra of this experiment is given (Figure

2.62). Again, the broader signal above the isolation window of m/z 1500 is visible. Due

to the declining intensity for higher isolation windows, the signal structure is not as

distinct as for the results presented above (cf. Figure 2.59).
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Figure 2.62: Overview spectrum of different isolation windows - reserpine in acetonitrile and

water at the Bruker amaZon. The different isolated mass ranges are indicated by different

colors. The spectrum overview illustrates the intensity loss at a higher m/z of the isolation

window.

The chemical composition of the sprayed solution seems to have a significant influence

on the transferred droplets and the abundance of their signatures in the isolation win-

dow. In summary, the experiments of the isolation window variation illustrate that the

isolated droplets (or their fragments respectively) expose very different chemical be-

havior in dependence on their size, reflected in the isolation m/z, and on their initial

chemical composition. To recall: In these experiments the transfer parameters were

optimized according to the m/z of the isolation window in the control software by the

so-called “smart-mode”. A depiction of the changing transfer parameter is shown in

grey in Figure 2.54. The trap drive, which controls the low mass cutoff of the ion trap, is

varying with every isolation window. The TIC is declining with increasing isolation win-

dow mass range in the measurement with thermometer ions. In every mass spectrum

a defined peak structure at the isolated mass range is observed. In the first isolation
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window of m/z 1500, a broad continuous signal appears above the isolation window.

This implies the perpetual loss of charges and changing of the trapped droplet sizes. At

higher isolated mass ranges, additional distinct mass signal structures appear, which

are evidence for a specific fragmentation process of the droplets within the trap. As

the experiment was repeated with reserpine as analyte in isopropanol and water as

solvents, the TIC shows a drastically different pattern. It is not steadily declining with

higher isolated mass ranges but is increasing to a second maximum at m/z 4500. The

same pattern is observed for the measurement of reserpine in acetonitrile and wa-

ter, which signals towards the chemical influence of the analyte on the transferred

droplets. Properties of the analyte as proton affinity and intermolecular interactions

probably have a strong influence on the stability of the analyte containing charged

droplets. Such differences potentially lead to completely different fragmentation pro-

cess of these aggregates. In further investigations, Monte Carlo simulations can help

to understand the fragmentation events occurring in the QIT and give further informa-

tion about the size range and charges of the droplets or droplet fragments reaching the

mass analyzer region of the ion trap MS.

2.7.1.3 Declustering potential of the SCIEX Triple Quad 6500

To investigate the transfer parameters even further, the declustering potential of the

SCIEX triple quad instrument, called “DP” in the control software, was varied. The in-

let stage of the SCIEX Triple Quad 6500 consists of an orifice plate and two focusing

quadrupoles, called “Q-Jet” and “Q0”. The Q-Jet was introduced by SCIEX to reduce the

signal-to-noise ratio and the overall sensitivity. The Q0 is further focusing the ion beam

for the first quadrupole. The declustering potential controls the voltage on the orifice

plate as described in detail in Figure 2.4. It has an influence on the electrostatic focusing

between orifice and Q-Jet. Additionally, solvent cluster can be reduced by this potential

due to collision induced fragmentation. Because of these described properties it is an

interesting parameter to study in an experiment using the droplet scan. The default set-

ting for this parameter is DP = 100. A solution of thermometer ions in acetonitrile and

water is sprayed. The associated mass spectra for different collision voltages applied

are shown below (Figure 2.63 and Figure 2.64). The collision voltage (CE parameter)

is calculated as the potential difference between Q0 and Q2 as described in section
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2.2.1. The overall intensity does not strongly vary at different DP values. However,

with higher DP, the boundary of the LMCO becomes much more pronounced, which in-

dicates less fragmentation of the transferred droplets. This is underlined by a declining

signal of the bare analyte. This is interesting as a higher DP should lead to more energy

given to the entering aggregates, which would imply a stronger fragmentation.

Figure 2.63: Mass spectra for the declustering potential (DP) variation at a collision voltage

of 5 V in the SCIEX triple quad instrument. The default setting for this instrument is 100. If the

DP is set to 0, the intensity is decreasing slightly in comparison to the default settings. If it is

increased to 300, the mass spectrum contains fewer signals below the LMCO of Q1.

At higher collision voltage the droplets start to disintegrate in the same fashion (Figure

2.64) as was explained earlier for the previous droplet scans. The DP variation has

an influence on the spectra: with increasing declustering potential, the bare analyte

becomes much more discernible between the other signals of fragments. However, in

comparison to the spectra above with less collision voltage, some of the thermometer

ions are less abundant.
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Figure 2.64: Mass spectra for the declustering potential (DP) variation at a collision voltage

of 65 V in the SCIEX triple quad instrument. The default setting for this instrument is 100. The

signal above the LMCO is not as pronounced as seen before (Figure 2.63), because all of the

remnants of the droplets are fragmented.

It seems to be plausible, that a higher declustering potential leads to less droplet signa-

tures in the mass spectra as the aspirated droplets are fragmented early in the transfer

system of the instrument with high DP. However, it is demonstrated in this comparably

brief experiment, that despite the highest value of the DP parameter, droplet signatures

are visible in the spectra. At a collision voltage of 5 V the droplets seem to fragment

even less than with no potential applied. For a collision voltage of 65 V the bare ther-

mometer ions are more distinctly observed in the mass spectra with high DP. Though,

the intensity ratio of all analytes is changing. All things considered, the declustering

potential has much less influence on the droplets than initially expected.
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2.8 Conclusion - Experiments

After the first experiments were done it was clear that the SCIEX Triple Quad 6500, de-

spite its entrance system design with a skimmer arrangement, is not particularly prone

to aspiration of charged droplets as it was assumed initially. The droplets or their frag-

ments are visible above the LMCO as a broad signal structure, which reacts to higher

collision voltages and collision gas pressures by increased fragmentation. In contrast,

the Bruker amaZon speed ETD QIT has an inlet capillary and ion funnel configuration.

This system does show strong droplet signatures as well. Isolating a signal at m/z 2500

(isolation window width 100 Da) produced a noticeable broad peak in the mass spectra.

Remarkably, the QIT was in default analytical operation conditions when the experi-

ments were done. This shows that the existence of charged droplets is common when

ESI is used as the ionization method. Additionally, strongly different transfer stages

were present in the systems used for the experiments. However, droplets aspirated

from ESI sources are observable in all investigated MS-Systems which differ signifi-

cantly in their basic configuration. In addition, evidence was given that the droplets

transport a significant fraction of analytes through the transfer systems of the instru-

ments. By fragmentation in the SCIEX Triple Quad 6500 with different collision settings,

e.g., collision voltages and gas pressure, the analyte was released and strong analyte

signals could be observed. This was also the case for the Agilent Q-TOF. An increase of

the collision voltage showed similar results. The transport of analytes within the droplet

could also be demonstrated in the in the Bruker amaZon speed ETD, in which an iso-

lation window at m/z 2500 (width 100 Da) was usually chosen. However, the analyte

signal was discernible far outside of this window, which means that ions generating this

signal have to be formed after the isolation. The droplet signature above the LMCO was

distinctively reproducible in the SCIEX Triple Quad 6500. However, the shape of the

signal changed when a different solvent and analyte was used. The obvious conclusion

is that charged droplets consist mainly of solvents. Thus, the configuration should be

strongly influenced by the used solvent. The release mechanism of the analyte also

most likely changes with different chemical compositions. Although an analyte solution

is also sprayed in APCI, droplet signatures could not be detected when investigated at

the Bruker amaZon speed ETD as isolating at different m/z produced entirely empty

spectra. This underlines the significance of the perpetual issue with charged droplets
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when using ESI as the ionization technique. Since ESI is one of the most important API

methods, all unwanted effects from ESI, particularly contamination, have potentially

a strong effect on routine analytical applications of ESI. Contamination of the instru-

ments by the charged droplets may lead to downtime, which adversely impacts the

efficiency of analytical methods. Additionally, the behavior and molecular dynamics

of the charged droplets is hardly investigated yet. They influence the chemical back-

ground due to fragmentation and releasing large amounts of solvent molecules. The

release mechanism of analyte from the charged droplets under different conditions

within the entrance stages is also widely unknown. Thus, charged droplets and their in-

fluences on the chemical background have to considered as a factor in ESI experiments.

To further investigate the droplets and their behavior, ion source parameter variations

serve to be a good starting point. Ion source parameters, like gas flow or temperature

and liquid flow, can influence the droplet signatures and thus give more insight about

them and their dynamics. Interesting results were achieved with the Bruker amaZon

speed ETD QIT, in which the transfer parameters were optimized for high m/z ranges. If

thermometer ions in acetonitrile and water are sprayed, an intense double peak struc-

ture appears in the isolation window at m/z 2500. The nebulizer gas was studied in

the QIT in a first set of experiments. It is injected from the tip of ESI needle assembly

into the ion source. The experiments reveal that different nebulizer gas pressure val-

ues have only limited influence on the associated mass spectra. However, the total ion

count (TIC) shows a decrease in three steps. The same pattern is observable for ther-

mometer ions and reserpine in acetonitrile and water, which indicates that the solvent

is accountable for this phenomenon. In Figure 2.65 the phenomenon is shown by three

different mass spectra. The double peak structure is only visible in the acetonitrile /

water experiments even if the analyte is changed from thermometer ions to reserpine.

If the solvent system is changed to methanol / water, the double peak disappears.
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Figure 2.65: Mass spectra of different solvent systems (acetonitrile / water and methanol /

water). The double peak structure is only clearly visible in the acetonitrile / water mass spectra.

In the methanol / water spectrum the signal in the isolation window (m/z 2500) is sharper.

If the intensity changes as drastically, as it is seen in the TIC, it hints at a different

transport efficiency of the droplets or entirely different droplet distributions entering

the machine. Smaller intensity in the isolated spectra also imply smaller droplets, as

higher nebulizer pressure should lead to smaller generated droplets by the spray as

they are more rapidly ripped away. Experiments with methanol and water as solvent

system led to a different TIC signal shape, which again suggests an influence of solvents

on the aspirated droplets. Furthermore, with methanol no double peak structure in the

isolation window is visible in the mass spectra. This indicates a defined cluster tran-

sition at m/z 2500 for the acetonitrile and water system. Additionally, the experiment

with reserpine and methanol in particular show that dimers of analytes are transported

into the ion trap within droplets, as they were detected in the associated mass spec-

tra. This raises new questions about the chemistry in the aspirated droplets and how

dimers are actually formed in ESI experiments. The effect of the dry gas flow rate was

investigated in an additional set of experiments. The dry gas is applied as a counter
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flow from the spray shield and has the purpose to hinder neutral species from entering

the system and to support the desolvation of analytes. The EIC of thermometer ions

show that the release rate of analytes from the droplets is increased at a certain dry

gas flow. The release mechanism of the analyte is linked to the droplet stability and can

thus be used as an indicator for that. Additionally, signals above the isolation window

were regularly observed in the mass spectra. This suggests charge loss of the trapped

droplets as the m/z increases. The exact mechanisms of charge loss reactions are still

unknown. However, a simple reaction scheme was given above in Figure 2.26, which

fits surprisingly well. The results obtained with the Bruker amazon are in stark contrast

to the experiments on the SCIEX Triple Quad 6500. Variation of the gas flow does not

lead to visible effects on the droplet scan in terms of the mass spectra or the chro-

matograms in experiments on this device. The gas flow pattern within the SCIEX Triple

Quad 6500 seems to have less of an effect on the observed droplet signatures. Only in

combination with increasing temperature, the analyte signal shows significant changes.

The droplets interact with heated background gas in the ion source and heat from the

gas particles is transferred to the droplets. The effects seen in the spectra could be a

result of the higher internal temperature of the droplets. In the Bruker QIT the temper-

ature is governed by heated dry gas, which is applied in counter flow direction from the

spray shield. It could be determined that at every temperature setting droplets can be

observed in the mass analyzer. The TIC signal shape shows two maxima, at the lowest

and the highest temperature. The double peak structure at the isolation window ob-

served regularly in previous experiments with the QIT is visible at 180 °C, which implies

that the occurrence of this phenomenon is also linked to the temperature. Additionally,

the EIC displays a maximum at 180 °C, which in return points at lower droplet stability.

Interesting to note is that droplets can be trapped even at 250 °C dry gas temperature.

This suggests a high heat capacity of the charged droplets. In addition, the results of

the temperature variation with the SCIEX Triple Quad 6500 underlines this suggestion.

At the triple quad instrument, the temperature of the heater placed in V-shape at the

ion source chamber can be varied from room temperature to 750 °C. Even given the

fact that the average ion source temperature is certainly well below the heater tem-

perature in both instruments, it is remarkable that a droplet scan is possible at this

high temperature with a similar signal pattern as described above. However, the bare

analyte signal disappears at higher temperatures, which is an indication for a changed

98



2 Observation of charged droplets in API MS

droplet stability. The liquid analyte solution flow into the ESI emitter can be varied as

well. The liquid flow influences the droplet size of the sprayed solution as it was already

determined by Tang and Gomez [22]. The size in return should have a direct connec-

tion to the stability of the aspirated droplets. A variation of the liquid flow in the Bruker

QIT also supports this notion. Differences in the EIC indicate a different stability of the

droplets as well. In the SCIEX Triple Quad 6500 the variation range of the liquid flow is

limited, but obviously the condition of the electrospray strongly depends on the liquid

flow also in the SCIEX ion source as very low liquid flows lead to mass spectra with very

low overall intensity. The experiments clearly show a dependency between the transfer

dynamics of the droplets and the ion source parameters. Every new parameter leads

to a new dimension to investigate, which makes it difficult to summarize the result in

a compact way. Direct assertions of the size and charge state of transferred droplet

are not possible at this moment after these initial experiments. However, an investiga-

tion of the presumed charge loss mechanism observed in the QIT could lead to a more

detailed understanding about the actually isolated species. Additionally, the selected

parameters of the transfer stages and the QIT mass analyzer were investigated. They

also influence the droplet signatures in the mass spectra. The declustering potential

in the SCIEX Triple Quad 6500 had much less influence than expected. Only a slight

decrease in the intensity of droplet signals was observable. In contrast, the isolation

window variations at the Bruker QIT revealed the actual shape and characteristics of

the isolated charged aggregate distribution in a much broader fashion. Further inves-

tigations with this method, particularly of the most intensive regions of this particle

distribution, seems to be very promising for future experimental efforts.

99



3 Simulation of charged droplets

3.1 Introduction

Substantial experimental evidence for the occurrence of droplet signatures in mass

spectra from various API mass spectrometer is presented in the previous chapter. These

first results were summarized in a publication from 2021 [60]. Particularly, the isola-

tion of droplet species the mass range m/z 2500 in Bruker amaZon speed ETD was a

promising confirmation that droplets can be transferred deeply into the machines and

detected in the spectrum. The variation of different ion source parameters verifies that

the dynamics and transfer of the droplets can be manipulated by external conditions.

The results gave first indications about the thermal stability of these aggregates as it

was possible to isolate them even as they underwent dry gas heating at temperatures

as high as 250 °C in the Bruker system (cf. Figure 2.32). A first rough indication of the

actual size of those droplets can be inferred from the Rayleigh Limit (cf. Figure 2.1).

Thus, the calculated radii are a lower limit for a size estimation. By this simple esti-

mation it was postulated that droplets of up to 2.5 nm radius can be observed in the

instruments at m/z 2500. However, the droplets can obviously transport less charges

than determined by the Rayleigh Limit, which would imply a broader size range. The

distribution of the charges within the droplets and the overall composition remained

unknown after analyzing the experimental results, which is why the goal of the follow-

ing chapter is to answer some of the questions about these aggregates with numerical

modelling approaches.

3.2 Methods to simulate droplets

There are different molecular modelling methods for chemists available nowadays.

Choosing the right approach is the first step for dependable assertions about the sim-
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ulated molecular systems. In simple terms, the droplets consist of charges and sol-

vent molecules. The interaction between these molecules and charges has obviously

a great influence on the dynamic / stability of the whole charged droplet and therefore

in which state they are transferred into the machines. Interactions between atoms and

molecules are modelled by a molecular dynamic simulation (MD) [64–69]. MD simu-

lation can account for the interactions by different theoretical approaches. Either by

calculating the electron density of every atom within the simulated system [70, 71] or

by the interactions by a simplified classical set of potential functions, a so called “force

field” [72, 73]. The choice between the different approaches does generally not only

lie with the user alone as the performance of the available computer system is almost

always a limiting factor. The following example exemplifies this: A droplet with a radius

of 2.5 nm, estimated with the Rayleigh Limit calculation (cf. Figure 2.1), consisting of a

1:1 mixture of water and acetonitrile contains at least 1200 molecules and thus 5400

atoms. With this in consideration, the system size is orders of magnitude too large for

common quantum mechanics approaches of calculating the electron density of every

atom in the droplet to deduce the interactions between them at every timestep. The

computational costs for a quantum-mechanical molecular dynamics simulation for a

simple aromatic system with about 18 atoms can reach up to multiple days on current

medium sized shared memory parallel computers, depending on the chosen accuracy;

this makes it impossible to simulate a charged droplet with this approach on computer

systems realistically available for such a task in an university environment. However,

the dynamics of a system of this size can be calculated with a different approach: clas-

sical molecular dynamics simulations [67]. Classical MD simulations are more time

efficient, as the forces and potentials between atoms or molecules are not calculated

on the spot from the specific electron density. They are listed in so-called force fields, in

which theoretical data for potentials between different atom types are compiled. Nowa-

days, many force fields for liquids and gases exist and are implemented in different MD

codes [74–79]. In classical MD simulations Newtons equations of motion are solved

numerically for particles in a specific simulation box, which results in a trajectory of

the simulated particles over a specified time frame. For every timestep of the chosen

time frame the potential energies between the particles are calculated [64]. This ap-

proach was chosen to answer questions about the stability and dynamic of the charged

droplets.
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3.2.1 Building droplets for MD simulation

There are a many MD codes available today. For this work LAMMPS (Large-scale

Atomic/Molecular Massively Parallel Simulator) was chosen [79]. Its development

started 2004 to model materials on a parallelized computer system. The code was

further developed to integrate different methods for fluid or solid simulations. It is com-

pletely open-source and can be changed to accommodate specific questions and needs

of the user. Many common pre- and postprocessing tools are also open-source software.

To construct the modeled molecules (solvents or analytes) the program Avogadro was

used [80]. It is a molecule builder and simulation result visualization tool with a broad

variety of features. The configurations of single molecular species can be exported in

a LAMMPS data format to further prepare them for the actual simulation input files,

which was achieved with moltemplate. Moltemplate is a script-based system to set-up

the actual initial state of a MD simulation based on complex rules, which makes the

placement of the modeled molecules within the simulation box much more accessible

[81]. Processing the moltemplate scripts by the computer system only takes a few sec-

onds, resulting in input files specifically for LAMMPS simulations. The choice of the used

force field and the force field parameters are also part of this preprocessing step. As de-

scribed above, the force fields are the backbone of a classical MD simulation, as the cal-

culation of the interactions between particles is solely based on these lists of potential

functions for a variety of functional groups or single atoms. OPLS (optimized potentials

for liquid simulations) is a common force field which was introduced by Jorgensen et al.

in 1988 [82]. It was created for the simulation of proteins. Later, the force field was

extended for organic molecules in an all-atoms (OPLS-AA) approach [83]. Force fields

model all molecular interactions in a classical MD simulation. Thus, they contain the po-

tentials for bonded and non-bonded interactions. Bonded interactions can entail bond-

stretching and angle-bending or torsional deformation. Non-bonded interactions are

commonly considered as Lennard-Jones and Coulomb terms. In OPLS-AA, the torsional

and non-bonded interactions were derived by ab-initio calculations. The potentials for

different functional groups of organic molecules were tested in Monte-Carlo simulations

and compared to their structural and thermodynamical properties derived from exper-

iments. The bonded interactions were gathered from the AMBER all-atoms force field

[84]. Due to the extent of properties for organic molecules, like alcohols, ethers, alde-
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hydes, etc., OPLS-AA was chosen for the simulation of charged droplets, which mainly

consists of organic solvent molecules and water. Water is also described in OPLS-AA.

It uses widely known water models, like TIP4P [85], TIP3P [86] or SPC [87]. The water

model is chosen by the user when the simulation input is written in the same fashion

as the parameters for other particles. The atoms of a specific molecules are searched

in a list of parameters, which is unique for every force field. Additionally, simple ions

like alkaline metals, alkaline earth metals as well as halogens are part of OPLS-AA. For

example, ammonium (NH +
4 ) is listed as a unified particle. Such united “atoms” are

mostly used as a simplification of commonly used functional groups. The atoms within

the group are not explicitly accounted for; rather the potential energy for the group

is assumed as a one-core dummy atom. Another simplification to simulate charged

droplets with OPLS-AA has to be made: Protons, which would account for the actual

charges in a droplet, cannot be readily simulated in this approach. It is complicated to

model protons in a classical MD simulation as they are effectively transported in liquid

by charge transport through hydrogen bonds, which is fast and efficient [88]. However,

bond forming and breaking cannot be simulated with classical force fields, which limits

the simulation to use different charged atoms, like the described ammonium or alkaline

metals. Overcoming this limitation requires at least specialized implementations of MD

methods [89]. As the actual equilibrium geometry of the droplets is unknown before the

simulation, all simulated droplets are set-up in a block structure at the center of a sim-

ulation box. This is done with the aforementioned program moltemplate. The distance

between the individual molecules is crucial. It obviously determines the initial forces

between the molecules and therefore the initial stability of the molecular system in this

artificial non equilibrium state. For example, if the molecules are placed too close to

each other, the forces placed on the molecules is unphysically large: The droplet “ex-

plodes” in consequence. If the molecules are placed too far apart, the attractive forces

of the solvent molecules are too small, the molecules separate from each other over

a few timesteps in the MD simulation and no droplet forms at all. Figure 3.1 shows a

typical starting point of a droplet MD simulation after the processing of the moltemplate

script.
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Figure 3.1: Typical starting point of a droplet simulation: The molecules are arranged in a

block-shape around the center of the simulation box. The shown system consists of water,

acetonitrile, and ammonium ions. The borders of the simulation box are depicted in black.

The visible inner cube contains acetonitrile which is shown in turquoise and purple. The

outer, larger cube consists of water which is depicted in red and white. The spacing

between the water molecules is slightly larger than the distance between the acetoni-

trile molecules which is the reason for the different block sizes. The actual spacing was

found iteratively by iterating the MD simulation for a few timesteps to observe the mo-

tion of the molecules. If the molecules were drifting apart, the distance was adjusted

to a new value in moltemplate. The resulting initial structure contains 1000 molecules

of water and acetonitrile each. To complete a charged droplet, 12 ammonium ions,

modeled as a united atom, were added to the structure. Due to their lower number,

they are not visible in the figure. The spatial domain in which the simulated particles
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are placed is called the simulation box. The borders of this box are visible in black in

Figure 3.1. Typically, MD simulations are done with periodic boundary conditions. This

means, that the borders of the simulation box are folded on the opposite boundary: If

a molecule is forced out of the simulation box, it reenters from the opposing side. To

represent this concept, Figure 3.2 shows a simple visualization.

Figure 3.2: Simple two-dimensional example for periodic boundary conditions: On the left a

first timestep of a simulation is shown. The red arrow represents the trajectory of the blue-

star particle. The following timestep is shown on the right: The particle, now marked red, has

crossed the border of the simulation box and reentered at the opposing side.

The blue stars represent simulated particles, the red arrow shows the trajectory of one

of the particles. On the right the following timestep is shown: The particle has crossed

the border of the simulation box accordingly to its trajectory. It enters the simulation

box from the opposing side as if the borders of the simulation box are wrapped around,

similar to the surface of a cylinder. Of course, this example is rather simplified as only

one of the particles is moving and the example is only two dimensional. In a real sim-

ulation, obviously every particle moves due the interaction with the particles around

it and MD simulations commonly take place in three-dimensional space. If the border
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were assumed to be periodic other boundary conditions have to be imposed. For ex-

ample, particles could be either reflected or just removed from the simulation if they

reach the borders of the simulation box. If reflective walls are modeled, parameters

for the reflection of particles by the walls have to be specified, as a metal is reflecting

particles different to a fluid for example. This is not always practicable or possible. Los-

ing particles as they reach the borders could cause numerical errors, if, for example,

molecules are cut in half. Additionally, with a changing number of particles some prop-

erties of the resulting trajectory are not calculatable as another statistical ensemble

has to be applied to the simulation. A microcanonical ensemble can be assumed for

the simulations, which implies a constant number of particles, volume, and energy [90,

91]. This is the base for different temperature and pressure controlling functions, so

called numerical thermostats and barostats, implemented in LAMMPS. Therefore, even

if periodic boundary conditions of a comparably small simulation box obviously do not

represent the true reality in a mass spectrometer, they are a feasible assumption for

charged droplet simulations. To ensure a more efficient way of calculating the pair-wise

interactions between particles, a cutoff radius is defined [69]. Only interactions of par-

ticles with a distance within this radius are calculated in the simulation. If particles are

farther apart, the interaction is not considered in the calculation to increase numerical

performance. This means, that before setting up a simulation run the radius has to be

carefully chosen to balance the computational costs and the accuracy of the particle in-

teractions. In case of simulating charged droplets, the cutoff radius of the particles has

to be large enough, to ensure that the molecules on either side of the droplet can in-

teract with each other. This ensures a stable energy development throughout the time

frame of the simulation and represents interactions of a more realistic droplet. This has

to be accompanied by simulating a sufficiently large simulation box, to prevent inter-

actions between periodic images of the droplets. Important to note is the timescale at

which MD simulations commonly take place. Simulation timesteps are usually in the

range of femtoseconds. In case of biomolecular simulations, in which protein folding is

the subject, the resulting simulated timeframe in the picosecond or nanosecond range

is sufficient. For other problems, this timeframe can be too short to fully depict a pro-

cess. However, to gain general information of the dynamic of a system, the timeframe

is tolerable and can even depict spectroscopic data accurately [92]. This method of MD

simulation is called steered MD (SMD). As this work aims to set a first insight into the
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simulation of the dynamics of charged droplets, the short timeframe is reasonable at

the moment.

3.2.2 Minimization

The block-shape of the moltemplate script output is obviously not an equilibrium geom-

etry of a droplet (cf. Figure 3.1). A simple energy minimization by LAMMPS is preced-

ing the first timestep of the simulation: A minimal energy for the starting geometry is

searched by iteratively changing the coordinates of the atoms until the geometry shows

a local minimum for the geometry or another stopping criteria e.g., steps of the mini-

mization process, is reached. Specifically, the Polak-Ribiere conjugate gradient method

is applied in the minimization in LAMMPS [93]. With this algorithm the force gradient

is combined with the gradient from a previous step to find a new search direction in

contrast to the previous direction. The minimization also ensures, that atoms are not

overlapping. Figure 3.3a shows the geometry after this first energy minimization in the

left panel. The arrangement of the molecules is still a general block shape but are the

individual positions are not exactly aligned anymore.

3.2.3 Data analysis and visualization

The result of the simulation, a so called “trajectory” is saved to plain text output files

by LAMMPS. The trajectory contains a list of properties for every particle for every time

step. The particle properties which are recorded can be defined in the input file for

LAMMPS. The coordinates, velocity, kinetic and potential energy for the particles have

been tracked for every simulation performed for this work. To visualize the trajectories

OVITO is used [94], which also allows basic analysis and post processing of LAMMPS tra-

jectories. An important data analysis method for droplet simulations is cluster analysis:

A cluster is defined by a certain radius around a molecule. It is a group of associated

molecules, which is attached due to their molecular interactions. This analysis is a

useful indication for the stability of different droplets. For further data analysis and

interpretation self-written python programs are used.
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3.3 Evaluation of critical simulation parameters

In section 3.2 the steps to construct initial conditions for droplet simulations was ex-

plained. As described, the droplet is in a block-like shape after processing the input

script with moltemplate. However, if the classical MD simulation code LAMMPS and the

chosen force field yield results which represent the real dynamics of charged droplets

is not yet clear. Simple tests of typical physical properties could lead to an answer this

question. In first simulations properties of different solvents were tested. To find an

actual realistic initial equilibrium state of the droplet, it is “relaxed” with a numerical

thermostat in a first MD simulation. LAMMPS implements (among others) the Nosé-

Hoover thermostat [95, 96]. It is applied to the translational degrees of freedom for

every simulated particle and updates their position and velocity in every timestep so

that the ensemble averages of those parameters are in accordance with the specified

temperature. The fundamental idea behind a numerical thermostat is the contact of the

simulated system with an external heat bath, which has a fixed temperature. Figure 3.3

shows the starting and ending point of the initial relaxation MD simulation.

(a) Starting point after minimization (b) End point

Figure 3.3: Left panel: Starting point of a relaxation MD simulation of a droplet containing

water, acetonitrile and lithium ions after the initial energy minimization. On the right: Droplet

after 100 ps simulated time of the relaxation MD simulation with an applied thermostat with a

specified temperature of 300 K.

In Figure 3.3 a temperature of 300 K was chosen for the thermostat. The relaxation
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simulation is run for 100 picoseconds (10 × 10=10 s). After this simulated time, the

droplet has an approximately spherical shape as expected for its equilibrium state.

Relaxation simulations were repeated for different droplet compositions to evaluate if

the described simulation approach is feasible for different solvent mixtures. Realistic

behavior in terms of physical properties of the simulated droplets allow to assess the

validity of the simulation approach. If the droplets show characteristics as expected

from previous experimental and theoretical observations, MD simulations done with

LAMMPS can be a primary method to describe dynamics of charged droplets seen in

the experiments.

3.3.1 Comparison of different solvents and charges

A variety of solvents other than acetonitrile are used in ESI experiments. Commonly,

water is diluted in a 1:1 mixture with an organic solvent. In addition to acetonitrile,

methanol, ethanol, and isopropanol are frequently used. Furthermore, formic acid is

added in a concentration 0.1 - 0.05 % to lower the pH of the solution and add more

charge carriers. In the previous section the relaxation of a water / acetonitrile droplet

in a MD simulation was presented. The relaxation process gives a spherical shape,

which is expected as equilibrium state of the droplets. Additionally, solvent typical

behavior can be observed: The outer layer of the droplets consists mainly of acetoni-

trile molecules and larger water clusters can be found enclosed by the organic sol-

vent. Droplets of different chemical composition were simulated, to further validate

the choice of a classical MD simulation approach to investigate the dynamics of differ-

ent charged droplets. In the example of the acetonitrile and water droplet (cf. Figure

3.5) differences in polarization / permanent dipole moment of the molecules are re-

sponsible for the coordination of the molecules. For example, the partially negatively

charged N-atom in acetonitrile, is almost always directed toward the inner droplet, due

to the positive charges of the ions. In the same fashion the partial negatively charged

O-atom is coordinated by the charge of the ions. Typical solvent behavior can also

be observed, if the solvent is changed to methanol: In Figure 3.4 and Figure 3.5 two

droplets are shown after a relaxation simulation. One consists of methanol and water

(512 molecules each), the other of acetonitrile and water (again: 512 molecules each).

Both droplets are charged by 9 lithium ions. The droplets are shaped spherical, and the
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ions are placed randomly inside the solvent mixture.

Figure 3.4: Charged droplet after a relaxation simulation for a simulated time of 100 ps. The

droplet is a mixture of methanol / water droplet with lithium ions. It is shaped spherical, and the

ions (dark red) are enclosed by the solvents.

110



3 Simulation of charged droplets

Figure 3.5: Charged droplet after relaxation simulation for 100 ps. In this simulation a mixture

of acetonitrile and water droplet with lithium ions as charge carriers was investigated. Larger

clusters of water are placed within the droplet. The ions (dark red) are enclosed by the solvents.

The outer layer of the droplet consists almost entirely of acetonitrile molecules.

In Figure 3.4 and Figure 3.5 water molecules are colored pink, Methanol is colored

turquoise, Acetonitrile is colored blue. The lithium ions are colored dark red. At first

glance it appears as if the water / methanol droplet is mixed more uniformly whereas

the droplet with acetonitrile / water contains larger clusters of water. The surface layer

of the droplet seems to consist mainly of acetonitrile, as observable before in Figure 3.5.

To confirm this notion the partial radial distribution function of water and the organic

solvent is investigated.

111



3 Simulation of charged droplets

Figure 3.6: Partial radial distribution function of water and the respective organic solvent. The

radial distribution function of a pair of atoms between water and methanol is shown in blue,

the radial distribution function of a pair of atoms between water and acetonitrile is shown in

yellow. The methanol / water pair shows a much higher probability to exist at a lower separation

distance.

The radial distribution function 𝑔(𝑟) is the probability of an atom to occur in a specific

separation distance r between a defined pair of atoms. Figure 3.6 shows the partial ra-

dial distribution function of water and the respective organic solvent in the two droplets.

As analyzed particles pairs the O-atom of water and a specific atom in the organic sol-

vent (H-atom of the alcohol function in methanol and the N-atom in acetonitrile) were

selected. It shows a mean of the last ten timeframe of the simulated trajectory of the

relaxation simulations. For water / methanol, the partial radial distribution function

shows a pronounced maximum at around 2 Å: the pair has the highest probability to

exist at this separation distance. In contrast, the separation distance between water

and acetonitrile is larger in the other droplet, the first pronounced maximum is miss-

ing and the probability of the pair to exist is starting later, at around 3 Å. This again

supports the theory that methanol and water mix more evenly.
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Figure 3.7: Partial radial distribution function for an acetonitrile / water (yellow) and a

methanol / water droplet (blue). Here the pair separation distance between two water molecules

is analyzed. The water molecules in an acetonitrile / water and the methanol / water are at ex-

actly the same distance from each other.

The analysis of the coordination of water to other water molecules reveals a stark differ-

ence to the radial distribution between the solvent components (Figure 3.6 vs. Figure

3.7). The acetonitrile / water droplet and the methanol / water droplet exhibit nearly

identical RDFs for the water molecules in both droplets. The probability of the distance

of water molecules to each other seems to show no difference despite the change of

organic solvent as the other component. Different alcohols (ethanol and isopropanol)

show a very similar behavior in subsequent sets of simulations. These results for dif-

ferent mixtures are in accordance with the actual qualitative physical properties of

their solubility, specifically their polarity, the approach to investigate the dynamics of

charged droplets with the means of a commonly used MD code and force field seems

even more promising [56]. Acetonitrile is less polar than methanol, which can be de-

duced from the first coordination analysis (cf. Figure 3.6). The water molecules have
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a smaller distance to methanol than to acetonitrile. The geometries of the different

droplets after the relaxation were used as initial configurations for further simulations.

3.3.1.1 Analytes in simulated droplets

In the previous section mixing / solubility properties of two different solvent systems in

droplets were investigated. Since the calculations appear to reproduce qualitative ex-

perimental observations and expected behavior [56], subsequent MD simulations with

LAMMPS of more complex systems are performed. Lithium or ammonium in a united

atoms approach was chosen as charge carriers in the initial set of simulations. These

model systems are far from the actual conditions in ESI experiments where droplets

are charged by protons and charged analytes. In a second series of simulations which

attempt to model the droplets closer to reality, analyte molecules were constructed

and placed in the simulated droplets. Prior experimental work in our group investigated

diaminooctane and its behavior in ESI processes [97].
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Figure 3.8: Diaminooctane in a charged droplet simulation: The atoms are colored by partial

charges of the analyte. The highest positive charge is located on the farthest methyl-group

from the amine-function. The N-atom of the amine-function is partially negatively charged and

is facing away from the droplet center. The positively charged methyl-group is positioning itself

into the center of the droplet.

Acetonitrile and water were chosen as solvent system. Diaminooctane as analyte can

be present in its single or double charged state. To construct such a complex charged

molecule with moltemplate with the consideration of the selected force field, a simpli-

fication had to be made. As described before, single protons are not catalogued in the

force field, due to their different diffusion in contrast to other small ions. Other ions

mostly exhibit Brownian diffusion, whereas water is in addition subject to Grotthuss dif-

fusion [89]. This makes the mobility of protons 7 times higher than that of Na+ and 5

times higher than that of K+ and more difficult to describe them in a simple force field

[98]. However, the analyte can be constructed as a hybrid of different listed molecule

groups. In the case of diaminooctane: An uncharged amine and a charged amino acid.

The body of the molecule is taken from the amine and the charged end is built with

parameters from the charged amino acid. The sum of the partial charges of these atom
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types leads to a decimal number, which is obviously not representing physical reality.

But for the purpose of investigating the qualitative dynamic of the droplets interacting

with a larger charged molecule, simulations with a hypothetical proxy molecule were

deemed feasible. The singly charged proxy analyte molecule has a charge of +1.02,

which is rounded to 1 and the doubly charged has charge of +2.04, which is rounded

to 2. Figure 3.8 shows the analyte molecule within a simulation; the atoms of the an-

alyte are colored with a color map according to the partial charges of the molecule.

The positive charge is oriented towards the solvent molecules of the droplet, while the

blue marked N-atom is partially negatively charged. The net charge of the molecule

vanishes, the analyte is electrically neutral in total. The position and orientation of the

analyte molecule is similar to surfactants, which also orient themselves on the surface

of droplets similarly. The charged analyte was observed in a slightly bend and a linear

structure (cf. Figure 3.9), which is also typical behavior of charged long-chained hydro-

carbons and is therefore another indication, that MD simulations can produce realistic

results of physical and chemical properties. However, due to the repulsive forces of the

partial charges the linear structure is more common, which was investigated in more

detail in the work of C. Polaczek [97].

(a) Linear orientation (b) Bend orientation

Figure 3.9: Bend and linear structure for the doubly charged diaminooctane analog proxy

molecule. The analyte is colored according to the partial charges of the atoms (red = positive).

The solvent molecules are colored turquoise. The analyte can be seen to exist in both configu-

rations within the droplet, which is typical behavior for long-chained hydrocarbons.
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To compare the simulated droplets with simple atoms as charges and the simulated

droplet with the more realistic proxy analyte, the partial radial distribution functions

are shown in Figure 3.10.

Figure 3.10: Partial radial distribution function for lithium and diaminooctane proxy analyte:

g(r) for water and lithium ions is shown in blue, g(r) for water and diaminooctane is shown in

yellow. The analyzed pairs were chosen as the positively charged end of the diaminooctane

proxy and the O-atom in water and the distance between a lithium-atom and the O-atom in

water.

The partial radial distribution function of water to the positively charged end of di-

aminooctane is shown in yellow; the distribution function for lithium to water is plotted

in blue. Although the distributions have some visible differences, the maxima of the

water coordination to the respective ions occur at a similar separation distance of 2 Å

and 3 Å. This implies a similar mixing behavior of the ions and the water. These results

show, that even if a crude simplification of simply constructing charged analytes as ap-

proximate proxies from initially unrelated chemical groups in the force field, they exhibit

plausible behavior similar to simple charged particles. These simulations demonstrate
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that more realistic analytes can be simulated by LAMMPS. More simulations in this di-

rection seem promising for a future project. Particularly, thermometer ions and their

fragments are interesting systems for further modeling efforts.

3.3.2 Rayleigh Limit in MD simulation of charged droplets

The Rayleigh Limit is an important parameter defining the dynamic behavior of charged

droplets [35]. It determines the maximum number of charges a droplet can hold before

undergoing a so-called Coulomb explosion, which is assumed as the crucial factor for

droplet disintegration. As seen before, LAMMPS simulation results show physicochem-

ical properties of different solvent systems and analytes. Therefore, MD simulations

should also reproduce the Rayleigh Limit of charged droplets. In a work by Malevanets

et al., the shape of droplets was investigated with NAMD [99], a classical MD code which

is available free of charge for non-commercial applications. They observed the ejection

of charges from a water droplet in a string-like fashion. The charges, Na+ ions in their

case, did leave the droplet when the charges were near the surface. The phenomenon

was reproduced with LAMMPS: Figure 3.11 shows an example of such an ejection event.
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Figure 3.11: Ion ejection from water / methanol droplet. Solvents are colored gray, Ions col-

ored red and their radius is increased for better representation. A jet consisting of a few solvent

molecules forms and leaves the droplet with a charged particle. This behavior could be ob-

served in multiple simulation runs.

The solvent molecules of the droplet are shown in grey while the radii of the ions

(marked in red) were increased to improve visibility. A few solvent molecules are leav-

ing the surface of the droplet with a charged atom. This could be observed frequently

in different simulations of charged droplets. If an ion is near the surface of the droplet

for a few timesteps, the probability of a solvent jet leaving the droplet is significantly

higher. Malevanets et al. also investigated the overall shape of droplets, if the number

of charges is increased. Protrusions of solvents and ions can be observed on the sur-

face of the droplet. They performed the simulations with modified ions: The electrical

charge and the radius of a Na+ was increased [99]. This can be achieved by a simple
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force-field parameter modification. The result of these simulations was so-called “star-

shaped” droplets. The same protrusions are observable in LAMMPS simulations, notably

even without modification of the force field parameter of the ions. Only the number of

ions was increased, to reach a higher net charge closer to the Rayleigh Limit. Figure

3.12 shows a set of exemplary simulation results. The simulated droplets consist of

1000 water and 1000 methanol molecules and a varying number of charges. The uni-

fied (one particle) approximation of ammonium ions was chosen as charge carriers. The

number of protrusions forming the “points” of the star shape is increasing with higher

number of charges. The protrusions contain ions and solvent molecules. As observable

in Figure 3.12, the protrusions even form a regular structure around the droplet with the

highest number of charges. The phenomenon of the star-shaped droplets described in

Consta et al. and later in Malevanets et al. can be reproduced with LAMMPS and dif-

ferent ions [45, 99]. The droplets have a charge density near the Rayleigh Limit, which

increases their mobility and therefore the transmission in the MS systems becomes

even more likely. Also with ion ejections happening, the droplets remain charged and

thus detectable in the mass spectrum. LAMMPS, again, proves to be a capable tool to

investigate notions of the charged droplets seen in ESI experiments.
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(a) Droplet with 12 ions (b) Droplet with 27 ions

(c) Droplet with 64 ions

Figure 3.12: LAMMPS Simulation of a water / methanol droplet with increasing number of

charges. Top left: 12 ammonium ions. Top right: 27 ammonium ions. Bottom: 64 ammonium

ions. The droplets develop more protrusions with increasing net charge. The protrusions take a

specific, aranged shape around the droplet according to the number of charges.
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3.4 Internal energy transfer of simulated droplets

As discussed above, charged droplets are moving from the ion source to the entrance of

the mass spectrometer through the neutral background gas due to the applied electric

field. The collisions with the background gas particles potentially leads to a significant

increase in internal energy of the droplets, as collision energy can be transferred to the

droplets in inelastic collisions. In experiments this should lead to a higher evaporation

rate or even fragmentation of the analytes. In the following, the energy transfer to

the droplet was investigated with MD simulations to investigate how much the internal

energy is increased by an energetic collision, how long the molecules of the droplets

need to distribute the energy evenly within the droplet and if there is a limit for energy

uptake from collision projectiles.

3.4.1 Collisions with projectiles

As first step to answer those questions, single impactors or projectiles were examined.

In particular, argon was used as a projectile. Argon is also available in the OPLSAA

force field and could therefore readily be considered in a MD simulation in addition to

the droplet. The argon atom was placed in the simulation box and was initialized with a

pre-defined velocity vector. Its trajectory was aimed directly at the droplet. The reason

behind this approach was that the acceleration of droplets is not easily replicated due

to the limits of MD simulations. The kinetic energy of the droplets can easily reach

20 eV or more in MS instruments due to the applied electric acceleration. To give a

general overview of the dynamics of the charged droplets, they were investigated with

the following projectile approach. The initial timestep of an impact simulation is shown

in Figure 3.13. The argon projectile is oriented toward the droplet in x-direction. The

velocity of the projectile is set according to the intended collision energy.
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Figure 3.13: Acetonitrile / water droplet (turquoise) with argon projectile (red) in the initial

time frame of a collision simulation. The argon projectile is oriented towards the surface of the

droplet in x-direction. It will hit the droplet with a specific velocity according to the intended

collision energy.

Figure 3.14 shows four frames of the simulations after the collision. The particles are

colored according to their kinetic energy, which was calculated with the post processing

capabilities of OVITO. Blue was chosen for a low kinetic energy in contrast to red, which

symbolizes a higher kinetic energy. The projectiles radius was enhanced and the color

of it was changed to orange, to make it more visible throughout the trajectory. The first

timestep of the collision is shown in the upper left panel (Figure 3.14 a)). The droplet

is entirely colored blue, because the collision event did not happen. The projectile is

coming from the left side of picture. The first panel is followed by the frame in the

upper right panel, in which the projectile just collided with the surface of the droplet
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(Figure 3.14 b)). The impact leads to an energy transfer of the argon atom to the

molecules close to the impact size apparent by the change of the color. The next frame

is depicted in the lower left corner (Figure 3.14 c)). Some molecules are “sputtered”

off the droplet surface due to the collision and are leaving the collision site. In the next

frame, in the lower right panel, the energy is starting to distribute within the droplet

and the projectile is reflected of the surface of the droplet (Figure 3.14 d)). The number

of highly energetic particles in the frame is decreasing rapidly.

(a) (b)

(c) (d)

Figure 3.14: Collision event of argon projectile with a droplet. The particles are colored ac-

cording to their kinetic energy. A low kinetic energy is depicted in blue and high kinetic energy

in red. Immediately before the collision (upper left panel), only the argon projectile has high ki-

netic energy. Just after the collision, the molecules hit by the projectile see an energy increase,

visible by their now red color (upper right panel). The energy of the projectile is distributed

within the droplet or is leaving the droplet aggregate with sputtered molecules (bottom pan-

els).
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The visualization in Figure 3.14 show the behavior of the droplets during and after the

collision event. The rapidly lowering number of atoms with high kinetic energies indi-

cate a quick distribution of the energy within the droplet. To investigate this energy

redistribution further, the total energy of all molecules within the droplet is plotted

against the simulation time in Figure 3.15. The total energy is the sum of the potential

and kinetic energy and can be recorded by LAMMPS for every simulated timestep and

every atom. The collision event is clearly visible as energy step at approximately 50 ps

simulation time. The projectile of this simulation had a kinetic energy of 20 eV. This

energy is almost completely transferred to the droplet and immediately distributed.

This simulation was repeated for a different kinetic energy of the projectile. Figure 3.16

shows a simulation result with to 45 eV collision energy. However, the general obser-

vation is very similar to the simulated collision with 20 eV: The kinetic energy of the

projectile (45 eV) is again almost completely absorbed by the droplet.
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3 Simulation of charged droplets

Figure 3.15: Total energy, which is the sum of potential energy and kinetic energy of all par-

ticles within the simulated droplet, for a collision event with a kinetic energy of 20 eV. The

collision event happens at approximately 50 ps and is visible as strong energy step. The total

energy of the particle increases according to the kinetic energy of the projectile, indicating that

essentially the full collision energy is transferred to the droplet.
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Figure 3.16: Total energy of the particles for a collision event of one argon projectile with

an acetonitrile / water droplet. In this simulation the projectile had a kinetic energy of 45 eV.

The collision happens approximately at 50 ps. The total energy of the particles in the droplet

increases accordingly to the collision energy, demonstrating full energy transfer from the im-

pactor to the droplet.

This begs the question, if there is a limit of energy uptake the droplet can absorb before

it begins to behave differently, like disintegrate for example. In an attempt to assess

this, multiple, successive collision events were simulated. Argon projectiles from differ-

ent directions of the simulation box hit the droplet in one simulation run. Two runs are

shown in Figure 3.17. The light blue plot represents the simulation of projectiles with a

kinetic energy of 1 eV each. The droplet exhibits the same general behavior as before:

The energy is completely absorbed and distributed within the droplet. A second run is

shown in dark blue. The projectiles were initialized with a kinetic energy of 20 eV each.

The collisions are clearly discernible as steps in the development of the total energy.

The projectiles collided with the droplet 5 times. This leads to a total energy uptake

into the droplet of around 110 eV during the simulation. Surprisingly, the droplet did

not show any substantial change of behavior. It did not start to disintegrate or frag-
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ment and there is no significant decrease in energy transfer into the droplet by impacts

later in the simulation. To put this into perspective: Common electron impact ionization

(EI) experiments are done by 70 eV electron energies to ionize almost every molecular

analyte, which generally leads to fragmentation of most analytes [54].

Figure 3.17: Total energy of simulated methanol / water droplets with multiple, successive

collisions of argon atoms. The total energy increases according to the kinetic energy of the

different projectiles. In light blue the total energy for 6 collision events with a kinetic energy

of 1 eV is shown. The individual collisions are not discernible due to the comparably strong

numerical fluctuations of the total energy but the general transfer of collision energy into the

droplet is visible. In dark blue, the kinetic energy of the projectiles was increased to 20 eV. In

this case, the five individual collisions are clearly visible. In this simulation one of the projectiles

was inaccurately initialized so that it did not hit the droplet, resulting in the missing increase at

around 50 ps.

This simulation was repeated with a different projectile to assess if this is a phenomenon

specific to the structure of the projectile. However, the energy transfer of ammonium

ions (in a united atoms model) as projectiles occurs in the same fashion. This is shown

in Figure 3.18. The projectiles had a kinetic energy of 9.3 eV each, which is entirely
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transferred to the droplet by the collision events also. After all collision events, the

droplet had an energy uptake of 70 eV in total.

Figure 3.18: Total energy of multiple, successive collision events of NH +
4 with a methanol /

water droplet. The projectiles had a kinetic energy of 9.3 eV each. The total energy in the

droplet, again, increases according to a transfer of the collision energy into the droplet.

The presented simulations are evidence for the high stability of the droplets when they

are colliding with single or multiple particles. They do not disintegrate, even after multi-

ple collisions. The distribution of the kinetic energy into the internal degrees of freedom

of the droplet happen very quickly after the impact. As described, a disintegration of

the droplet is not observable in the collision simulations. However, the collision event

influences the droplets behavior in other ways. Figure 3.19 shows a droplet before and

after a collision with a projectile of 45 eV kinetic energy. The point of view is not changed

between the two frames, and a translation of the droplet is clearly visible: The droplet

is moving to the right approximately 33 Å. In the figure, the atoms of the droplet are

colored by their particle IDs, essentially just a running index for the individual parti-

cles. This shows that the droplet does not only move, but also rotates clockwise due
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to the impulse transfer from the collision. Additionally, the molecules in the droplet

appear to be packed more tightly in the last frame. This was investigated further by a

coordination analysis with a radial distribution function.

(a) (b)

Figure 3.19: Droplet moving after the collision with a projectile with a kinetic energy of 45 eV:

The droplet particles are colored according to their particle ID. The viewing perspective between

the first frame (left) and the last frame (right) is not changed, which shows the translation and

rotation of the droplet.

To recall, the partial radial distribution function provides information on the probability

to find a certain pair in a specific distance. Figure 3.20 shows the partial radial distri-

bution for the distances between the ions in the droplet for the first (light blue) and the

last frame (dark blue). The radial distribution function was smoothed by an envelope

function as the small number of ions produce a scarce signal otherwise. The pair sep-

aration distance between ions is decreasing from 6 Å to 4 Å after the collision event:

The ions are positioned closer to each other. This could lead to an increase in repulsive

forces and contribution to the total energy increase after the collision event.
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3 Simulation of charged droplets

Figure 3.20: Partial radial distribution function of the ion-ion-distance before and after the

collision for the methanol / water droplet. The first frame of the simulation is shown in light blue

and shows a maximum at around 6 Å. The last frame is shown in dark blue. A new maximum is

visible at around 4 Å. The distance between the ions decreases after the collision event transfers

energy onto the droplet.

As expected, this phenomenon can also be reproduced for a droplet with a different

solvent system (cf. Figure 3.21). Here, an acetonitrile / water droplet was analyzed

with the same method as explained above. The ions are positioned closer to each other

after the collision event in this simulation run also. They move from 7 Å to 5 Å.
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3 Simulation of charged droplets

Figure 3.21: Partial radial distribution analysis of the ion-ion-distance before and after the

collision of ammonium (modeled as unified particle) with the acetonitrile / water droplet. Again,

the distance between the ions is decreasing after the collision event (light purple lines).

Although the simulated collision events did not lead to disintegration of the droplets,

they influence the behavior of the droplets significantly. A single projectile increases

the internal temperature of the droplet. It rotates due to the impulse transfer during

the event and successive translation, and it even influences the distance between the

molecules within the droplet as the coordination analysis showed.

3.4.2 Relaxation time estimation

By simulating multiple collision events, it became clearer how the energy of a collision

with a projectile is distributed and how stable the droplets are. Still, the relaxation time

of the droplet in which the collision energy is fully distributed over all particles in the

droplet is still unknown. This is an important parameter to assess the kinetics of the

effective temperature increase in the droplet due to collisions. The relaxation time of

the droplets can be estimated by single collision event simulations: The droplet is cut
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in two halves by their positions: One half is facing towards the impact site and the

other is oriented away from it. As mentioned above, LAMMPS can record energies for

every simulated particle and every timestep. The kinetic energies during the collision

event can now be analyzed for the two halves separately. Obviously, the half facing

towards the projectile should exhibit a sudden increase in total energy first. The kinetic

energy of the half oriented away from the collision center can only increase due to the

distribution of the collision energy by the interactions of droplet particles with each

other. Figure 3.22 illustrates this simulation approach, where the separation of the

droplet in two halves is indicated by the different colors of the simulated particles.

Figure 3.22: Representation of a simulated droplet to show how the molecules of the droplet

were segmented to allow the estimation of the relaxation time. The projectile is facing the

”towards half” (green). The “away half” is shown in purple. The energy of the projectile is

considered to be fully distributed over the droplet, when the mean kinetic energy of the two

halves have converged to the same value.

The green half is directed towards the projectile and is called “towards half” in the

following. The purple half is considered the “away half”. The estimated relaxation time

of the droplets is defined as the time the collision energy is distributed to the upper
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half of the droplet, which is facing away from the collision site. The energies of the two

halves converges to a similar value over time which indicates a full distribution. Figure

3.23 depicts the mean kinetic energy of the particles of the droplet over the simulated

time. The droplet in consideration is comprised of 440 water, 334 acetonitrile and 7

lithium ions. This leads to a m/z 3090, which is similar to actual droplet signatures

observed in the Bruker ion trap. As explained above, the colliding particle is initialized

with a velocity according to 20 eV kinetic energy. It collides with the droplet at around

50 ps. The energy of the lower half (dark green) increases with a steep step in the

same fashion as shown before. Obviously, the mean kinetic energy of the upper half

(light green) does not show a sudden energy step. It rather increases slowly until it

converges with the mean kinetic energy of the lower half. This leads to a relaxation

time of approximately 25 ps for this collision event. To put this timescale in perspective:

Picoseconds is the range for hundreds of vibrations of a molecules. A vibration for a

small molecule like HCl is reported as 8.95 × 1013 Hz, which is roughly 0.01 ps [100].

Therefore, the simulation results indicate that single collision events with high kinetic

energies are distributed within approximately 100 vibrations of the molecules of the

droplet, which is still considerably fast.
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Figure 3.23: Relaxation time estimation for an acetonitrile / water droplet. The projectile had

a kinetic energy of 20 eV and hits the droplet at 50 ps. The average kinetic energy of the droplet

molecules is plotted against the simulated in ps. The average kinetic energy of the two halves

converges after approximately 25 ps.

Figure 3.24 shows the same analysis of energy as shown above, but it includes the

mean potential energy (upper right) and the sum of the kinetic and the potential en-

ergy (bottom). The potential energy does not show the collision with the projectile and

is therefore not useful for relaxation time estimation. This is not surprising, as the pro-

jectile only experiences a kinetic energy increase in the simulation run, which is then

transferred to the droplet. To ensure that the calculation and estimation is still correct,

the mean kinetic and mean potential energy for both halves is summed and depicted as

well. It shows a similar energy trajectory as shown for the previous collision simulations

of the total energy (cf. Figure 3.15). The total energy does not show the energy drift

at the beginning of the simulation. The mean kinetic energy shows such a drift up until

the projectile hits the droplet (around 50 ps of simulated time). The reason behind this

drift at the beginning of the simulation is still unclear, but it seems to be an artifact of

the droplet cut in half as the potential energy halves show this drift also.
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Figure 3.24: Depiction of kinetic, potential, and total energy of the same droplet. The potential

energy cannot be used for this analyzation as the collision with the projectile cannot be seen as

an increase in the potential energy.

If the kinetic energy of the projectile is increased to 45 eV) the apex at the collision

event is sharper than before (cf. Figure 3.25). Again, the mean kinetic energies of

the two halves converge after approximately 25 ps, although it fluctuates slightly after

the collision. The relaxation time does not increase with higher kinetic energy of the

projectile. Even this high kinetic energy brought by the projectile can be distributed

within hundreds or thousands of molecular vibrations.
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Figure 3.25: Relaxation time estimation for an acetonitrile / water droplet. The projectile had

a kinetic energy of 45 eV and hits the droplet at 50 ps. The average kinetic energy of the droplet

molecules is plotted against the simulated time in ps. The average kinetic energy of the two

halves converges after 25 ps, but the mean kinetic energy of the half which is directed away

from the collision fluctuates heavier than seen before (cf. Figure 3.23).

This estimation was repeated for larger droplets. A collision with a droplet with a m/z of

4642, consisting of 827 water, 655 acetonitrile and 9 ammonium ions, was simulated.

The overall shape of the time dependent average kinetic energies of the two halves

appears nearly identical to the simulation results with smaller droplets (cf. Figure 3.26).

However, the relaxation time is longer. The average kinetic energies of the droplet seg-

ments converge 50 ps after the collision event. The transport of the energy by collision

requires a longer time due to the larger average distances within the droplet the energy

has to be transferred over. Still, the order of magnitude for the relaxation time is in the

same range as of hundreds of molecular vibrations.
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Figure 3.26: Relaxation time estimation for a larger acetonitrile / water droplet. The projectile

had a kinetic energy of 20 eV and hits the droplet at 50 ps. The mean kinetic energy of the two

halves converges after approximately 50 ps.

The kinetic energy of the projectile was increased to 45 eV in a second collision simula-

tion of the larger droplet. Figure 3.27 depicts the mean kinetic energies for the droplet

segments in this simulation run. Again, the mean kinetic energy of the two halves con-

verges. However, the relaxation time increases to 150 ps (at 200 ps simulated time).

The droplet needs longer to distribute the energy fully on all particles. It seems as if

the half that is directed away from the collision even exhibits a slight energy drift at the

end of the simulation.
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Figure 3.27: Relaxation time estimation for the larger acetonitrile / water droplet. The pro-

jectile had a kinetic energy of 45 eV and hits the droplets at 50 ps. The kinetic energy of the

projectile is distributed at the end of the simulation run. Approximately after 150 ps (200 ps sim-

ulated time) the energy of the two halves converges. The half directed away from the collision

shows a slight energy drift at the end of the simulation.

A droplet with a m/z 4679 consisting of 889 water, 961 methanol and 10 ammonium

ions was simulated to further investigate the dependency of the general relaxation be-

havior on the chemical composition of the droplets. Due to the structural differences of

the solvent molecules, the distribution of the energy due to intermolecular interaction

within the droplet could be different. However, the relaxation time estimation for the

methanol droplet leads to the same general conclusion as before (cf. Figure 3.28): With

a projectile which has a kinetic energy of 20 eV, the kinetic energy is fully distributed

within 50 ps after the collision event. This is, again, a very short time frame in compar-

ison to the collision frequency between droplets and neutral background gas particles

for example.
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Figure 3.28: Relaxation time estimation for a methanol / water droplet: The projectile had

a kinetic energy of 20 eV and hits the droplet at 50 ps. After 50 ps the kinetic energy of the

projectile is fully distributed.

The kinetic energy of the projectile was also increased to 45 eV in a second simulation

run. Similarly, to the results of the acetonitrile / water droplet, the mean kinetic ener-

gies of the two halves are converging after 100 ps (cf. Figure 3.29). The droplet needs

a longer time to fully distribute the energy of the collision (cf. Figure 3.28).
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Figure 3.29: Relaxation time estimation for a methanol / water droplet: The projectile had a

kinetic energy of 45 eV and hits the droplet at 50 ps. The increased kinetic energy of the projec-

tile is fully distributed at the end of the simulation run. The relaxation time can be estimated at

100 ps (150 ps simulated time).

The small relaxation time for the droplets indicates a reason for their high stability.

The droplet only needs a short time frame to distribute the energy of a collision fully.

Even with higher collision energies, the droplet is able to distribute the energy within

roughly 100 ps. As the relaxation time frame is estimated as this short interval, actual

collisions of droplets with the background gas particles, which typically occur with a

significantly lower collision frequency at the reduced pressures in MS vacuum stages,

can be considered as a heating process of the charged droplets. The particles in the

droplet are able to relax between two collision and the energy is evenly distributed.

The droplets are therefore able to take up a large amount of energy due to the even

distribution of the energy on many internal degrees of freedom.
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3.4.3 Disintegration due to collisions

As described above, the simulated charged droplets generally exhibit a substantial sta-

bility: The relaxation time of a single impactor is estimated in picosecond range and

the droplets stays intact as particle aggregates and even keep their overall shape. This

leads to the question on how much energy through collision the droplets can accumu-

late before they begin to disintegrate and how the structure and coordination of the

droplet is influenced right before the disintegration. The methanol / water droplet de-

scribed before with a m/z 4679 was again taken to investigate this aspect. The droplet

was simulated to collide with 100 argon projectiles with approximately 1 eV each. The

projectiles were initialized with a specific force (0.1 (kcal/mol)/Å) randomly around the

droplet. The collision energy of the projectile was estimated by the farthest possible

distance to the droplet with the equation [100]:

𝑊 = 𝐹 · 𝑠 (3.1)

With 𝑊 = work, 𝐹 = force and 𝑠 = distance. The longest possible distance to the

droplet is the border of the simulation box. The border is approximately 250 Å from

the droplet positioned. With this calculation the maximum value of the collision energy

can be estimated. To ensure collisions between the projectiles and the droplet, they

are constantly dragged into the center of mass of the droplet during the simulation.

This means, that a collision with molecules of the droplet leads to no reflection off of

the surface, as it was the case in the simulations shown before, but they are dragged

even further into the droplet. The purpose of this simulation setup was to give a first

rough limit of energy accumulation and a certain disintegration. The result in terms of

total energy is shown in Figure 3.30. The total energy accumulation is 600 eV. This is

due to the fact that the projectiles are forced into the droplet and are not reflected off

the surface. Again, a collision did not follow physical conditions: The projectiles were

simply forced further into the droplet even if they collided with another molecule.
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Figure 3.30: Total energy accumulation for 100 collisions with argon projectiles dragged into

the center of mass of a methanol / water droplet. The droplet starts to lose shape at the end of

the simulation run (100 ps).

The droplet begins to lose shape at the end of the simulation at around 105 ps. This

is shown in Figure 3.31. The droplet is colored according to a cluster ID, which is as-

signed by a cluster analysis done with OVITO. It defines clusters in terms of molecular

aggregates by the distance between particles in the clusters. In the following results

the search radius for the cluster segmentation was set to 10 Å. The largest cluster is

colored in green. In the last frame of the simulation, which is shown in Figure 3.31, the

droplet can be considered as still intact by its visual appearance. Only a few molecules

have detached from its surface and are therefore identified as individual clusters by

the cluster analysis. This is surprising considering the substantial increase in the total

energy visible in Figure 3.30.
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Figure 3.31: Droplet at the end of the simulation after collision of 100 projectiles with a kinetic

energy of approximately 1 eV. towards the center of mass of the acetonitrile / water droplet.

Despite the substantial total energy accumulation of 600 eV, the droplet is just starting to disin-

tegrate.

In contrast, full disintegration of simulated droplets can be observed in subsequent sim-

ulation runs, if the kinetic energy of the colliding projectiles is increased as presented in

Figure 3.32. Cluster analysis was repeated for these simulation runs also; the identified

clusters are colored according to their cluster IDs in Figure 3.32. An interesting pat-

tern of fragmentation into different sized clusters becomes apparent: The droplet does

break apart in a whole spectrum of different sized clusters also including very small

clusters and even single molecules but does not disintegrate into single molecules ex-

clusively.
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(a) (b)

Figure 3.32: Droplets after 100 projectiles with higher kinetic energies are dragged into the

center of mass of the acetonitrile / water droplet. Left: 5 eV projectile energy, right: 10 eV

projectile energy.

Figure 3.33 shows the total energy accumulation in the acetonitrile / water droplet after

multiple collisions with projectiles with different kinetic energies. Although the sim-

ulations with high kinetic energy terminated early due to a numerical error in which

a pair of atoms is distancing themselves too much between two timesteps, the energy

accumulation for the disintegration simulations exhibit similar general behavior. The in-

teractions between a pair of atoms are accounted for in a so-called neighbor list, which

is missing an entry, if this error occurs. The simulation is immediately stopped. The

simulation runs considering projectiles with higher kinetic energies show steep steps in

the total energy. These are occurring when the droplet breaks apart into larger frag-

ments. As mentioned above, this breakup is visible in Figure 3.32: In both renderings

clearly show a larger cluster (in pink) which was formed by the droplet fragmenting in

larger pieces.
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Figure 3.33: Comparison of the total energy after different projectiles are dragged into the

center of mass of the droplet. The simulation run in dark purple shows the collision with the

lowest kinetic energy. The droplet is nearly intact after the run ends. If the kinetic energy

of the projectiles is increased, the droplets disintegrate due to the accumulated energy. The

simulation runs with 5 and 10 eV terminate early, due to a numerical error in which the atoms

are moving unphysical between two timesteps.

The disintegration simulations lead to the question if the fragmentation of the droplets

is occurring in specific reproducible pattern. If a specific pattern arises due to the en-

ergy accumulation and fragmentation, the clusters can be categorized and further an-

alyzed.
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3.5 Droplet fragmentation

As demonstrated by the collision simulations, with a certain amount of energy accu-

mulated into the droplets they begin to fragment into molecular clusters. The colli-

sion frequency is much smaller than the estimated relaxation time (cf. Figure 3.23),

which leads to the suggestion that collisions with the particles is leading to a heating of

the droplet. To mimic the energy accumulation from collisions, an external numerical

thermostat was applied to the simulated droplets which heats them up with a spe-

cific heating rate. The first results with this simulation setup were promising: different

temperatures applied on the molecules of the droplet lead to variations to the cluster

patterns.

3.5.1 External heating: Relaxation and rescale

In the simulations presented before, projectiles transferred energy to the droplet

through collisions. Writing the simulation input for the collision simulation becomes

tedious if multiple projectiles are used. In the collision simulations leading to com-

plete disintegration of the droplets, the numerical instabilities in the simulation with

fully fragmented droplets made it difficult to compare long simulation runs. A simpler

method would be to describe the accumulation the molecules of the droplets without

the simulation of individual collisions with external particles. This can be achieved by a

numerical thermostat: It increases the velocities of the atoms contained in the droplet

by a certain amount corresponding to a defined temperature the particle ensemble

should exhibit as a whole. This was done in linear temperature ramps for different end

temperatures: 400 K, 600 K, 800 K and 1000 K starting from 300 K each for simulations

of 150 ps total simulated time. The temperature increase induces the fragmentation

process of the droplets. The fragmentation pattern is analyzed by a cluster analysis as

described above performed with OVITO. The droplet consisted of 440 water, 334 ace-

tonitrile molecules and 7 charges (Li ions). Figure 3.34 shows the number of identified

clusters over the simulated time for the different heating rates. The cutoff radius for

the cluster analysis was 10 Å again. Molecules found within this specified search ra-

dius of each other are considered a cluster. Obviously, the droplet is considered to be

one large cluster initially. By applying the thermostat, the droplet begins to fragment,
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and the number of clusters increases at higher temperatures. The fragmentation pro-

cess begins with small molecules leaving the droplet. After a certain temperature is

reached, the droplet breaks apart in larger fragments. This temperature is estimated

around 500 K. This behavior was visible in different trajectories of the droplets. In ad-

dition, the steps shown in Figure 3.35 were roughly at 500 K. The pronounced steps

visible in this diagram are discussed in detail in the following. That is the reason why

the fragmentation process for the heating ramp to 400 K only entails single molecules

leaving the droplet.

Figure 3.34: Analysis of the number of clusters of an acetonitrile / water droplet with 800

molecules in total for different heat ramp simulations. The darkest color is the lowest end

temperature of the heat ramp (400 K). The droplet starts to disintegrate into larger fragments

at 500 K.

That the droplet is breaking apart in large fragments and does not “evaporate”

molecule by molecule becomes apparent by analyzing the number of molecules in the

largest cluster (cf. Figure 3.35). As described above, when a certain temperature is

reached (around 500 K) the droplet exhibits a fragmentation process into large frag-

ments. This becomes visible in Figure 3.35: A large step is observable in the largest
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cluster size with a heating ramp to 600 K. This rapid change of the molecule number

in the largest cluster is the consequence of a larger fragment leaving the main droplet

which is essentially a breakup of the main droplet in to at least two fragments. These

characteristic large steps in the size of the largest cluster are visible for all heating

ramps above 500 K.

Figure 3.35: Analysis of the number of molecules within the largest cluster for an acetonitrile /

water droplet. Again, the darkest color shows the simulation run for the lowest end temperature

(400 K). The large steps visible in the plot show the disintegration of the droplet into large

fragments as the number of molecules is drastically changing.

Figure 3.36 shows a visualization of the fragmentation process of the droplet for the

heating to 600 K. The largest cluster is colored in green. On the left side the droplet

is shown before it breaks apart. Notably, the droplet already has almost split into two

mass centers which are still connected by a comparably thin filament. In the right

panel, the split is complete. The fragment leaving the main droplet is colored pink.

However, the two cluster are nearly the same size, therefore the process is essentially

a breakup in two halves. Such events occur frequently with heating ramps set to high

temperatures.
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(a) (b)

Figure 3.36: Visualization of a typical droplet split event of an acetonitrile / water droplet (440

water, 334 acetonitrile molecules, 7 charges, m/z 3095) droplet. Left: The droplet immediately

before breaking apart (timestep: 108 ps), right: The droplet fragmented in two larger cluster

(timestep: 111 ps).

The simulation droplet fragmentation with linear heat ramps with a thermostat was

done for different droplets to investigate chemical effects on this process. The organic

solvent was changed and the ratio of water and organic solvents was varied as well. The

overall results were very similar: If the droplet is heated up with an external thermostat,

specific fragmentation patterns appear. As expected, the composition of the droplet has

an influence on these patterns.

3.5.2 Simulated mass spectra from cluster patterns

As explained above, the different heating ramps and compositions of the droplet lead to

specific fragmentation patterns that can be investigated further. The heating ramp sim-

ulations were repeated multiple times to analyze the fragment clusters statistically. The

appearing fragments can be categorized: fragments containing charges and uncharged

fragments. The charged neutral fragment clusters were not considered in detail, as

they would not appear in a mass spectrum and can therefore not be compared with

experiments on a mass spectrometer. In contrast, a histogram of the fragments con-

taining charges represents is essentially a simulated fragment mass spectrum. Since

the individual simulation runs for such an analysis have to be independent from each
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other, the velocity distribution of the molecules was initiated with different random

seeds. The heating ramp simulation to 400 K for the droplet consisting of water / ace-

tonitrile and lithium charges (440 water, 334 acetonitrile molecules, 7 charges, m/z

3095) was repeated for 100 simulation runs. The last frame of each simulation run was

analyzed with the cluster analysis tool from OVITO as described above. The number

of clusters were counted and categorized by the calculated m/z of the clusters. Fig-

ure 3.37 shows the resulting histogram / simulated mass spectrum. Interesting to note

is that a double peak structure at m/z 2500 is visible which was also the case in the

experiments with acetonitrile as solvent.

Figure 3.37: Simulated mass spectrum derived from a cluster analysis of the last frames heat-

ing ramp simulation. End point of the heating ramp of the acetonitrile / water droplet was 400 K.

The MD simulation was repeated 100 times to increase the statistical sample size for the anal-

ysis of the cluster pattern.

If a mass spectrum from the Bruker amaZon QIT is compared to the simulated one the

surprising similarities of the double peak structure become apparent. The mass spectra

shown in Figure 3.38 share the same x-axis. Although the double peak structure in
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the simulated spectra is much broader, the overall appearance is similar: The main

intensity is at the double peak structure in the simulation and the experiment. At lower

and higher masses only small peaks are visible.

Figure 3.38: Comparison of simulated (top) and experimental (bottom) mass spectrum. The

spectra share the same m/z-axis. The solvent system was acetonitrile and water. The double

peak structure at 2500 is visible in both spectra, although it is broader in the simulated spec-

trum.

The described simulation approach was repeated for methanol as solvent. The sim-

ulated droplet consisted of 512 methanol molecules, 512 water molecules with 9 Li

charge carriers, the resulting m/z was 2218. The results are shown in Figure 3.39. It

shows the statistically analysis of the methanol / water droplet heating ramp simula-

tion for 400 K. Again, a pronounced double peak structure appears, though it is shifted

slightly to smaller m/z. In the low m/z range, around m/z 500, a significantly larger num-

ber of fragment signals as the acetonitrile / water droplets exhibited can be observed.
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Figure 3.39: Simulated mass spectrum derived from a cluster analysis of the last frames of

heating ramp simulations. End point of the heating ramp of the methanol / water droplet was

400 K. The simulation was repeated 100 times to increase the statistical sample size for the

analysis of the cluster pattern.

Figure 3.40 shows a comparison of the heating ramp simulation with the results of

an experiment with methanol as a solvent. Some similarities between the two mass

spectra can be observed. Although a strong pronounced double peak structure around

the isolation window cannot be observed in the experiments, the main intensity can

again be found at the isolation window of m/z 2500. However, in comparison to the

spectra of the acetonitrile / water system (cf. Figure 3.37), the left side of the isolated

peak is shifted slightly below the isolation window. This is reflected in the simulated

mass spectrum. The main intensity of the double peak structure in the simulations is

appearing below m/z 2500.
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Figure 3.40: Comparison of simulated (top) and experimental (bottom) mass spectrum. The

spectra share the m/z x-axis. The solvent system was methanol and water. Again, a pronounced

double peak structure is visible in the simulated mass spectrum while a narrower peak structure

can be observed in the experimental mass spectrum.

The similarities between the simulated and the experimental mass spectra are surpris-

ing, as the droplet composition and ending temperatures of the heating ramps were

chosen arbitrarily. Even the distribution of intensities in the double peak structure (cf.

Figure 3.38) is similar in the simulation and the experiment. This is encouraging evi-

dence that MD simulations are actually able to reproduce the conditions found in a real

mass spectrometer. If the end temperature of the heating ramp is increased, the sim-

ulated mass spectra lose their double peak structure and the increased fragmentation

of the droplets becomes apparent: If the droplet is heated up to 600 K, the observed

charged fragments are much smaller. This is reflected in the simulated mass spectrum

shown in Figure 3.41. The intensity maximum of the simulated mass spectrum is around

m/z 500 for the acetonitrile / water system with a second local maximum around m/z

1700.
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Figure 3.41: Simulated mass spectrum derived from a cluster analysis of the last frame of a

heating ramp simulation. End point of the heating ramp of the methanol / water droplet was

600 K. The simulation was repeated 100 times to to increase the statistical sample size for the

analysis of the cluster pattern.

The temperature was increased even more in another set of simulations. In Figure 3.42

the maximum of number of clusters is found at even lower m/z for a simulation with an

end temperature of 800 K. The obvious reason is that the droplet is fragmenting more

rapidly with smaller resulting fragments. The simulated mass spectra for the higher

ending temperatures show drastic differences to the experimental mass spectra, which

leads to the idea that the simulation of the heating ramp of 400 K represents the reality

of ESI experiments more closely.
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Figure 3.42: Simulated mass spectrum derived from a cluster analysis of the last frame of a

heating ramp simulation. End point of the heating ramp of the methanol / water droplet was

800 K. The simulation was repeated 100 times to increase the statistical sample size for the

analysis of the cluster pattern.

This underlines the surprising results of the comparison between the heating ramp sim-

ulations to 400 K and the experimental data: The simulated mass spectra show qualita-

tive similarities compared to the experiments.
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3.6 Mobility calculations

The MD simulations gave deeper insight into charged droplets, their structure, stability

and fragmentation dynamics. As the experiments show, the droplets enter the MS vac-

uum stages regardless of counter measurements, like drying gas or the declustering

potential. The aspiration of droplets is understandable if they have a similar mobility as

a simple clustered analyte or larger molecules like the steroid mentioned before in sec-

tion 1.3. Simple mobility calculations give a first estimation of the mobility of charged

droplets and allow to assess if these aggregates are likely penetrating the vacuum

regions of the MS instruments. For this, some results of the aforementioned MD simu-

lations were used as an estimation of size and charge density of the charged droplets

as these parameters are necessary input information for mobility calculations. Consid-

ering that the MD simulations led to surprising comparability between experiments and

simulations, the use of these parameters seem like a promising approach. As the ions

are moving through the background gas, their transport is directed by external forces

like the applied electric field and gas flows and their electric mobility and molecular

diffusion. Additionally, the ion-dipole, ion-induced dipole and quadrupolar moment in-

teractions influences the empirical mobility of ions [36]. As the mobility is dependent

on the interactions of the ion with the background gas, the choice of an appropriate

collision model is important. A common and comparably simple approach is the hard-

sphere collision model, in which the colliding particles are considered as impenetrable

spheres which are reflected upon collision with no additional interaction potential [36].

In other models the interactions between colliding particles are calculated with addi-

tional potentials like the 12,6-Lennard-Jones-potential. IMoS (Ion Mobility Software) is

one of multiple codes available to calculate mobility and collision cross sections of ions

[101–104]. The collision model can be freely chosen in IMoS, depending on the de-

sired accuracy and computational costs. IMoS calculates the ion mobility from modeled

collision cross sections with the Mason-Schamp equation [101, 104, 105].

3.6.1 IMoS calculations of charged droplets

IMoS calculation results are important information, as they could contribute to the un-

derstanding why charged droplets from ESI are penetrating deeply into mass spec-
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trometer vacuum stages. As first validation of the general approach, the collision cross

section (CCS) calculated by IMoS for different droplets is compared to the simple ge-

ometrical cross section of the individual droplet. The geometrical cross section for a

collision of a pair of gas particles is defined as [100]:

𝜎 = 𝜋(𝑑2), 𝑑 =
1

2
(𝑑𝑎 + 𝑑𝑏) (3.2)

With 𝜎 as the cross section and 𝑑𝑎 as the diameter of molecule 𝑎 and 𝑑𝑏 as diameter of

molecule 𝑏. Since in a collision of a droplet with the background gas, the diameter of

the background gas particle (molecule 𝑎) is magnitudes smaller than the diameter of

the droplet (molecule 𝑏), the background gas particle diameter (molecule 𝑎) becomes

insignificant and can be left out of the calculation. Thus, only the radius of the droplet

matters for the geometrical collision cross section. The calculations with IMoS were

done for two droplets, which were simulated with LAMMPS in advance to determine the

geometrical structure of the droplets. The particle coordinates of the relaxed droplet

(discussed in section 3.3) can be used as input for the cross section (CCS) calcula-

tions. From the different approaches IMoS offers, a trajectory method was selected to

calculate the CCS, in which the interactions of the background gas and collision gas

(N2) were accommodated with additional 12,6-Lennard-Jones-potentials. The interac-

tion potentials for all possible pairs of atoms are listed in an additional database file

of the IMoS package, which defines essentially a special purpose classical force field.

Figure 3.43 shows exemplary collisions of the neutral background gas, nitrogen in this

case, with the droplet simulated with the trajectory method. The gas particles are not

simply reflected: The trajectories of the gas particles are influenced by the assumed

Lennard-Jones and ion-induced potential for the different atom types. The potential is

described by the following equation [106]:

Φ(𝑥, 𝑦, 𝑧) = 4𝜖
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(3.3)

The distance between a gas molecule and an atom is given by 𝑟𝑖 = 𝑥, 𝑦, 𝑧. 𝛼 describes

the polarizability which dictates the ion-induced potential. 𝜖 and 𝜎 are the Lennard-

Jones parameters, which are in accordance with the well-depth of the potential.
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Figure 3.43: Schematic representation of the collision model used in IMoS: The approaching

colliding neutral background gas particles (in violet) are not simply reflected off of the surface by

specular reflections but result from inter molecular interaction potentials defined by a classical

force field.

At first, a droplet consisting of 440 water and 334 acetonitrile molecules and charged

with 7 lithium ions was investigated. This gives a total mass of 21 663 u and m/z 3095.

The CCS calculated by IMoS for this droplet equates to 3416 Å2. The geometrical cross

section calculated by the radius of the droplet, assuming it has a perfect spherical

shape, equates to 2114 Å2. For this geometrical assumption the diameter in all three

directions was averaged, as the droplet has a slightly larger extent in the x-direction.

This calculation was repeated for another droplet: Here, a larger acetonitrile / water
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droplet was investigated. It contained 827 water molecules, 655 acetonitrile molecules

and 9 ammonium-ions as charges. The mass of this droplets is 41 903 u, divided by the

number of charges this equates to m/z 4656. With IMoS the CCS equates to 5907 Å2.

Again, the geometrical cross section was also calculated by the averaged diameter of

the droplet. This equates to a cross section of 2903 Å2. The results are collected in

Table 3.1. The collision cross sections calculated by IMoS are substantially larger than

the geometrically estimated cross sections. This underlines the requirement for the

usage of approaches like the trajectory method to get realistic CCS values. It could be

assumed that in the realm of the ESI droplets, which are rather large in comparison to

simple analytes, the simple estimation is efficient enough. However, the CCS would be

substantially underestimated. The reason behind the higher CCS calculated by IMoS

could be the influence of the charges in the droplet. They are not shielded and affect

the interaction potential of the droplet, and thus enlarge the effective collision surface.

Table 3.1: Cross section calculations for two droplets

CCS by IMoS Simple cross section equation

Droplet with m/z 3095 3416 Å2 2114 Å2

Droplet with m/z 4656 5907 Å2 2903 Å2

IMoS also calculates the mobility from the determined CCS with the Mason-Schamp

equation [36, 105]:

𝐾 =
3

16

𝑞

𝑁

(
2𝜋

𝜇𝑘𝑇eff

)1/2
1

𝜎
(3.4)

With 𝐾 as the mobility, 𝑞 is the charge of the ion, 𝑁 is the density of the background

gas, 𝑘 the Boltzmann constant, 𝑇eff is the ambient temperature and 𝜎 the collision

cross section. Ambient temperature (304 K) was set as background temperature in the

software for both droplets. The reduced mobility is calculated as discussed in section

1.3. The results are given in Table 3.2. The mobility and reduced mobility for the

smaller droplet is slightly higher than the values for the larger droplet. A higher mobility

equates to a higher drift velocity through the background gas in an applied electric field.

Reduced mobilities in the range of 0.53-3.37 cm2/Vs are tabled for ambient pressure by

Shumate et al. for a variety of small molecular analytes like alcohols, amino acids and

larger aromatic systems [38]. The mobilities calculated for the droplets are in the same
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order of magnitude.

Table 3.2: Mobility calculation done with IMoS tabled for two droplets

Mobility by IMoS Reduced mobility 𝐾0

Droplet with m/z 3090 0.46 cm2/Vs 0.41 cm2/Vs

Droplet with m/z 4642 0.34 cm2/Vs 0.31 cm2/Vs

Therefore, the CCS and mobility calculations for the two droplets strongly support the

notion that droplets are indeed able to enter the mass spectrometer and even make it

to the mass analyzer. The high number of charges allow them to be transported in the

same fashion as bare, small molecular analytes.
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3.7 Conclusions - Simulations

In the previous chapter an overview of MD simulations of charged droplets was given.

LAMMPS proved to be a valuable tool to investigate the characteristics different charged

droplets with approximately 1000 to 2000 solvent molecules and up to 10 charges in

total. A workflow for the simulations was established. The initial configuration of sim-

ulation runs and force field parameters was generated with support of the software

moltemplate. The simulation data analysis with OVITO and different custom python

scripts is promising. Thus, the critical parameters for the simulations of droplets could

be identified starting with the shape of the aggregates. After applying a thermostat to

the simulated particles in the block shaped starting configuration in initial relaxation

calculations, the particles transformed into a spherical droplet. The results from such

relaxation simulations were the starting point for the following investigations. Different

known basic parameters, like the influence of the Rayleigh Limit to the shape and sta-

bility of the droplets, were reproduced within LAMMPS simulations. It was possible to

successfully simulate different typical solvent systems that are used in ESI experiments

with the established workflow. The high stability of the charged droplets was verified

with collision and energy transfer simulations: The collision with single or a few projec-

tiles only increased the internal energy of the droplet and did not lead to disintegration.

The relaxation time of the energy distribution within the droplets was estimated: The

kinetic energy of a single projectile is distributed fully within a few tenth of picosec-

onds, which is two orders of magnitudes higher than vibrations of a molecule like HCl

[100]. The fast energy distribution could be one of the reasons why the droplets survive

the ion source and enter the mass spectrometer. A limit for the energy accumulation

could be established by applying an external numerical thermostat to the simulated

droplets. The simulated mass spectra, which resulted from fragment cluster pattern

analysis, showed surprising similarities to experimental mass spectra. Notably, a dou-

ble peak structure close to the isolation window of the Bruker ion trap spectra could be

qualitatively reproduced. The cluster patterns resulted from disintegration simulations

with different heating ramps. The cluster were categorized and statistically analyzed.

For two different solvent systems the simulated mass spectra show behavior with qual-

itative similarities to experimental results. Mobility calculations with IMoS using the

droplet structures derived from LAMMPS simulations show that droplets have collision
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cross sections similar to comparably small bare molecular analyte ions. The collision

cross sections and thus calculated mobilities gave further supporting information as

to why the droplets are able to surpass the ion source and even reach the mass an-

alyzer region. All in all, MD simulations with LAMMPS seem to give results which are

comparable to experiments and widely accepted phenomenon like the Rayleigh Limit.

Proceeding works could use MD simulations to widen the understanding of the dynamic

of these aggregates.
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As discussed above, proceeding works are needed to deepen the understanding of the

droplets. Experimental works could entail the characterization of the spraying condi-

tions. An optical analysis of the spray within an ion source or a specially built chamber

could be done. This could be achieved by the use of an optical particle counter (OPC) or

a laser scattering device, which is a specific measurement system for sprayed particles

and droplets. Planned spatially resolved laser ionization within of an actual Bruker ESI

ion source seems promising to characterize the spraying condition [107]. The coupling

of a HPLC (high performance liquid chromatography) to a Bruker ion trap give also very

similar droplet signatures as described in this work. The use of a HPLC system to feed

the liquid analyte solution into the ion source seems to stabilize the spraying condi-

tions, which is in accordance with discussions with different instrument manufacturers.

The pump of the HPLC system is just more stable than a simple syringe pump. The

experimental possibilities to further investigate charged droplets originating from elec-

trospray seem to be virtually limitless due to the variety of parameters and systems

that can be considered. Therefore, this work was only the beginning of the investiga-

tion into charged droplets. Additionally, the workflow for MD simulations with LAMMPS

established in this work could be extended which would lead to further understanding

of the droplets. Especially the simulated mass spectra could be examined in more de-

tail. The repeated simulation runs take a long time to give statistical profound data.

Therefore, different solvent systems could not be fully investigated in this work, which

gives much room for further work. In addition, the chemical variation of the simulated

droplets could be widened by considering different analytes or solvents. First results

of a proceeding work established that thermometer ions and their fragments can be

simulated within different droplets [108]. The structure of the different species leads

to different dynamical behavior for the thermometer ions. Furthermore, the disintegra-

tion pattern of the droplet could be investigated. This could lead to a prediction of the
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fragment pattern in the actual mass spectra. With every question this work answered

about the existence of the charged droplets, it seemed that two or three more ques-

tions came about. This work is only the beginning of the research into charged droplets

as it leaves enough room for further investigations.
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Abbreviations

ESI electrospray ionization

MS mass spectrometry / mass spectrometer

PDA phase doppler anemometry

CRM charge residue model

IEM ion evaporation model

DMS differential mobility spectrometer

API atmospheric pressure ionization

Quad quadrupole

RF radio frequency

DC direct current

LMCO low mass cutoff

CID collision induced dissociation

CE collision energy

QIT quadrupole ion trap

accu time accumulation time

ICC ion charge control

APCI atmospheric pressure chemical ionization

TIC total ion count / total ion chromatogram

EIC extracted ion count

MD molecular dynamic

LAMMPS large-scale atomic/molecular massively

parallel simulator

OPLS optimized potentials for liquid simula-

tions

AA all-atoms
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UA united-atoms

SMD steered molecular dynamic

RDF radial distribution function

IMoS ion mobility software

CCS collision cross section

OPC optical particle counter
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