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Abstract

This thesis presents the measurement of observables sensitive to the effects of colour reconnection in
top-quark pair-production events. The measurement is performed using 139 fb−1 of 13 TeV proton–
proton collision data collected by the ATLAS detector at the Large Hadron Collider. Events are
selected by requiring exactly one isolated electron and one isolated muon with opposite charge and two
or three jets, where exactly two jets are required to be 1-tagged. For the selected events, measurements
are presented for the charged-particle multiplicity, the scalar sum of the transverse momenta of the
charged particles, and the same scalar sum in bins of charged-particle multiplicity. These observables
are unfolded to the stable-particle level, thereby correcting for migration effects due to finite detector
resolution, acceptance and efficiency effects. The particle-level measurements are compared with
different colour reconnection models in Monte Carlo generators. These measurements disfavour some
of the colour reconnection models and provide inputs to future optimisation of the parameters in
Monte Carlo generators.
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CHAPTER 1

Introduction

Throughout history, attempts have been carried out to understand the composition of matter and the
origin of the universe. This evolved from a naive four-element description of nature through theories
and discoveries of atoms, arriving at the sub-atomic level with one of the most precise theories known
as the Standard Model (SM) of particle physics [1–7]. However, the SM is not a complete theory
since it can not explain some phenomena. For example, it provides no candidate for dark matter.
Many theories have been proposed to extend the SM to address these shortcomings, referred to as
Beyond the Standard Model (BSM) theories. Therefore, current particle physics research focuses, on
the one hand, on precision measurements of SM parameters and, on the other hand, on searches to
find evidence for BSM theories. For this purpose, several experiments are built to collide high-energy
particle beams and analyse the resulting products.

The Large Hadron Collider (LHC) [8] is the largest particle accelerator in the world, where protons
are brought to collisions at very high energies. It provides the opportunity to probe constituents of
matter down to very small scales. At the LHC, detectors are positioned at the four collision points to
collect the produced particles. One of them is the ATLAS (A Toroidal LHC ApparatuS) detector [9].
The ATLAS detector is a multi-purpose detector designed for studying various processes to provide
stringent tests of SM predictions and to search for clues of BSM physics.
The SM describes the elementary particles and three of the four known fundamental interactions:

electromagnetic, weak, and strong. The strong interaction is described by the theory of Quantum
Chromodynamics (QCD) and is responsible for binding the constituents of the atomic nuclei. These
constituent particles are called quarks and gluons. Theoretical predictions describing the strong
interaction are to a large extent calculated perturbatively, which provides an approximate solution to
QCD at high energies. At low energy transfer (soft QCD) between the interacting partons (quarks or
gluons), the perturbation approximation is not valid, and therefore the interaction is described based
on phenomenological models. However, these models are not derived from QCD’s first principles and
come with several free parameters that need to be adjusted to fit the experimental data. Comparisons
to experimental data help to exclude specific models or to constrain their parameter space. This
thesis focuses on phenomenological models that describe the so-called Colour Reconnection (CR)
mechanism.
According to QCD, the strong interaction between quarks and gluons is related to their colour

charges. The colour charge is a quantum number similar to the familiar electric charge. However,
while electric charges can be observed individually, colour charges are not observed individually in
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Chapter 1 Introduction

nature. Instead, colour-neutral bound states are observed. The colour charges are responsible for the
colour connections that bind colour-neutral objects. In order to track the colour information, quarks
and antiquarks are represented by colour lines with arrows pointing in the direction of the colour
flow, and gluons are represented by a pair of colour lines with opposite arrows. The rules for colour
connections are illustrated in Fig. 1.1. In the Leading Colour (LC) approximation, each successively
emitted parton is colour connected to its parent emitter in the limit of an infinite number of colours. CR
is a reconfiguration of the colour connections between partons, which allows colour lines to be formed
between partons from different interactions and thus allows different colour topologies compared
with the simple LC approach. The simulation of the CR mechanism is poorly understood and several
models are implemented in the three parton-shower Monte Carlo (MC) programs, Pythia 8 [10],
Herwig 7 [11], and Sherpa 2 [12].

Figure 1.1: Rules for colour connection for elementary quark-gluon vertices [13]. Quark-gluon vertices are
shown in black with Feynman diagrams, and colour connection lines are shown with coloured lines.

The inclusion of the CR mechanism in theory predictions allowed to explain the observed increase
of the average transverse momentum as a function of charged-particle multiplicity [14, 15]. In addition,
the importance of CR relies on the fact that it can shed light on the quest for precise SM measurements,
such as the top-quark mass (<top) measurement. The typical hadronisation scale is about 1 fm, while
top quarks’ average transverse decay length is 0.2 fm [16] at the LHC. Thus, top quarks may interact
with the colour fields stretching between partons in the final state [17]. These interactions decrease
the precision that can be achieved and result in an uncertainty as large as 400MeV [18] on <top
measurements. Direct measurements of <top reach a precision well below 1GeV [18, 19]. Therefore,
this uncertainty is becoming increasingly important as it becomes a limiting factor to the precision
that could be achieved.

Severalmeasurements (partially) sensitive to themodelling of the CR in different scattering processes,
e.g. minimum-bias [20], Z boson production [21–23] and top-quark–antiquark (CC̄) production [24]
events, have been performed at the LHC. However, dedicated measurements of CR in top-quark events
have not been performed yet.
This thesis presents a measurement of differential cross-sections of CC̄ production as a function

of observables sensitive to CR effects. The measurement is performed using 139 fb−1 of 13 TeV
proton–proton collision data collected by the ATLAS detector at the LHC. The measured observables
are the charged-particle multiplicity (=ch), the scalar sum of the transverse momenta of these charged
particles (

∑
=ch
?T), and the double-differential measurement of the two quantities (

∑
=ch
?T in bins of

=ch). The observables are corrected for tracks from additional inelastic proton–proton (??) collisions
in the same or neighbouring bunch crossings (pile-up), for tracks from secondary vertices, and for
the effect of tracking inefficiencies. The distributions of the corrected observables are unfolded
to stable-particle level in a fiducial phase space chosen to maximise the sensitivity to CR effects.
The particle-level measurements are compared with different CR models in MC event generators.
Additionally, the total fiducial cross-section is obtained by integrating the differential cross-section.
The results presented in this thesis are published in Ref. [25].

The chapters of this thesis are organised as follows: Chapter 2 gives a general overview of the SM
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and the top-quark. Chapter 3 summarises the event simulation using theoretical calculations and
phenomenological models, focusing on the different CR models. Chapter 4 describes the ATLAS
experiment at the LHC. The object definitions and the event selection are introduced in Chapter 5, while
the background estimation and the corrections applied to the observables are described in Chapter 6.
Chapter 7 is devoted to the extraction of the differential cross-sections, and Chapter 8 details the
systematic uncertainties. The results are presented in Chapter 9, and the conclusions are given
in Chapter 10.
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CHAPTER 2

The Standard Model and the top quark

In this chapter, the theoretical basis of elementary particle physics is discussed. Section 2.1 introduces
the SM of elementary particle physics, which describes the current knowledge of elementary particles
and their interactions. In Section 2.2, a particular focus is dedicated to the top quark. The top quarks’
characteristics, pair production and decay, are explained.

2.1 The Standard Model of particle physics

The SM is a relativistic quantum field theory that describes the elementary particles and their
interactions. Measurements continuously confirm its predictions to astonishing levels of accuracy.
Nevertheless, it is not a complete theory since it cannot explain some phenomena, such as gravity,
dark matter and the asymmetry between matter and antimatter. These phenomena hint at the existence
of physics beyond the SM.

The SM is built from two types of elementary particles, namely fermions and bosons. These names
originate from the spin-statistics that these particles obey. Fermions are spin- 1

2 particles and therefore
are described by Fermi-Dirac statistics [26, 27]. Bosons have an integer spin and are, in turn, described
by Bose-Einstein statistics [28]. While fermions are the building blocks of matter, spin-1 bosons are
the mediators of the electromagnetic, weak and strong interactions. In addition, the SM includes a
scalar boson (spin 0), called the Higgs boson, which is responsible for generating the mass of the
elementary particles through the Higgs mechanism.

2.1.1 Matter particles: fermions

Table 2.1 summarises all fermions with some of their properties. There are 12 fermions (each with an
antiparticle counterpart) arranged in three generations. The lightest particles are found in the first
generation and the heaviest in the third generation. Particles of the first generation form the stable
matter in the universe, while particles of the higher generations are unstable except for neutrinos.
These 12 particles are further subdivided according to their quantum numbers into two classes, quarks
and leptons.

The quarks come in six flavours and are further divided into up-type quarks with an electric charge
of +2/3 and down-type quarks with an electric charge of −1/3. The up-type quarks are up u, charm c,
and top t, while the down-type quarks are down d, strange s, and bottom b. In addition, quarks carry a
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Chapter 2 The Standard Model and the top quark

colour charge. Each flavour of quarks comes in three possible colours: red (A), green (6) and blue (1),
which triples the number of quarks shown Table 2.1. Antiquarks, carry the anticolour charge (Ā , 6̄, 1̄).

The leptons also come in six flavours, similar to the quarks, and are classified as electrically charged
or neutral leptons. The charged leptons are the electron e, the muon ` and the tau g. Each charged
lepton is partnered with an electrically neutral lepton, called a neutrino. These neutrinos are named
electron neutrinos ae, muon neutrinos à and g neutrinos ag . Leptons do not carry a colour charge.
While charged leptons are reasonably well-understood in the SM, the nature of neutrinos remains a
source of unanswered questions. The SM predicts massless neutrinos, but the observation of neutrino
oscillation requires neutrinos to have mass [29–31].

Table 2.1: The elementary fermions of the SM and some of their properties. Their electric charge &, whether
the particle carries a colour charge, and mass are given [32].

Generation Particle & Colour? Mass

Quarks

I
up, u +2/3 Yes 2.2MeV
down, d -1/3 Yes 4.7MeV

II
charm, c +2/3 Yes 1.3MeV
strange, s -1/3 Yes 93MeV

III
top, t +2/3 Yes 172.7GeV
bottom, b -1/3 Yes 4.2GeV

Leptons

I
electron, e -1 No 0.511MeV
electron neutrino, ae 0 No < 2 eV

II
muon, ` -1 No 106MeV
muon neutrino, à 0 No < 2 eV

III
tau, g -1 No 1.78GeV
tau neutrino, ag 0 No < 2 eV

2.1.2 The fundamental interactions

The SM covers three fundamental interactions: the strong, electromagnetic and weak forces. The
fourth fundamental force, gravity, is not described by the SM, which is one of its shortcomings.
However, gravity is by far the weakest force, and its effect is assumed to be negligible in the interactions
of elementary particles. The electromagnetic and weak forces were unified in one theory at energies
above ∼ 100GeV, called the electroweak theory, proposed by Glashow [1], Weinberg [2] and Salam [3].

The fundamental forces in the SM are mediated by gauge bosons. Table 2.2 summarises these bosons
with some of their properties. The massless photon, W, mediates the electromagnetic interaction. The
three massive bosons W+, W−, and Z0 are responsible for the weak interaction. The eight massless
gluons, g, are the generators of the strong interaction. There are eight gluons, due to the different
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2.1 The Standard Model of particle physics

colour charges. Each gluon carries one unit of colour charge and one unit of anticolour charge in
one of a set of mixed-colour states known as the colour octet. The eight gluon colour states are:
A6̄, A 1̄, 6Ā, 61̄, 1Ā, 16̄, 1√

2
(AĀ − 66̄), and 1√

6
(AĀ + 66̄ − 211̄). Other gauge bosons do not carry a colour

charge. Each gauge boson couples with particles that are charged under the corresponding force’s
quantum numbers.

Table 2.2: The force-mediator bosons and some of their properties. The force they mediate, their electric charge
&, whether the particle carries a colour charge, and mass are given [32].

Particle Force & Colour? Mass [GeV]

Photon, W Electroweak 0 No 0
W± Weak ±1 No 80.4
Z Weak 0 No 91.2
gluon, g Strong 0 Yes 0

The strong interaction
The strong interaction is described by QCD, a gauge theory based on the non-abelian SU(3)�
symmetry group. The colour charge is the quantum number responsible for the strong interaction
(hence the subscript �). Quarks carry a colour charge, and therefore, they interact via the strong force
by exchanging gluons. As gluons themselves carry a colour charge, they can interact with themselves.
The strength of the strong interaction is represented by the strong coupling constant, Us, which

depends on the momentum transfer &2 of the interaction and is defined at a reference scale `r, referred
to as the renormalisation scale, as [33]:

Us(&2, `2
r ) =

Us(`2
r )

1 + Us (`2
r )

12c
(
11=C − 2=f

)
ln

(
&2/`2

r

) , (2.1)

where =C is the number of colours and =f is the number of quark flavours accessible at this energy
scale (i.e. whose mass is lower than the energy scale). The results of several measurements sensitive to
Us at different values of &

2 are presented in Fig. 2.1. Taking the increase of Us towards lower values
of &2 into consideration, Eq. (2.1) can be written as:

Us(&2, `2
r ) =

12c

(11=C − 2=f) ln
(
&2/Λ2

) , (2.2)

where Λ is the infrared cutoff scale of QCD at which the perturbative approximation of the coupling
constant diverges. Below this scale, the perturbative approach breaks down because Us becomes too
large. It is estimated to be Λ ' 220MeV. The dependence of Us on &

2, defines the characteristic
properties of QCD interactions, as long as =f < 11

2 =C holds:

• Asymptotic freedom [5]: It refers to the fact that the strong coupling constant goes to zero with
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Chapter 2 The Standard Model and the top quark

&2 going to infinity.
lim
&

2→∞
Us = 0 . (2.3)

Therefore, the strength of the interaction between colour-charged particles decreases with &2.

• Quark confinement: It refers to the fact that at small &2 or large distances, the coupling between
quarks becomes strong and prevents quarks from existing as isolated particles. The increasing
potential energy due to the increasing distance between the quarks is large enough to create
additional quark-antiquark pairs in a process known as hadronisation. This results in the quarks
forming colour-neutral bound states, called hadrons. Hadrons can be either baryons (qqq) or
mesons (qq). In this case, the momentum transfer &2 is similar to the QCD scale, &2 ≈ Λ2,
therefore, perturbation theory is not valid. In practice, this problem is resolved by using the
factorisation theorem which factorises the non-perturbative hadronisation process from the
perturbative hard process as they occur at different energy scales.

αs(MZ
2) = 0.1179 ± 0.0009

August 2021

α s
(Q
2 )

Q [GeV]

τ decay (N3LO)
low Q2 cont. (N3LO)
HERA jets (NNLO)

Heavy Quarkonia (NNLO)
e+e- jets/shapes (NNLO+res)

pp/p-p (jets NLO)
EW precision fit (N3LO)

pp (top, NNLO)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

1 10 100 1000

Figure 2.1: Summary of measurements of Us as a function of the energy scale & [32].

The electromagnetic interaction
The electromagnetic interaction is described by the theory of Quantum Electrodynamics (QED), which
is based on the Abelian U(1)Q gauge symmetry group. The quantum number of the electromagnetic
force is the electric charge. It is mediated by the photon W, which is massless and electrically neutral.
Therefore, photons couple to all quarks, charged leptons and charged gauge bosons. Neutrinos are
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2.1 The Standard Model of particle physics

electrically neutral, and therefore they do not participate in the electromagnetic interaction. Similarly,
since photons do not carry electric charge themselves, self-coupling is not possible. The strength of
the electromagnetic interaction is represented by the coupling constant Uem(&2), which increases for
larger energy scales of the interaction. At low energies, Uem is approximately 1/137.

The weak interaction
The weak interaction is based on the non-abelian SU(2)L symmetry group of the weak isospin. The
gauge bosons of the weak force are the massive W± and Z0 bosons. The weak interaction is the only
force acting on all elementary fermions. In addition, W± and Z0 bosons can couple directly to one
another and among themselves, resulting in triple- and quartic-gauge-couplings.

Interactions involving the exchange of the neutral Z0 boson are called neutral-current interactions,
while interactions arising from the chargedW± boson exchanges are called charged-current interactions.
The neutral-current interaction interferes with the electromagnetic interaction when coupling to charged
leptons and quarks. A pure neutral-current interaction has to resort to neutrino scattering since the
neutrinos do not interact via the electromagnetic interaction. The charged-current interactions are the
only interactions that can change a fermion’s flavour. In the SM, the flavour-changing neutral current
is forbidden at the tree level.
The subscript L in the SU(2)L group indicates that the charged-current interaction only couples

with left-handed1 isospin fermions (and right-handed anti-fermions). The left-handed fermions and
right-handed anti-fermions form doublets with weak isospin �3 = ±1/2, while right-handed fermions
and left-handed anti-fermions are singlets (�3 = 0). The left-handed isospin doublets are written as:(

ae
e

)
,

(
à

`−

)
,

(
ag
g−

)
,

(
u
d′

)
,

(
c
s′
)
,

(
t
b′

)
. (2.4)

where, d′, s′, and b′ are the weak eigenstates, which are not the same as the mass eigenstates of quarks,
d, s, and b. The mixing between these eigenstates is described by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix [34, 35]: ©«

d′
s′
b′

ª®¬ = +CKM ©«
d
s
b

ª®¬ , (2.5)

where the elements of this unitary CKM-matrix have been determined experimentally [32]:

+CKM =
©«
+ud +us +ub
+cd +cs +cb
+td +ts +tb

ª®®¬ =
©«
0.974 0.224 0.004
0.221 0.975 0.041
0.008 0.042 1.014

ª®¬ . (2.6)

The diagonal elements of the matrix are close to one, while the off-diagonal elements are small. This
has a consequence as it introduces the possibility of transitions between different quark generations.
The transition amplitude for a quark 8 into quark 9 by the exchange of a W boson is proportional to the
element +8 9 . Therefore, the transitions of quarks in the same generation are the dominant ones.

1 Left-handed describes a particle whose spin is oriented opposite its direction of motion.
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Chapter 2 The Standard Model and the top quark

Electroweak unification
In experiments with the decay of the Z0, it was found that the coupling to quarks and leptons seems to
be different. This was not expected as they both have the same weak isospin. Furthermore, it turned
out that the coupling depends on the strength of the electric charge. This inconsistency could be solved
by unifying the electroweak and the electromagnetic interactions at energies above ∼ 100GeV.
The theory of electroweak interactions is based on the symmetry group SU(2)L × U(1)Y. The

conserved quantum numbers are the weak isospin for the SU(2)L gauge symmetry and the weak
hypercharge. for the U(1)Y gauge symmetry. The weak hypercharge is defined as. = 2(& − �3). The
SU(2)L × U(1)Y group has four generators that lead to massless gauge bosons: ,1,,2,,3 generated
by the weak isospin and the gauge boson � generated by the weak hypercharge.
In this theory, a linear combination of SU(2)L eigenstates gives rise to the weak charged-currents,

corresponding to the physical W± bosons, while the physical neutral fields, Z0 bosons and the photons,
are obtained through the mixing of SU(2)L and U(1)Y eigenstates as follows:

W± = 1√
2
(,1 ± 8,2) , (2.7)

and (
W

Z0

)
=

(
cos \F sin \F
− sin \F cos \F

) (
�
,3

)
, (2.8)

where \F is the electroweak mixing angle.
The experiments have confirmed the existence of the W± and Z0 bosons, with masses of <W =

80.363 ± 0.020GeV and <Z = 91.1876 ± 0.0021GeV respectively [32]. However, including a mass
term in the SM Lagrangian will violate the local SU(2)L × U(1)Y gauge invariance. This problem, in
addition to the mass problem of fermions, was the motivation for developing the theory of spontaneous
electroweak symmetry breaking, commonly known as the Higgs mechanism, which is briefly explained
in the following section.

2.1.3 Higgs mechanism

The electroweak theory described above includes only massless gauge fields for the weak interaction.
This contradicts various experimental evidence that the weak interaction has a very short range and
is mediated by massive gauge bosons. However, adding mass terms spoils local gauge invariance
under SU(2)L × U(1)Y, which is a fundamental assumption of the theory. This implies that a piece
of the puzzle is still missing for correctly describing the electroweak interaction. The solution has
been found by the Brout-Englert-Higgs (BEH) mechanism [36–39] using the concept of spontaneous
symmetry breaking. In this theory, a doublet of complex SU(2)L scalar fields, Φ, is introduced:

Φ =

(
q+

q0

)
=

1√
2

(
q1 + 8q2
q3 + 8q4

)
. (2.9)

where q0 and q+ are neutral and positively charged fields, respectively. This additional scalar field is
defined to have weak hypercharge . = +1. The potential for the doublet Φ is taken to be:

+ (Φ) = `2
Φ
†
Φ + _(Φ†Φ)2 , (2.10)
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2.2 The top quark

with `2 < 0 and _ > 0. With this parameter choice, a non-vanishing vacuum expectation value a

(corresponds to the minimum of the potential) exists a =
(−`2

_

)1/2
. The non-zero a results in the

breaking of the electroweak symmetry to the electromagnetic component:

SU(2)L × U(1)Y → U(1)Q . (2.11)

A new particle, called the Higgs boson, occurs with a mass of <H =
√
_
2 a. Furthermore, the W and Z

bosons obtain mass, which depends on the coupling constants and the a of the Higgs field.

<W =
6a

2
, <Z =

6a

cos \F
, <W = 0 . (2.12)

The fermion masses are also generated by coupling the fermions to the Higgs field (Yukawa
coupling). The Yukawa coupling is denoted by H 5 and is related to the fermion masses by:

< 5 =
H 5√

2
a . (2.13)

This shows that more massive particles have stronger coupling to a Higgs boson, so the coupling to
the top quark is the largest. More than forty years after its prediction, a particle consistent with the
Higgs boson was discovered [40, 41], thus completing the SM framework.

2.2 The top quark

After the discovery of the 1-quark in 1977 [42], an intensive search for its up-type partner, the top
quark, began [43]. In 1995, almost twenty years later, the top quark was discovered by the CDF [44]
and DØ [45] experiments at the Tevatron collider2.
The top quark is the heaviest known elementary particle to date, with a mass almost 40 times

heavier than the 1-quark. The most recent combination by the ATLAS experiment puts the top-quark
mass at [46]:

<C = 172.69 ± 0.48GeV . (2.14)

Because of this large mass, the decay width of the top quark is very large, and consequently, it has
a very short lifetime of about ≈ 0.5 × 10−24 s [16]. This timescale is about one order of magnitude
smaller than the timescale of the strong interaction to form hadrons [47]. Hence, the top quark decays
before it forms hadrons, passing all its properties to its decay products. This is a unique feature of
the top quark, as it allows one to study a ‘bare’ quark. The top quark’s properties, such as the spin,
are not affected by hadronisation and consequently can be directly studied using the decay products.
Additionally, the large mass implies a large coupling to the Higgs boson (close to unity), which
suggests that the top quark plays an important role in the electroweak symmetry-breaking.

At hadron colliders, top quarks are mainly produced in pairs via the strong interaction. Single top
quarks are produced via the weak interaction in association with a 1-quark, a light-quark or a W boson.
This thesis presents a measurement in top-quark pair (CC̄) production, single top-quark production is

2 The Tevatron was a proton–antiproton collider operated at
√
B = 1.8 and 1.96 TeV centre-of-mass energy at Fermilab, in

operation from 1983 to 2011.
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Chapter 2 The Standard Model and the top quark

treated as a background process and is mentioned later. In the following, the CC̄ pair production and the
top-quark decay are explained.

2.2.1 Top-quark pair production

At the LHC, the dominant production process of the top quark is top-quark pair production via the
strong interaction. At Leading Order (LO), the CC̄ pair is produced either by gluon-gluon fusion (see
Figs. 2.2(a) to 2.2(c)) or quark-antiquark annihilation (see Fig. 2.2(d)).

g

g

t

t

g

(a)

g

g

t

t

t

(b)

g

g

t

t

t

(c)

q

q

t

t

g

(d)

Figure 2.2: LO Feynman diagrams for top-quark pair production via the strong interaction at hadron colliders:
the (a) C-channel, (b) B-channel and (c) D-channel diagrams for production via gluon-gluon fusion, (d) the
production via quark-antiquark annihilation.

In the parton model, protons are composed of three valence quarks (D, D, and 3), which are bound
together by gluons, and virtual quark-antiquark pairs (sea quarks). Any of the constituents is referred
to as parton. A hard scattering process in a ?? collision occurs between partons of the two colliding
protons. Each parton is primarily described by a Parton Distribution Function (PDF) 5 (G, &2). The
PDF 51(G8 , &2) represents the probability of finding the parton 8 inside the hadron 1 with a momentum
fraction G of the total hadron momentum, where &2 is the energy scale of the interaction.
The production cross-section, f, of a certain process can be calculated using the factorisation

theorem [48], which states that the total cross-section can be factorised into a non-perturbative part,
described by Parton Distribution Functions (PDFs), and a perturbative part:

f??→C C̄ =
∑

8, 9=@,@̄,6

∫
dG1 dG2 58 (G1, `

2
f ) 5 9 (G2, `

2
f ) · f̂8, 9→C C̄ (G1, G2, B̂, `

2
r , `

2
f ) , (2.15)

where B̂ is the square of the ?? centre-of-mass energy, f̂8, 9→C C̄ is the partonic cross-section, `f is the
factorisation scale, which defines the boundary between the perturbative and the non-perturbative part.
The sum runs over all pairs of partons (8, 9) contributing to the process.

The partonic cross-section can be calculated using a perturbation series in orders of Us. PDFs can
be determined experimentally at a specific energy scale. Several collaborations extracted the PDFs
from various measurements, such as CTEQ [49] and NNPDF [50]. The PDFs can be extrapolated to
different `2

f scales using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations[51–53].
Fig. 2.3 shows an example of a PDF for two different energy scales.
The relative contribution from the annihilation and fusion processes depends on the PDFs of the

hadron. In ? ?̄ collision, both quarks and antiquarks can be valence quarks and thus the contribution
from the quark-antiquark annihilation can dominate, as in the case of the Tevatron collider. However,
in ?? collisions, the only source of antiquarks is the quark sea of the proton. Thus, gluon fusion
dominates the production. Additionally, the relative contribution depends on the centre-of-mass energy
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Figure 2.3: Examples of PDFobtained inNNLONNPDF3.1 global analysis at different scales (left)&2
= 10GeV2

and (right) &2
= 104 GeV2 [50].

of the colliding partons. At higher energy, the gluon PDFs increases, see Fig. 2.3, and thus dominates
the production, irrespective of the collision type. Furthermore, the CC̄ cross-section increases with the
increased centre-of-mass energy, because a smaller fraction of the parton energy is needed to reach
the CC̄ production threshold (G ∼ 2<top√

B
= 0.03 for

√
B = 13TeV).

The theoretical prediction of the CC̄ production cross-section is calculated at Next-to-Next-to-Leading
Order (NNLO) precision in QCD by the Top++ 2.0 program [54] including the resummation of
Next-to-Next-to-Leading Logarithm (NNLL) soft-gluon terms which yields:

f(CC̄) = 832+47
−51 pb , (2.16)

at a centre-of-mass energy of 13 TeV and assuming a top-quark mass <C of 172.5GeV. Fig. 2.4 shows
a comparison of the theoretical prediction to the measurements of the CC̄ production cross-section at
different centre-of-mass energies.

2.2.2 Top-quark decay

The top quark decays via the electroweak interaction into a W boson and a down-type quark, t→ Wq.
The branching ratio for each decay mode is proportional to the square of the corresponding CKM
matrix element, where +tb � +ts, +td . Therefore, the decay mode t→ Wb is the dominant one with a
branching ratio B ≈ 99.9 %. The decay modes t→ Ws (B ≈ 0.1 %) and t→ Wd (B ≈ 0.01 %) are
suppressed due to the small values of the corresponding CKM matrix element.

The decay channels of the CC̄ pair are determined according to the subsequent decays of the two W
bosons, CC̄ → W+bW−b. The W boson decays leptonically into a charged lepton and its corresponding
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Chapter 2 The Standard Model and the top quark

Figure 2.4: Summary of LHC and Tevatron measurements of the top-pair production cross-section as a
function of the centre-of-mass energy compared to the NNLO QCD calculation complemented with NNLL
resummation (Top++ 2.0). The theory band represents uncertainties due to renormalisation and factorisation
scale, parton density functions and the strong coupling. The measurements and the theory calculation are quoted
at <C = 172.5GeV. Measurements made at the same centre-of-mass energy are slightly offset for clarity [55].

neutrino with B ≈ 32.6 % or hadronically into two quarks q q with B ≈ 67.4 %. Fig. 2.5 shows the
decay chains of the top quark.

t

b

ℓ

aℓ

W+

(a)

t

b

q

q′

W+

(b)

Figure 2.5: The decay of a top quark into a W+ boson and a 1-quark. The leptonic decay of the W+ boson into a
charged antilepton and its corresponding neutrino is shown in (a), while the hadronic decay of the W+ boson
into a quark-antiquark pair is shown in (b).

Therefore, the CC̄ final state can be classified into three decay channels:

• Dilepton channel: In this channel, both W bosons decay leptonically, CC̄ → ℓ+abℓ−ab. This
channel has the lowest branching ratio, which is 10.5% but has the highest signal-to-background
ratio compared to the other two channels. The presence of two charged leptons and high
missing transverse momentum resulting from the two neutrinos leads to a clean signature in this
channel. However, the presence of two neutrinos makes it difficult to reconstruct the event. The
measurement presented in this thesis is performed in this channel, where one of the leptons is
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2.2 The top quark

an electron, while the other is an opposite sign muon.

• lepton+jets channel: One of the two W bosons decays hadronically, while the other decays
leptonically, CC̄ → ℓabq@̄′b. The branching ratio for this channel is 43.8%, which is much
higher than the dilepton channel. However, the expected number of background events in this
channel is also larger than in the dilepton channel.

• All-hadronic channel: Here, both W bosons decays hadronically, CC̄ → q@̄′bq′′@̄′′′b. The
branching ratio for this channel is the largest compared to the other two channels, which is
45.7%. However, it suffers from a large number of background events from multĳet production
and large combinatorial background.

The CC̄ decay rates are illustrated in Fig. 2.6. The charged lepton can be either an electron, a muon
or a tau. The tau lepton has a short lifetime g ≈ ×10−13s [32], and it decays either hadronically or
leptonically. The hadronic decay is dominant with a branching ratio of 62.9 %. In the remaining
decays, the tau decays into two neutrinos and either an electron or a muon. In the definition of the
dilepton channel in this analysis, the leptonic decay of tau-leptons is included.

Figure 2.6: A pie chart representing individual CC̄ pair decay rates [56]. The all jets (all hadronic) channel, the
dilepton and the lepton+jets channel. The lepton+jets channel comprises the e +jets and ` +jets channel as well
as g +jets events with an electron or muon in the final state.
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CHAPTER 3

Event generation and simulation

Event simulation is a method of imitating real data events using theoretical calculations and phenomen-
ological models. The tools employed to simulate physics events are called MC event generators. MC
event generators are of utmost importance for experimental particle physics as a tool providing a source
of simulated events for analysis design, signal and background modelling, and unfolding detector
effects. Even though the overall performance of the event generators is good, the understanding of
some phenomena is insufficiently understood or can be significantly improved. One of these is the
modelling of CR.
In Section 3.1, the various steps of the event generation chain are briefly introduced, while a

particular focus on the simulation of the CR mechanism is given in Section 3.2. The samples of
simulated events used in this analysis are introduced in Section 3.3.

3.1 Event generation

The event generation is done in several steps as shown in Fig. 3.1. It starts at small distances, where
the colliding protons can be viewed as collections of partons. The hard interaction occurs between
two partons from the colliding protons leading to the hard scattering process. The generated partons
from the hard process undergo a successive emission and evolution of particles, referred to as Parton
Shower (PS). At larger distances, coloured partons combine to form colour-neutral hadrons during the
hadronisation stage. Finally, the accompanying activity to the hard-scatter process, called Underlying
Event (UE), is included in the simulation.
In this section, the various steps of the event generation are briefly described, followed by an

overview of the MC event generators used in this analysis.

Hard scattering process
The hard scattering process, as indicated by the white blob in the centre of Fig. 3.1, describes the
highest momentum interaction of two partons of the incoming protons and results in new massive
particles. For example, a CC̄ pair can be created in the collision of a pair of gluons from the incoming
protons.

The simulation of the hard process follows the factorisation theorem, given in Eq. (2.15). The PDFs
and the partonic cross-section need to be provided. The partonic cross-section, f̂8, 9→- , of a final state
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Figure 3.1: Illustration of a ?? collision event, CC̄, simulated by a MC event generator. The hard interaction is
followed by the decay of both top quarks (small red blobs). Additional hard QCD radiation is produced and
a secondary interaction takes place before the final-state partons hadronise and hadrons (blue blobs) decay.
Photon radiation occurs at any stage (yellow) [57].

- can be obtained from the matrix element,M8, 9→- , for a specific initial state (8, 9) as:

f̂8, 9→- =
∫

dΩ|M8, 9→- |2(Ω, `2
f ) , (3.1)

by integrating over the full solid angle Ω. The matrix elementM8, 9→- corresponds to the scattering
amplitude of the process to occur and can be obtained from the Feynman diagrams to a certain order
of the perturbative series in Us. Higher-order corrections are important for the precision and stability
of the calculation. For some processes Next-to-Leading Order (NLO) or even NNLO calculations are
available. Fig. 3.2 shows an example of three Feynman diagrams for a CC̄ final state at tree level and
NLO with an additional emission or including a virtual correction. Once the ME is determined, it is
integrated over the phase space. In higher-order Matrix Element (ME) calculations, divergent terms
occur which are removed by a renormalisation procedure, using the renormalisation scale `r.

Parton shower
The PS describes the process of quark and gluon radiation from the incoming and outgoing partons
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Figure 3.2: Example of Feynman diagrams of a CC̄ production (a) at LO, (b) NLO with an additional emission,
and (c) NLO with virtual correction.

of the hard-scatter interaction. The PS consists of the Initial State Radiation (ISR) of the incoming
partons, represented by the blue lines connected to the hard interaction in Fig. 3.1, and the Final State
Radiation (FSR) of the outgoing partons, indicated by the dark red lines in Fig. 3.1. The PS evolution
starts from the hard scatter process energy scale and evolves to lower energy scales until a cutoff scale
Λ where the perturbative approximation breaks down.

Hadronisation

After the PS is terminated, the resulting coloured partons combine to form colour-neutral hadrons.
This process is called hadronisation, shown as blue blobs or triangles in Fig. 3.1. The hadronisation
cannot be calculated using perturbation theory. Hence, the simulation relies on phenomenological
models. The two main models are the string model [58] and the cluster model [59].
The string model is based on the fact that the potential energy between two partons with opposite

colour charges increases linearly with the distance between them1. The model pairs quarks with
opposite colour and connects them by one-dimensional strings representing the potential. As the
quarks move apart, the potential rise breaks the string via the formation of quark-antiquark (@@̄) pairs.
If the energy of the @@̄ pair is low enough a meson is created, otherwise the string breaks repeatedly
and a new @@̄ pair is created. In addition, the string can break and produce a pair of diquarks allowing
the production of baryons.
The cluster model is based on the concept of colour preconfinement [60]. That is, the quarks and

gluons produced in the showering are grouped to form colour-neutral combinations of partons, called
clusters, after splitting each final state gluon into a @@̄ pair. Clusters with high mass are repeatedly
split into lower masses clusters. Low energy clusters form a single on-shell meson. As the last step,
low-mass clusters are decayed into pairs of mesons or baryons.

After hadronisation, the unstable hadrons decay into stable particles (with a mean lifetime > 30 ps),
shown as dark-green blobs in Fig. 3.1.

Underlying events
The UE comprises all additional interactions and activities in a ?? collision that do not take part in
the hard scattering process [61]. The UE is colour connected to the hard process and includes partons
not participating in the hard-scattering process (beam remnants), radiation processes and an other
1 This applies at distances greater than about a femtometer
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contribution is from the Multiple Parton Interactions (MPI), represented by the two parallel white
blobs in Fig. 3.1, where several parton pairs undergo secondary hard or semi-hard interactions.
Due to the low energy scale of these processes in which non-perturbative QCD takes place, their

simulation relies on phenomenological models. These models come with several free parameters that
need to be adjusted to fit the experimental data, in a process called tuning.

Monte Carlo event generators
MC generators are divided into multi-purpose generators that perform all the steps of the event
generation and ME generators. ME generators simulate the hard scatter process and need to be
interfaced to the multi-purpose generators to simulate the PS, the hadronisation, decay of unstable
hadrons, the UE and the CR mechanism.

Event generators used in the scope of this analysis are:

• Powheg [62, 63]: It is an ME event generator. It performs the ME calculations of a specific
hard scatter process at (N)NLO accuracy in perturbative QCD. In addition, it provides the
Powheg method for the matching of the (N)NLO calculation with a parton-shower generator,
which generates the hardest emission as part of the ME. This method generates events without
negative weights.

• MadGraph5_aMC@NLO [64]: It is an ME event generator. As the name implies, it performs
the ME calculations of a specific hard scatter process at NLO accuracy in perturbative QCD.
The matching of the generated hard process to the PS is performed using theMC@NLOmethod.
The overlap from the PS is subtracted in the ME calculation. This method generates a sizable
fraction of events with negative weights.

• Pythia 8: It is a multi-purpose event generator. The hard scattering process is calculated at LO
accuracy in QCD. The parton-shower simulation is ordered in transverse momentum and the
Lund string model is used for the hadronisation. In addition, several models are provided to
simulate the CR mechanism, which is detailed in Section 3.2.1.

• Herwig 7 [65]: Similar to Pythia 8, Herwig 7 is a multi-purpose event generator. The hard
scattering process can be calculated up to NLO accuracy in QCD. It uses the angle-ordered
shower model as default. The hadronisation is performed based on the cluster model. In addition,
several models are provided to simulate the CR mechanism, which is detailed in Section 3.2.2.

• Sherpa [12]: It is a complete multi-purpose event generator, which provides an NLO ME
calculation of the hard scattering process. It uses the dipole-shower model and the cluster model
as default for the hadronisation. It uses a variant of theMC@NLO method for the matching and
theMEPS@NLO method for the merging of the NLO ME and PS. Sherpa 2 has an MPI model
based on the Pythia 8 one, but without any CR.

In addition, the EvtGen [66] program is used to simulate the decay of heavy-flavour hadrons,
which runs after Pythia 8 or Herwig 7.
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3.2 Colour reconnection models

3.2 Colour reconnection models

CR introduces amechanismof reassigning colour connections between partons during the hadronisation,
other than the predefined connections according to the simple LC [67] approximation. Fig. 3.3
illustrates the LC approach, in which each successively emitted parton is colour connected to its parent
in the limit of infinite number of colours. On the other hand, the CR mechanism allows colour lines to
be formed between partons also from different interactions and thus allows different colour topologies
compared with the simple LC approach. At the LHC, this is expected to occur at a significant rate due
to the high density of coloured partons originating from the PS, the MPI and the beam remnants.

The simulation of the CR mechanism is one of the big unsolved issues and it is poorly understood.
Therefore, several phenomenological models are implemented, which need to be confronted and tuned
to data.
In the following, the various CR models implemented in the two multi-purpose MC generators,

Pythia 8 and Herwig 7, are described. In the Sherpa 2 event generator, the CR mechanism is not
simulated, but it is being implemented in the upcoming Sherpa 3.

Figure 3.3: Illustration of LC colour flow in a simple 4+4− → @@̄ ⊗ shower event. The shaded regions represent
the resulting unique LC string topology [57].

3.2.1 Colour reconnection models in Pythia 8

The modelling of CR in Pythia 8 is generally based on reconstructing a colour potential that depends
on the minimisation of the total string length _ of the colour field, which is defined as [17]:

_ ≈
∑
8 9

ln

(
1 +

<2
8 9

<2
0

)
, (3.2)

where the 8 9 sum runs over all parton pairs connected by a string piece and <0 is of the order of a
typical hadronic mass scale (i.e. the d mass). The average hadronic multiplicity of a string piece
grows roughly logarithmically with its mass. Therefore, a reduction of _ corresponds to a reduction of
the average hadron multiplicity [68].

In the following, the MPI-based, the QCD-inspired and the Gluon-move CR models are described.
These models come with a set of parameters that have been tuned based on experimental data. In
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addition, a class of CR models has been introduced in Ref. [17] to probe the full effect of the CR
mechanism on a CC̄ final state, referred to as top-quark-specific CR models.

MPI-based model
The MPI-based CR model [17], referred to as CR0, is the simplest model implemented in Pythia 8.
Here, the partons are classified by the MPI system they belong to. The reconnection probability for an
MPI system with hardness scale ?T is defined as:

%rec(?T) =
(
'rec?T0

)2(
'rec?T0

)2 + ?2
T

, (3.3)

where 0 ≤ 'rec ≤ 10 is a phenomenological tunable parameter, called colour-reconnection range. The
energy-dependent dampening parameter ?T0 is used for MPIs. This parameter regularises the partonic
cross-section to avoid divergence at low ?T, and it depends on the centre-of-mass energy, �CM, given
by:

?T0 = ?
ref
T0

(
�CM

� ref
CM

)�pow
CM

, (3.4)

where ?refT0 is the value of ?T0 at a reference energy �
ref
CM, and �

pow
CM is a tunable parameter.

The colour reconnection procedure can be divided into two main steps. First, starting from the
lowest-?T interaction in a set of MPIs, the reconnection probability with the next-highest system in ?T
is determined. Then, a uniform random number is drawn from the interval [0, 1]. If the reconnection
probability is larger than this number, the systems are reserved to be reconnected. Otherwise, the
systems are not connected and the procedure is repeated consecutively with the next-higher systems.
In the second step, the reconnection is carried out. Starting from the highest-?T system, all colour
dipoles are found. Next, the gluons from the softer system are inserted on the dipole that gives the
smallest total string length. The insertion of a gluon is equivalent to the replacement of a dipole with
two new ones. The @@̄ pairs originating from the splitting of a gluon are treated similarly, while quarks
attached to the beam remnants are ignored in the reconnection process.

QCD-inspired model
This model [69] evolved from the CR0 model. To decide between which partons strings should form,
in addition to the minimisation of the string length, it includes the QCD colour rules. The main feature
compared to the CR0 model is the introduction of reconnections that form junction structures, in
addition to the common string-string reconnections, as shown in Fig. 3.4. This model constructs all
pairs of dipoles that are allowed to reconnect by QCD colour rules. This is done iteratively until no
further allowed reconnection lowers the total string length. In the following, this model is referred to
as CR1.
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Figure 3.4: Examples of allowed reconnection types in the CR1model. (a) The ordinary dipole-style reconnection.
(b) The formation of baryon-style junction reconnection, where the junction and anti junction are not directly
connected [69].

Gluon move model
In this model [68], the reconnection is performed in the same way as in the CR0 model. The main
difference with the CR0 model is that only gluons are considered for reconnection. The reconnection
is based on the minimisation of the total string length and is performed in two steps. The gluon-move
and the gluon-flip.

In the gluon-move step, illustrated in Fig. 3.5(a), all final-state gluons are identified or alternatively a
fraction of them, as well as all colour-connected parton pairs. For each final-state gluon, the change in
the string length, resulting from moving the gluon from its current location to any other string piece is
calculated. The gluon is moved to the string piece for which the move gives the shortest string length.
In the gluon-flip step, shown in Fig. 3.5(b), the quarks have the possibility to be mixed up. This

mechanism flips the colour lines between two strings when this minimises the total string length.

q q

qqq̄

q̄ q̄

q̄

g g
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q q

qqq̄

q̄ q̄

q̄

(b)

Figure 3.5: Example of (a) gluon-move and (b) gluon-flip reconnections in the gluon-move model. The dashed
lines represent the colour configuration of the partons [68].

Top-quark-specific models
In the three default models presented above, the top-quark decay is carried out after the CR has taken
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place. Therefore, only the top quark itself is involved in the CR mechanism. In Ref. [17] a class of
five CR models involving the top-quark decay products has been introduced.
The CR is performed in two steps. First, the default CR is carried out, involving the undecayed

top-quark. Then, the top quark is allowed to decay, and the resulting partons are allowed to reconnect
with the rest of the event. To perform the reconnection involving the top-quark decay products, two
collections of gluons are constructed, one containing the gluons radiated from the top-quark decay
products, referred to as 6C , and the other containing the gluons from the rest of the event, referred to as
6A . Iterating randomly over 6C , gluons from 6C are forced to exchange colour with a gluon from 6A in
various ways, leading to five models:

• Forced random (TCR1): 6C is forced to exchange colour with a random gluon from the 6A set.

• Forced nearest (TCR2): 6C is forced to exchange colours with the 6A that minimises <(6C , 6A )2.

• Forced farthest (TCR3): 6C is forced to exchange colours with the 6A that maximises <(6C , 6A )2.

• Forced smallest Δ_ (TCR4): a gluon from the set of 6C and a gluon from the set of 6A is forced
to exchange colour for which the change in _, the string length, is minimal.

• Smallest Δ_ (TCR5): same as the previous mode, but the gluons exchange colour only if the
change in _ is negative.

Some of these models can give unrealistically large effects. Therefore, a phenomenological strength
parameter B, 0 ≤ B ≤ 1, can be used to reduce this effect, where each gluon from the set 6C is tested
only for reconnection with a probability B.

3.2.2 Colour reconnection models in Herwig7

The CR algorithm is implemented directly before the cluster fission takes place in the hadronisation.
Three models are currently available. The plain and the statistical models are based on the minimisation
of the invariant cluster mass, and the baryonic model allows the formation of baryonic clusters. In the
following, these models are described.

Plain model
The plain model [70] is the default CR model in Herwig 7. It is based on finding alternative cluster
configurations that reduce the sum of invariant cluster masses. The only parameter of this model is the
reconnection probability (?R) which steers the amount of CR.
The reconnection is illustrated in Fig. 3.6 and done in several steps. First, a list of all quarks in

the events is created. Then, randomly a quark is picked and for this quark which is part of a cluster,
labelled A, a reconnection with all other clusters is considered. The potential reconnection cluster
partner is labelled B. The invariant mass of the original clusters configuration A and B is compared to
the masses of the possible new clusters C and D. The cluster configuration that results in the smallest
sum of invariant cluster masses is then accepted with a certain probability ?R.

This model typically leads to clusters with smaller invariant mass and thus the overall activity in the
UE is reduced.
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A

B

(a)

C

D

(b)

Figure 3.6: Example of clusters colour reconnection in the Plain CR model. (a) Colour-singlet clusters and (b) a
possible colour-reconnected state, the partons of the clusters A and B are arranged in new clusters, C and D.
Clusters are represented by the ovals and colour lines are dashed [70].

Statistical model
The statistical CR model [70] is a more sophisticated model compared to the plain model. It is based
on the simulated annealing optimisation algorithm to find the configuration of clusters that results in
the absolute lowest value of the colour length, which is defined as the sum of the squared invariant
masses of all clusters in the event.

This model is computationally intensive and the tuning results have shown that the statistical model
prefers to have a parameter that forces a quick cooling of the system, which does not result in a global
minimum of the colour length. Hence, the results of this model are similar to the plain model.

Baryonic model
The baryonic CR model [71, 72] uses a more sophisticated algorithm that uses geometric measures
instead of the colour length and introduces baryonic clusters. Two types of reconnection are possible.
The mesonic (ordinary) reconnection occurs if the quarks and antiquarks are flying in the opposite
direction, and baryonic reconnection occurs if the quarks and the antiquarks are flying in the same
direction.

For each cluster (A) in the event, the rapidity of the cluster constituents is calculated with respect to
the I-axis of cluster A for each other cluster (B) in the event. Depending on the cluster constituents’
rapidity, the cluster is reserved for mesonic reconnection or baryonic reconnection. In the mesonic
case, see Fig. 3.7(a), if the candidate cluster B with the largest rapidity span has a quark axis oriented
in the opposite direction to cluster A, the mesonic reconnection is considered with probability ?m.
Once the reconnection is accepted, two new mesonic clusters (C and D) are formed. In the baryonic
case, see Fig. 3.7(b), given a cluster A, it searches for two other clusters that have the same orientation
of the quark axis in rapidity space. Then, the pairs of clusters which have the largest rapidity span is
considered for reconnection with probability ?B. Once the reconnection is accepted, two baryonic
clusters are formed out of the three mesonic ones.
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(a) (b)

Figure 3.7: (a) Illustration of the mesonic reconnection, the original clusters (A) and (B) are reconnected into
two new clusters (C) and (D). (b) Illustration of the baryonic reconnection, the three mesonic clusters on the left
are reconnected and two new baryonic clusters are formed on the right. The small black arrows indicate the
direction of the quarks. [70].

3.3 Samples of simulated events

In the following, samples of simulated CC̄ signal and background events are briefly described. Complete
lists of simulated samples used in this analysis can be found in Appendix A.

Signal samples

The nominal sample of simulated CC̄ events was generated using the PowhegME generator, setting
<top to 172.5 GeV and using the NNPDF3.0NLO PDF set [73]. The ℎdamp parameter, which controls
the ME to PS matching and effectively regulates the amount of radiation emitted from the CC̄ system,
was set to 1.5 × <top [74]. The renormalisation scale `r and factorisation scale `f are dynamically set

on an event-by-event basis to
√
<2

top + ?2
T(C), where ?T(C) is the top-quark transverse momentum. PS,

hadronisation and the UEwere modelled with Pythia 8, using the A14 tune [75] and the NNPDF2.3LO
PDF set [76]. The decays of bottom and charm hadrons are simulated using the EvtGen program.

Samples with alternative generator settings were produced to estimate systematic uncertainties. A
sample with the ℎdamp parameter set to 3 × <top is used to evaluate the impact of the scale choice
used for matching the matrix-element calculation of the CC̄ process to the PS. The uncertainty in
modelling the PS was evaluated with Powheg interfaced to Herwig signal samples, for which the PS
were generated with Herwig 7.1 using the MMHT2014LO [77] PDF set and the Herwig 7.1-default
tune [11, 78]. In addition, three Powheg+Pythia 8 simulated samples, with CR0, CR1, and CR2
colour reconnection models were produced to evaluate the uncertainties in the choice of the CR model.
In the CR0 model, the CR setting was modified compared to the default A14 tune [79] to have a
consistent tuning to the same data.

To study the sensitivity of the measured observables to the various CR models and UE parameters,
additional samples with alternative generators settings were used:

• Powheg+Pythia 8 sample without simulation of the colour reconnection.

• Powheg+Pythia 8 sample with the CR range parameter 'rec, introduced in Eq. (3.3), set to its
maximal value of ten.

• Powheg+Pythia 8 sample with the MPI ?refT0 varied down to 2.0 and up to 2.2. The parameter
value for the default A14 tune is 2.09 [80].
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3.3 Samples of simulated events

• Powheg+Herwig 7.2 sample with the variation of the CRmodel to the statistical or the baryonic
model.

• Powheg+Herwig 7.2 sample without simulation of the colour reconnection.

The samples were normalised to the CC̄ cross-section prediction at NNLO in QCD including
the resummation of NNLL soft-gluon terms. A value of f(CC̄) = 832+47

−51 pb was used, assuming
<top = 172.5 GeV.

tW and t t̄\

The production of a single top-quark via the electroweak interaction in association with a W boson,
known as tW channel, is the main background process. An example Feynman diagram of tW
production is shown in Fig. 3.8(a). In case both of the, bosons decay leptonically, where one W
boson decays to an electron and the other to a muon, the LO final state signatures are one prompt
electron and one prompt muon, a neutrino and one 1-jet. As the initial 1-quark originates from
gluon-splitting (g→ bb), the presence of an additional b-quark leads to a final-state signature identical
to CC̄ in the dilepton channel. The simulated C, samples were produced by the Powheg generator
interfaced to Pythia 8 using the A14 tune. Similarly to the CC̄ samples, only leptonic decays of the two
W bosons occurring in the tW process were considered, including 4±, `± or g± leptons. The Diagram
Removal (DR) scheme was employed to handle the interference with CC̄ production [81]. Samples with
the Diagram Subtraction (DS) scheme were produced to evaluate the impact of the scheme choice
used to handle the interference of the C, process with CC̄ production [81]. The total cross-section
for tW production was computed at NLO in QCD with the addition of third-order corrections of
soft-gluon emissions by resuming NNLL terms [82] and the simulated event sample was scaled to
f(C, + C̄,) = 71.7 ± 3.8 pb.
The associated production of CC̄ with a vector boson, Z/, boson, referred to as CC̄+ , is a small

background contribution. Feynman diagrams of the CC, and CC/ production are shown in Figs. 3.8(b)
and 3.8(c) respectively. The production of CC̄+ is modelled using the MadGraph5_aMC@NLO
generator with the NNPDF3.0NLO set of PDFs. The events were interfaced to Pythia 8 for modelling
PS, hadronisation and UE, using the A14 tune. Cross-sections were calculated at NLO QCD and NLO
EW accuracy using MadGraph5_aMC@NLO as reported in Ref. [83]. The predicted values are
0.88+0.09

−0.11 pb and 0.60+0.08
−0.07 pb for CC̄+/ and CC̄+, , respectively, where the uncertainties were estimated

from variations of Us and the renormalisation and factorisation scales.
Decays of bottom and charm hadrons were simulated using the EvtGen program for all samples

involving top-quark production.

Z+jets and diboson

The production of a Z boson in association with jets, referred to as Z+jets, is a tiny background process.
An example Feynman diagram is shown in Fig. 3.9(a). To be selected, the Z boson should decay into
two g leptons and be produced in association with a heavy quark pair, in which the g leptons decay
further into an electron and a muon, Z → gg → e`.

Another tiny background contribution arises from the production of vector boson pairs (WW , WZ,
and ZZ). Two examples of diboson production (WZ and ZZ) are shown in Figs. 3.9(b) and 3.9(c). In
the case of WW or WZ, one of the vector bosons decays leptonically and the other decays hadronically;
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Figure 3.8: Examples of LO Feynman diagrams of background process: (a) single top-quark tW channel, (b)
CC̄W process, and (c) CC̄Z process.

this can lead to similar final states as CC̄ production in the dilepton channel. The event has a non-prompt
lepton that appears isolated and two 1-jets. In the case of the ZZ process, one of the two leptons from
the leptonic decay of the Z boson is misidentified to mimic the dilepton signature of CC̄.
The Z+jets (diboson) samples are simulated with Sherpa with NLO-accurate MEs for up to two

(one) additional partons and LO-accurate MEs for up to four (three) additional parton emissions. The
samples employ the dedicated tune developed by the Sherpa authors and the NNPDF3.0NLO PDF set.
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Figure 3.9: Examples of LO Feynman diagrams of background events: (a) Z+jets process, (b) WZ process, and
(c) ZZ process.
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CHAPTER 4

The LHC and the ATLAS experiment

This chapter describes the experimental setup used to produce and record the ?? collisions analysed in
this thesis. The ?? collisions were produced at the LHC and were collected with the ATLAS detector.
An overview to the LHC is given in Section 4.1, followed by a detailed description of the ATLAS
detector in Section 4.2. Finally, the dataset recorded in the years from 2015 to 2018 is described
in Section 4.3. An overview of the ATLAS detector simulation is presented in Section 4.4

4.1 The LHC

The LHC, located at the European Organization for Nuclear Research (CERN) near Geneva, is
currently the largest and most powerful particle accelerator in the world. It is a circular particle
accelerator constructed in the former tunnel of the Large Electron Positron (LEP) collider [84], which
was operational until 2000. The LHC tunnel has a circumference of 27 km and lies at an average of
100m underground.

The LHC produces ??, lead–lead or proton–lead collisions. The particles are brought to collision
at four interaction points, where the four main detectors are located. The detectors are: ATLAS,
CMS (Compact Muon Solenoid) [85], LHCb (LHC beauty) [86], and ALICE (A Large Ion Collider
Experiment) [87], see Fig. 4.1. The ATLAS and CMS detectors are multipurpose detectors to explore
a wide range of physics, while the LHCb and ALICE experiments are specialised for 1-hadron physics
and heavy-ion collisions, respectively. The following chapter focuses on the ?? collision mode, as
this thesis presents a measurement performed in ?? collisions.

Fig. 4.1 shows an overview of the CERN accelerator complex. Protons are obtained from hydrogen
atoms and formed into bunches of about 1011 protons. These bunches are sent through a chain of
pre-accelerators that gradually build up their energy. First, the bunches are accelerated to 50MeV by
the linear accelerator LINAC2, then to 1.4GeV within the Proton Synchroton Booster and to 25GeV
within the Proton Synchroton. After that, they are injected into the Super Proton Synchroton, where
their energy is increased to 450GeV. Finally, the proton bunches are injected into the LHC ring, where
they are accelerated to the final energy, which was 6.5 TeV per beam in the years from 2015 to 2018.

The proton bunches are accelerated within the LHC using sixteen radio-frequency cavities, which
provide an accelerating field strength of 5 MV m−1. The LHC can be filled with up to 2556 bunches
per beam, which are separated by 25 ns and bent by an 8 T magnetic field. The magnetic field is
created by a series of superconducting dipole and quadrupole magnets cooled down to 1.9K using
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Figure 4.1: A schematic of the CERN accelerator complex. The LHC is the largest ring (dark blue line) with its
four main experiments marked as yellow dots and the pre-accelerators chain [88].

liquid helium, to maintain superconductivity. To prevent collisions between the accelerated protons
and the gas atoms in the beam pipe, an ultra-high vacuum is maintained to bring the pressures below
10−13 atm.

In addition to the high centre-of-mass energy, a high integrated luminosity ( Lint) is needed to
achieve a high production rate of rare physics processes. The expected number of events for a process
with cross-section f is given by [8]:

#events = fLint = f

∫
L dC , (4.1)

where L is the instantaneous luminosity, which depends on various parameters of the LHC and can be
written as [8]:

L = #2
1=1 5revWA
4cn=V

∗ � , (4.2)

where #1 is the number of protons per bunch, =1 is the number of bunches per beam, 5rev is the
revolution frequency of the proton bunches, WA is the relativistic gamma factor, n= is the normalised
transverse beam emittance, V∗ is the beta function at the Interaction Point (IP) which quantifies how
narrow the beam is, and � is the geometric luminosity reduction factor due to the crossing angle at the
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IP. Table 4.1 presents the different LHC parameters for 2015-2018 data-taking periods compared to
the design values.

Table 4.1: The LHC beam parameters in the 2015–2018 data-taking period, compared to the nominal design
values [89].

Parameter 2015-2018 Design

Beam energy [TeV] 6.5 7
Bunch spacing [ns] 25 25
Protons per bunch #1 1.15 × 1011 1.15 × 1011
Number of bunches =1 2556 2808
Revolution frequency 5rev [kHz] 11.2 11.2
Normalised transverse emittance n= [µm] 2.2 3.75
Beam focus V∗ [cm] 25 55
Geometric reduction factor � 0.858 0.836
Peak luminosity [cm−2 s−1] 2 × 1034 1 × 1034

The high instantaneous luminosity increases the number of produced events, but it also comes
with difficulties. The increased number of protons per bunch, increases the number of additional ??
interactions per bunch crossing, referred to as pile-up interactions. The additional ?? interactions
per bunch crossing are called in-time pile-up, while additional ?? interactions that originate from
neighbouring bunch crossings are referred to as out-of-time pile-up. The average number of interactions
per bunch crossing (〈`〉) in the 2015-2018 dataset was 33.7 [90].

4.2 The ATLAS detector

ATLAS [9] is the largest LHC detector. It is 25m high, 46m long and weighs about 7 000 t. Fig. 4.2
shows an overview of the detector which has a typical onion-shell-like structure. It is composed
of multiple layers of subsystems, that are arranged in concentric cylinders to cover almost the full
4c solid angle around the IP. Each subsystem is specialised in the identification and processing of
various types of experimental signals. The Inner Detector (ID) is responsible for measuring the tracks
of charged particles. Around the ID, a thin solenoid magnet is located, followed by the calorimeter
system. The calorimeter system is used to measure the energy of produced particles like electrons,
photons, and hadrons. The outermost part is the muon spectrometer, which is impeded in a magnetic
field from toroid magnets, allowing to measure the position and energy of muons with high accuracy.
The following sections briefly describe the individual subsystems and their roles.

The ATLAS coordinate system and definition of common variables
ATLAS uses a right-handed coordinate system (G, H, I) with its origin at the IP in the centre of the
detector and the I-axis along the beam pipe. The GH- plane is transverse to the beam. The positive
G-axis points from the IP to the centre of the LHC ring, and the positive H-axis points upwards. Due to
the cylindrical shape of the detector, it is natural to transform to polar coordinates (A, \, q), in which \
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Figure 4.2: The ATLAS detector with its sub-detector and magnet systems [9].

is the polar angle defined with respect to the positive I-axis and q being the azimuthal angle in the
transverse plane with respect to the positive G-axis. The pseudorapidity is defined in terms of the polar
angle \ as:

[ = − ln
[
tan( \

2
)
]
. (4.3)

The angular distance between two particles in the [ − q plans is defined as:

Δ' =

√
(Δ[)2 + (Δq)2 . (4.4)

The transverse momentum of a particle is given by:

?T =
√
?2
G + ?2

H . (4.5)

The sum of transverse momenta of all particles produced in a ?? collision is expected to be zero.
That is due to momentum conservation and the initial ?T of the colliding partons is known to be
zero. However, measuring a non-zero-sum of ?T of all visible particles (=) hints at the existence of
undetected particles. For-example neutrinos are not seen in the detector. This momentum imbalance
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is referred to as missing transverse momentum and is defined as:

�miss
T = −

����� =∑
8

®?T(8)
����� . (4.6)

4.2.1 The inner detector

The ID [91] is the innermost layer of the ATLAS detector. Its main purpose is to reconstruct tracks of
charged particles in a high track density environment. It is immersed in a 2 T magnetic field that bends
the trajectory of charged particles, allowing the measurement of their electric charge and momentum.
Additionally, the ID helps to identify the electrons and is crucial to determine the position of primary
and secondary vertices. The ID, shown in Fig. 4.3, is around six meters long, two meters high and
provides a coverage in the region of |[ | < 2.5. It consists of three subsystems: the pixel detector, the
Semi-Conductor Tracker (SCT), and the Transition Radiation Tracker (TRT). Each subsystem is split
into cylindrical layers in the barrel region and disks perpendicular to the beamline in the endcaps
region.

Figure 4.3: A cut-away view of the inner detector showing its various subsystems, except the Insertable B-Layer
(IBL) which was added during the first long shut-down of the LHC in 2013-2014 [9].

The pixel detector
The pixel detector is the detector closest to the IP, see Fig. 4.3. It is a semiconductor (silicon) pixel
detector and covers up to |[ | < 2.5. It consists of 2024 modules that are arranged in four-barrel layers,
which are located at radii of 3.35, 5.05, 8.85, and 12.25 cm from the IP, and three discs at each side in
the endcap regions. The modules are the building blocks of the pixel detector and contain both the
silicon sensors and the front-end electronics (FE). In the outer three layers and endcap regions, the
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sensor is subdivided into 46080 pixels which are connected to 16 FE chips. In the innermost layer, the
IBL [92], two different types of modules are used: planar modules and 3D modules. A planar module
has two FE chips and a 3D module has a single FE chip. Each chip is connected to 26880-pixel cells.
The size of the silicon sensor is 50 × 400 µm2 in the three outer barrel layers and endcap regions and
50 × 250 µm2 in the innermost barrel layer. The innermost IBL layer plays an important role in the
tracking precision due to its close location to the IP.
When a charged particle passes through a pixel module, electron-hole pairs are created in the

semiconductor material in an amount related to the energy of the particle. The electron and the
holes then drift to the electrodes and induce an electrical current, which is then detected by readout
chips. The recorded signals allow for determining the position of the particle. This finely granulated
structure results in an intrinsic resolution of approximately 10 µm in the direction orthogonal to the
beamline. In the I-direction, the IBL resolution is approximately 66.5 µm, while the external layers
have a resolution of approximately 115 µm.

The semiconductor tracker
The SCT surrounds the pixel detector. It is a microstrip detector with a similar purpose and technology
as the pixel detector. It consists of 4088 modules arranged in four-barrel layers and located at radii
between 30 and 50 cm from the IP, and nine discs on either end-caps as shown in Fig. 4.3. An SCT
module uses silicon sensors segmented in strips rather than individual pixels. Each strip is 12 cm long
and made of two sensors that are connected back-to-back to another pair of sensors (double layer). It
covers a region of up to |[ | < 2.5. The spatial resolution is 17 µm in the direction orthogonal to the
beam pipe and 580 µm in the I-direction for the barrel and in the '-direction for the endcaps. An
average particle will have three measurements provided by the pixel detector and eight by the SCT.

The transition radiation tracker
The TRT is the outermost layer of the ID, see Fig. 4.3. It is a straw-tube tracking detector and covers a
region of up to |[ | < 2.0. It consists of about 370000 straw tubes arranged in 73 barrel layers and
2 × 122 endcap layers. In the barrel region, the straw tubes are 144 cm long and situated parallel to
the beam axis, while in the endcap regions, they are 37 cm long and arranged perpendicular to the
beamline. The straw tubes are 4 mm in diameter and filled with a mixture of Xenon-based gas, which
ionises as charged particles traverse through. The resulting electrons drift to an anode wire placed in
the centre of the tube, where they are amplified and the current is measured.

In addition to the tracking information, the TRT provides electron identification capability through
the detection of transition radiation. The spaces between the straws are filled with a material with
different refraction indices. As charged particles traverse through this material, transition radiation
is emitted that is proportional to the Lorentz factor of the particles. This factor is very large for the
lightest particles as electrons, making it possible to distinguish electrons from other light particles
like pions. The spatial resolution of the TRT of 130 µm in a plane perpendicular to the wire is lower
compared to the silicon detectors, but it is compensated for by a large number of hits per track; a
typical track leaves 30 hits in the TRT.

4.2.2 The calorimeter

The ATLAS calorimeter system is used to measure the energy and direction of electrons, photons
and jets as well as the �miss

T . It covers a wide pseudorapidity range of up to |[ | < 4.9 and uses the
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so-called "sampling" technique. A sampling calorimeter is composed of alternating layers of active
medium and passive absorber material. Particles traversing the absorber material interact with it and
induce a shower of secondary particles, which are measured by the active material. Fig. 4.4 shows the
structure of the calorimeter system. It is composed of the Liquid Argon (LAr) calorimeter and the tile
hadronic calorimeter.

Figure 4.4: A cut-away view of the ATLAS calorimeter system [9].

The liquid argon electromagnetic and hadronic calorimeter
The LAr [93] calorimeter uses LAr as an active material and either lead, copper or tungsten as a
passive absorber medium. It is divided into three parts, as shown in Fig. 4.4: the electromagnetic
barrel region with |[ | < 1.475, two endcaps regions with 1.357 < |[ | < 3.2 which consist of both
electromagnetic and hadronic calorimeters and the forward calorimeter with 3.1 < |[ | < 4.9. When
electrons and photons interact with the absorber medium, they lose their energy progressively (and
fully) via the radiation of photons (bremsstrahlung) and e+e− pair production, resulting in a particle
shower which ionises the LAr.

The tile hadronic calorimeter
The tile hadronic calorimeter surrounds the LAr calorimeter, as shown in Fig. 4.4. It is divided into
two parts: the barrel with |[ | < 1.0 and two extended barrels with 0.8 < |[ | < 1.7. It is designed
to measure the energy of jets resulting from energetic quarks or gluons. It uses plastic scintillating
tiles as an active material and steel as a passive absorber medium. It extends from an inner radius of
2.28 m to an outer radius of 4.25m. When particles interact with the steel layers via inelastic hadronic
interactions, they generate a hadronic particle shower. The scintillator tiles then produce photons,
which are converted into an electrical signal.
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4.2.3 The muon spectrometer

Muons are not stopped in the calorimeter system and penetrate the whole detector. Therefore, the
Muon Spectrometer (MS) [94] is the outermost part of the ATLAS detector. It is designed to measure
the momentum of the muons within |[ | < 2.7 and to trigger high-energetic muon events within
|[ | < 2.4.
The MS, shown in Fig. 4.5, consists of three concentric barrel layers at radii between 5 and 10 m

from the IP and four large wheels perpendicular to the IP at each side in the endcap regions. The MS
is embedded in a magnetic field created by the toroid magnets with a magnetic field strength of 0.5 T
in the barrel and 1.0 T in the endcaps. The toroid magnets generate a magnetic field perpendicular to
the expected muon trajectories. Thus, the muon trajectory is bent by the magnetic field, allowing for
high precision tracking.

The tracks of muons are measured with drift tubes, namely the Monitored Drift Tubes (MDT) and
the Cathode Strip Chambers (CSC), see Fig. 4.5. The MDT are used within |[ | < 2.0 and they consist
of aluminium tubes filled with a gas mixture and a tungsten wire in the middle. When a muon passes
through a drift tube, it ionises the gas the resulting drifting electrons create an electrical signal that is
used to measure the position of the muons. In 1.05 < |[ | < 2.4, the CSC are used instead. They are
multi-wire proportional chambers with cathodes divided into strips, that measure the ionisation charge
from a passing particle. The trigger chambers are the Resistive Plate Chambers (RPC) in the barrel
and the Thin Gap Chambers (TGC) which provide a fast (15 − 25 ns) information about muon tracks
to the trigger system.

Figure 4.5: A cut-away view of the ATLAS muon spectrometer [9].
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4.2.4 The trigger system

The ATLAS experiment is designed to observe approximately 40 million collisions per second. With
each event representing about 1Mbyte of information, it is impossible to store all events delivered by
the LHC. Therefore, the trigger system is used to perform an online selection of interesting events
only to reduce the amount of stored data. The trigger system is split into two levels. The Level 1
(L1) [95] trigger is a hardware-based trigger that uses information from the calorimeter, the RPC and
the TGC to identify events with high ?T leptons, photons and jets. It reduces the data rate from the
40 MHz bunch crossings to a rate below 100 kHz. The information is then passed to the High Level
Trigger (HLT) [96], which is a software-based trigger that uses information from the entire detector
and reduces the events rate to 1 000 Hz. Events passing both trigger levels are written to disk and used
later in physics analyses.

4.3 The 2015-2018 dataset

The analysis uses ?? collision data which were recorded with the ATLAS detector during Run 2 of
the LHC in the years from 2015 to 2018 at a centre-of-mass energy of 13TeV.
Fig. 4.6(a) shows the total integrated luminosity delivered by the LHC (green), the luminosity

collected by ATLAS (yellow), and in blue the luminosity certified to be good quality data. The
recorded luminosity differs from the delivered due to the inefficiency of the data acquisition, as well
as inefficiency due to the time required for the tracking detectors to reach the optimal working point
at the start of stable beams. The recorded data is subjected to certain quality criteria which require
the data to be taken under stable beam conditions and all detector sub-components are in a fully
operational status. More than 94% of the recorded data fulfil the good data quality criteria and are
used in physics analyses. Thus, the data used correspond to an integrated luminosity of 139 fb−1 with
a relative uncertainty of 1.7 % [97].

Changing the LHC beam conditions between and within each year of the data-taking periods affects
the luminosity, the number of additional interactions per collision (pile-up), and the trigger menu.
The integrated luminosities corresponding to a good quality data, split by year, are 3.22 fb−1 for 2015,
33.0 fb−1 for 2016, 44.3 fb−1 for 2017, and 85.5 fb−1 for 2018. The average number of interactions
per bunch crossing increased from 13 to 36 from 2015 to 2018, as illustrated in Fig. 4.6(b), due
to the increase in the instantaneous luminosity. Events are selected online during data taking by
single-electron or single-muon triggers [98, 99].

4.4 ATLAS simulation

The previous chapter provided a description of event generation. The results of theMC event generators
do not take into account any effects of the detectors. These effects need to be simulated in order to be
able to compare the simulated events directly with the measured data. The particles’ interaction with
the detector material is simulated based on the Geant4 framework [100].
The simulation performs a detailed description of the interactions between the particles and the

various sub-detector parts and the collection of the energy deposits is recorded as hits with position
and time. The hits are then transformed into detector responses (voltage and current) through the
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Figure 4.6: (a) Cumulative luminosity versus time delivered to ATLAS (green), recorded by ATLAS (yellow),
and certified to be good quality data (blue) during stable beams and (b) the mean number of interactions per
bunch-crossing for ?? collisions at

√
B = 13TeV in 2015–2018 [90].

digitisation step. The digitisation output is a data format identical to the real data. Thus, the same
trigger and reconstruction algorithms can be applied for simulated and real data.

Because of the complicated detector geometry, the full detector simulation requires large computing
resources. This is mainly due to simulating particles traversing the calorimeters. To reduce the usage
of resources from several minutes to a few seconds per event, a fast simulation algorithm [101] is
provided with parametrised showers in the calorimeters instead of simulating them fully. In this
analysis, a fast simulation algorithm is used for systematics samples, where high precision is not
required.
To take into account the effect of additional interactions in the same and neighbouring bunch

crossing, pile-up events with low momentum exchange are overlayed over the hard-scatter events
after the digitisation step. Pile-up events are simulated using minimum-bias events generated using
Pythia 8 with the A3 [102] tune. The distribution of the number of pile-up interactions in the
simulation is re-weighted to match the pile-up level observed in the data.
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CHAPTER 5

Physics objects and observables definition

Physics object reconstruction and identification in the ATLAS detector rely on their properties and
interaction with the material of the various detector parts. Fig. 5.1 illustrates the interaction of different
particles with the ATLAS detector. Different particles leave diverse signatures, which allows to
distinguish them.

Physics objects can be identified in various stages. The full reconstruction of a given object through
the ATLAS detector is referred to as detector level. However, it is also possible to define physics
objects in a state where stable particles are defined after the parton shower and hadronisation, but
before the decays and propagation through the detector. This stage is referred to as particle level.
In measured data, only detector-level information is accessible, while both stages are accessible in
simulation.

This chapter provides the definition of charged-particle tracks and objects needed in the reconstruction
of CC̄ events. The signature of a dileptonic CC̄ pair comprises charged leptons and jets, including
1-quark-initiated jets. An overview of detector-level objects reconstruction and definition is given
in Section 5.1. The particle-level objects definition is discussed in Section 5.2. Then, the event
selection applied to identify CC̄ events is explained in Section 5.3. The observables which are measured
in this thesis are introduced in Section 5.4. Finally, an overview of the analysis strategy is presented
in Section 5.5

5.1 Detector-level objects definition

Tracks of charged particles

Tracks are reconstructed from position measurements in the ID caused by the passage of charged
particles. Track reconstruction uses an inside-out track-finding algorithm, followed by an outside-in
tracking. The track reconstruction algorithm begins by assembling hits from the deposited energy in the
pixel and SCT detectors. From these hits, three-dimensional measurements referred to as space-points
are created, which represent the point where the charged-particle traversed the active material of the
ID. Then, track seeds are formed from a combination of three space-points followed by a combinatorial
Kalman filter [104] to build track candidates from the chosen seeds and by incorporating additional
space-points from the remaining layers of the pixel and SCT detectors which are compatible with
the preliminary trajectory. Ambiguities between the track candidates with overlapping or incorrectly
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Figure 5.1: Transverse view of the ATLAS detector representing the various particle interactions with each
layer of the detector. Dashed tracks are invisible to the detector layers. Muon tracks and neutrinos pass through
the entire detector. Electrons, photons and hadrons are fully absorbed by the calorimeters. Charged particle
trajectories are bent in the tracking system due to the presence of magnetic fields [103].

assigned space-points are then resolved by assigning a relative track score to each track with respect to
another. Quality criteria are applied to suppress combinations of space-points unlikely to originate
from a single charged particle. Finally, silicon seeded tracks that survived the ambiguity solving
are extended into the outer TRT detector and a high-resolution fit is performed to provide the final
estimate of the track parameters. The resulting track-collection marks the end of the inside-out chain
of the ATLAS ID track reconstruction [105, 106].

The inside-out chain is followed by an outside-in tracking pass to reconstruct tracks that were missed
by the previous algorithm or tracks from secondary-decay vertices or from photon conversions. A
reverse sequence that starts by reconstructing TRT track segments, which are then extended back into
the silicon detectors. Track segments are reconstructed from space-points that have not been already
assigned to an existing track from the inside-out tracking pass.

The resulting tracks from both the inside-out and outside-in strategies represent the final collection
of reconstructed tracks. Tracks are described by a set of five parameters, defined as

(
30, I0, q, \, @/?

)
and depicted in Fig. 5.2. The transverse impact parameter, 30, is defined as the shortest distance
between the track and the beam line in the transverse plane. The longitudinal impact parameter, I0, is
defined as the distance along the beam line between the point on the track used to evaluate 30 and the
primary vertex. The azimuthal angle q and the polar angle \ of the track momentum and the ratio @/?
of the charge of the reconstructed track divided by the magnitude of its momentum.
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In this analysis, reconstructed tracks used to compute measured observables are selected by applying
the tight primary quality criteria [107]. In particular, they must have ?T > 5 GeV and be within
|[ | < 2.5. At least one hit in the two innermost pixel layers is required if the extrapolated track crosses
the sensitive region of an active sensor module. The number of silicon hits in the pixel and SCT
detectors must be larger than nine for |[ | ≤ 1.65 or larger than 11 for |[ | > 1.65, with no more than
two missing SCT hits on a track if the respective SCT modules are operational and no missing pixel
hits. Additionally, track-to-vertex-association criteria are applied to mitigate the effect of pile-up tracks
and improve the rejection of tracks from secondary interactions: |30 | < 0.5 mm, and the longitudinal
impact parameter calculated relative to the event primary vertex, |I0 sin(\) | < 0.5 mm. Furthermore,
in order to best describe the colour-reconnection effect, tracks within Δ' = 0.4 of a jet or within
Δ' = 0.01 of the electron or muon from the top-quark decay are discarded. These selection criteria
have a significantly high rejection of tracks originating from pile-up interactions and result in an
efficiency of 65 − 80 % depending on the track ?T.
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Figure 5.2: Illustration of the perigee parameters of a track in the transverse plane (left) and the longitudinal
plane (right) [108].

Primary vertex

A typical collision of two proton bunches in the LHC results in multiple interactions per bunch
crossing, on average 33.7 over the full Run 2 [90]. Given the multiple interactions per bunch crossing,
the identification and precise reconstruction of the primary vertex which arises from the hard inelastic
collision among many soft ?? interactions is essential.
Primary vertex reconstruction uses a collection of reconstructed tracks, selected with the tight

primary quality criteria. The reconstruction can be generally divided into two stages: the iterative
primary vertex finding, where reconstructed tracks are associated to a particular vertex candidate,
and an adaptive vertex fitting where the vertex position and their corresponding uncertainties are
determined [109, 110].
The presence of pile-up events increases the number of reconstructed vertices, which are usually

soft. Therefore, the vertex with the highest sum of squared transverse momenta of all associated tracks
is considered to correspond to the hardest ?? interaction and is defined as the primary vertex of the
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event. Other primary vertices are assumed to be coming from pile-up interactions. Vertices which are
incompatible with the estimated beam-spot1 region are secondary (or tertiary) vertices [111].

Electrons

Electrons are charged particles interacting electromagnetically with the ATLAS detector, leaving
hits in the ID and depositing their energy in the electromagnetic calorimeter. In this analysis, only
electrons with |[ | < 2.5 are considered.
Electron reconstruction is performed in several steps [112]. First, topo-clusters, defined as

topologically connected electromagnetic and hadronic calorimeter cells, are reconstructed using
energy deposits in the electromagnetic calorimeter, except in the transition region 1.37 < |[ | < 1.52
between the central and the end-cap electromagnetic calorimeter. In the next step, tracks are
reconstructed as described in Section 5.1 with a bremsstrahlung-aware refit. Then, tracks are matched
to the selected topo-cluster. After that, variable-size superclusters are formed, an example diagram of
a supercluster is given in Fig. 5.3, and initial position corrections are applied and tracks are matched
to the electron superclusters. Finally, an ambiguity resolution is performed to remove electron and
photon overlap.
To distinguish electrons from non-electron objects, a likelihood-based algorithm is used to

simultaneously evaluate several input variables of electron candidates including quantities measured
in the ID, the calorimeter and the combined ID and calorimeter [112]. Three identification working
points are provided: loose, medium and tight [112]. This analysis uses electrons with the tight
identification working point for high rejection of background electrons.
To differentiate prompt electrons from the signal process from background processes such as

semileptonic decays of heavy quarks, hadrons misidentified as leptons, and photons converting into
electron–positron pairs additional isolation criteria are applied. To quantify the activity near the
electron, two isolation variables are defined: the sum of transverse energies deposited in a cone of
radius Δ' = 0.2 around the electron candidate in the electromagnetic calorimeter, and the sum of the
transverse momenta of tracks within a cone centred around the candidate electron track, excluding
the candidate itself. This analysis uses electrons with the tight isolation working point to achieve the
highest background rejection [112].

The energy of the electron candidates is calibrated to correct for energy losses before and inside the
calorimeter [113]. The energy resolution is optimised using a multivariate approach. The absolute
energy scale is adjusted using a sample of / boson decays into electron-positron pairs. Finally, the
calibration is validated using �/k → e+e− events.

In this analysis, the transversemomentum of the reconstructed electron is required to be ?T > 25GeV.
The tracks matched to the electrons have to be compatible with the primary vertex which is ensured by
the requirements |30/f30

| < 5.0, and |I0 sin(\) | < 0.5 mm.

1 The beam spot is referred to as the spatial region around the interaction point where the profiles of the two beams overlap.
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Figure 5.3: Diagram of an example supercluster showing a seed electron cluster and a satellite photon
cluster [114].

Muons

Muons are minimum-ionising charged particles. They leave hits in the ID, deposit a small amount
of energy in the electromagnetic and hadronic calorimeters and reach the MS. Hence, muons are
reconstructed based primarily on information from the ID and the MS. In this analysis, only muons
with |[ | < 2.5 are considered.

The reconstruction is performed independently in the ID and MS and then the information is
combined. ID tracks reconstruction is performed as described in Section 5.1. MS track reconstruction
starts with forming local track segments in eachMS layer. Then, segments from all layers are combined
together to form MS track candidates. The ID and MS track candidates are then combined with a
global refit procedure. The larger part of the muons is reconstructed using the outside-in chain where
the muons are reconstructed starting from the MS track and then extrapolated inward and matched to
an ID track [115].
Muon identification is performed to select prompt muons and suppress muons from backgrounds

mainly coming from charged pion or kaon decays. Several variables offer good discrimination between
prompt muons and background muons; those are: the absolute value of the difference between the
ratio of the charge and momentum of the muons measured in the ID and MS divided by the sum in
quadrature of the corresponding uncertainties (@/?), the absolute value of the difference between
the transverse momentum measurements in the ID and MS divided by the ?T of the combined track
(d′) and the normalised j2 of the combined track fit. Four working points are defined depending
on the selection criteria applied on these variables: medium, loose, tight and High-?T [116]. This
analysis uses muons with the medium identification working point, which minimises the systematic
uncertainties associated with muon reconstruction and calibration [115]. The medium requirements
are: at least three hits in at least two MDT layers except for tracks in the |[ | < 0.1 region, where tracks
with at least one MDT layer but no more than one MDT hole layer are allowed. @/? significance is
required to be smaller than seven to suppress the contamination due to hadrons misidentified as muons.

Similarly to the electrons, muons are required to pass additional isolation criteria to suppress muons
originating from semileptonic decays of heavy hadrons. To quantify the activity near the muon the
same variables used for electron isolation are used: the sum of transverse energies of clusters deposited
in a cone of radius Δ' = 0.2 around the muon candidate in the calorimeters and the sum of the
transverse momentum of tracks within a cone centred around the candidate muon track, excluding the
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candidate itself. This analysis uses muons with the tight [116] isolation working point to achieve the
highest background rejection.
The reconstruction and identification efficiencies are measured in data and simulation using the

tag-and-probe method [115] in Z → `−`+ and �/k → `−`+ events. Discrepancies between data and
simulation are accounted for by applying scale factors to the simulated events. Moreover, the muon
momentum scale and resolution are measured. Correction factors are derived and applied to the muon
momentum scale and resolution of simulated events to match those observed in data [115].

In this analysis, the transverse momentum of the reconstructed muon is required to be ?T > 25GeV.
Matched tracks to muons have to be compatible with the primary vertex, which is ensured by
requirements imposed on the transverse impact parameter significance, |30/f30

| < 3.0, and the
longitudinal impact parameter, |I0 sin(\) | < 0.5 mm.

Jets

Quarks and gluons are colour charged particles. Therefore, they cannot be observed as free particles,
they form stable colour-less hadrons. These hadrons form a stream of collimated particles that are
considered as a single object, called a jet, that describes the kinematics of the original quark or gluon.
Jets are observed as energy deposits in the calorimeters. In addition, ID tracks are observed for charged
particles.
Jet reconstruction is performed using the particle-flow algorithm [117], in which tracking and

calorimetric information are combined. The reconstruction can be divided into three steps: First, jet
constituents are reconstructed, which are energy clusters in the calorimeters and measured tracks
in the ID. In the next step, the reconstructed tracks are matched to the energy clusters. In case of a
successful match, the energy deposit in the calorimeter by the charged particle is subtracted from the
matched clusters and replaced by the corresponding track momentum. Finally, the anti-:C jet-finding
algorithm [118] is applied as implemented in the FastJet software package [119]. The inputs to
this algorithm are the clusters that survived the energy subtraction and the tracks that match the
hard-scattering primary vertex.

The anti-:C algorithm combines nearby objects based on the distance between two entities 8 and 9 ,
defined as

38 9 = <8=(?−2
) 8 , ?

−2
) 9)

Δ'2
8 9

'2

and the distance to the beam, defined as 38� = ?
−2
) 8 for object 8. Where ?) 8 (?) 9) is the transverse

momentum of object 8( 9), Δ'8 9 is the angular distance between objects 8 and 9 , and ' is the radius of
the jet cone, which is set to 0.4 for this analysis. These distances are calculated for each object in
the event and the smallest distance is identified. If 38 9 is the smallest distance, the two objects are
combined by summing their four-momenta. If 38� is the smallest, the object 8 is identified as a jet
and removed from the list of entities. The distances are then recalculated and the same procedure is
repeated until no entities are left. The anti-:C algorithm is collinear and infrared safe [120]. That
means collinear splittings or soft emissions do not change the collection of reconstructed jets. Infrared
and collinear unsafe concepts are illustrated in Fig. 5.4.
Reconstructed jets are then subject to a series of energy calibrations to correct their energy in the

detector to correspond to the energy of the initial partons. First, corrections for pile-up interactions are
applied. Then, an absolute jet energy scale and [ calibration are applied to correct the reconstructed
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1a) 1b) 2a) 2b)

Figure 5.4: Illustration of (1) an infrared unsafe and (2) a collinear unsafe jet reconstruction. The arrows
represent particles and the grey cones the reconstructed jets. (1) Soft radiation between two jets in 1a) causes
merging of the jets in 1b). (2) Collinear splitting of hard jets in 2a) leads to different jet clustering in 2b) [121].

jet four-momentum to the particle-level energy scale, taking into account the [ biases using MC
simulated events. In the next step, the Global Sequential Calibration [122] is applied to account for
the residual dependence of jet energy on the longitudinal and transverse features of the jets, mainly
due to differences in the shower between jets initiated by gluons and jets initiated by quarks. Finally,
in-situ calibration is applied to data to account for differences in jet response between data and MC
simulation [122].
To suppress jets originating from pile-up interactions, jets with ?T < 60 GeV and |[ | < 2.4 are

required to pass a requirement on the jet-vertex-tagger (JVT) discriminant [123]. In this analysis, jets
are required to pass |JVT| > 0.5, which corresponds to an efficiency of 92 % for non-pile-up jets.
Furthermore, jets are required to have ?T > 25GeV and |[ | < 2.5.

Identification of b-quark jets

The identification of jets containing 1-hadrons is referred to as 1-tagging. There are two 1-quarks
in the final state of the CC̄ process. Therefore, the identification of 1-jets is of major importance to
identify top-quark pair events and discriminate them from background events.

Algorithms designed to identify 1-jets exploit the relatively long lifetime of 1-hadrons (≈ 1.5 ps) to
differentiate 1-jets from other jets that contain 2-hadrons or light-flavour hadrons (D, 3 or B). The long
lifetime translates into a flight distance of a few millimetres resulting in a secondary vertex associated
with their decay, see Fig. 5.5.

In this analysis, the DL1r2 1-tagging algorithm [124] is employed. DL1r combines the outputs
of low-level 1-tagging algorithms by using a deep neural network into a single discriminant. Three
different low-level algorithms are used. The first set of algorithms uses both the transverse and
longitudinal impact parameter significance, and their correlations and combines them into a likelihood
discriminant. The second is based on the reconstruction and identification of a displaced secondary
vertex and its properties. The last algorithm exploits the topological structure of 1-hadron and 2-hadron
decays inside the jet using the Kalman filter [104] technique as implemented in the JetFitter [125]

2 DL1r is an extension of the DL1 1-tagging algorithm. DL1r adds a new low-level tagger, which exploits correlations
between the track impact parameters.
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Figure 5.5: Schematic view of a 1-hadron decay with a relatively long lifetime resulting in a secondary
vertex [121].

algorithm. The output variables from the three algorithms, in addition to the jet ?T and |[ | are given
as input to the DL1r deep neural network that combines the information in a discriminant used to
separate the different jet flavours. Working points are defined by a single cut-value on the discriminant
output distribution. They are defined by the efficiency to tag 1-jets in CC̄ events. This analysis uses a
working point corresponding to a 1-tagging efficiency of 70 %. Jets are considered as 1-tagged if the
DL1r discriminant is larger than 3.245.

To correct for the differences in 1-tagging efficiencies as a function of the jet ?T between simulated
events and observed data, scale factors are derived from the observed discrepancies to simulated
events. The calibration for 1-jets is done in dileptonic CC̄ events [124]. These calibrations can vary
between the different event generators and parton shower models. Therefore, MC-to-MC scale factors
are derived and applied to MC events as described in Ref. [126].

Overlap removal

After object reconstruction, an overlap-removal procedure is applied to remove ambiguities in case
the same detector signature is reconstructed as multiple objects. First, an electron sharing a track
with a muon is removed. Then, jets within Δ' = 0.2 of an electron are removed, thereby avoiding
double-counting electron energy deposits as jets. After that, electrons within Δ' = 0.4 of a jet
are removed, to reduce the impact of non-prompt electrons from heavy-flavour decay and to avoid
reconstructing electrons as jets. Next, jets within Δ' = 0.2 of a muon are removed if they have less
than three associated tracks. Finally, muons within Δ' = 0.4 of a jet are removed, reducing the rate of
non-prompt muons.
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5.2 Particle-level objects definition

A selection based on particle-level objects is needed to perform the differential cross-section
measurements, which are presented in Chapter 7. In order to reduce the extrapolation over objects from
detector level to particle level, the selection of particle-level objects is chosen to match detector-level
objects as closely as possible. Particle-level objects are defined using stable particles with a mean
lifetime g > 30 ps.
Charged particles are required to have ?T > 500 MeV and |[ | < 2.5. Charged particles that are

produced from the decay of stable particles, called secondary particles, are excluded. Particles from
pile-up and from interactions with the detectors are not included by definition. Additionally, charged
particles within Δ' = 0.4 of a jet or within Δ' = 0.01 of the electron or muon from the top-quark
decay are excluded.

Electrons and muons are required to not originate from hadron decays, either directly or through a
g decay. This ensures that they originate from the,-boson decay without requiring a direct match.
The four-momenta of the bare leptons are modified (dressed) by adding the four-momenta of prompt
photons within Δ' = 0.1. The dressed leptons are then required to have ?T > 25 GeV and |[ | < 2.5.

Jets are reconstructed with the anti-:C algorithm using a radius parameter of 0.4. All stable particles
are considered for jet clustering, except for the selected electron or muon and photons associated
with them. Jets are required to have ?T > 25 GeV and |[ | < 2.5 and are identified as 1-jets via
ghost-matching [118] to a 1-hadron with ?T > 5 GeV.
To avoid double-counting, particle-level objects are subject to overlap removal criteria. Dressed

muons and electrons with a separation Δ' < 0.4 from a jet are excluded.

5.3 Event selection

After defining physics objects, a series of selection criteria is applied to measured and simulated
events to reject background events as much as possible. The choice of the selection criteria is inspired
by CC̄ differential cross-section measurements in 4` dilepton events [127].
Events are required to pass a single-electron or single-muon trigger. Due to the different LHC

beam conditions between each year of data-taking periods, the trigger had to be readjusted in the
2016-2018 data-taking period, compared to 2015. Therefore, several triggers are used. For the
2015 data-taking period, both electrons and muons are required to have ?T > 25GeV, while for the
2016-2018 data-taking periods, electrons and muons are required to have ?T > 27GeV. Simulated
data events are also required to pass the same trigger requirements. In addition, events are required to
have at least one primary vertex reconstructed from at least two tracks with ?T > 5GeV.
In Fig. 5.6, an example Feynman diagram of CC̄ production and decay in the 4` channel is shown.

The final state consists of exactly one electron and one muon, an electron neutrino and a muon neutrino
and two 1-quarks. Hence, based on the object’s definition, events are required to have exactly one
electron and one muon, two or three jets, of which two are 1-jets3. The third jet is mainly accepted
in order to increase the statistics of the selected sample while keeping the modelling uncertainties
manageable. Hadronic resonances are suppressed by requiring the dilepton invariant mass to satisfy
<ℓℓ > 15 GeV. In addition, events with track multiplicities above 100 are excluded because the

3 Events involving, → ga decays with a subsequent decay of the g lepton to either 4a4ag or `a`ag are included.
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dominating contribution is due to pile-up tracks4.
Events with an Opposite Sign (OS) 4` pair define the nominal sample, whilst events with a Same

Sign (SS) 4` pair are used to estimate the background from fake leptons.
The particle-level events are required to pass the same selection requirements as the data selection

but applied to the particle-level objects. In the case of the lepton ?T, a lower requirement of 25 GeV is
applied.
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Figure 5.6: An exemplary Feynman diagram for the CC̄ production via gluon fusion and the full decay chain in
the 4` channel.

5.4 Observables definition

The colour reconnection mechanism aligns colours between partons, leading to a reduction of the
available energy to produce new @@̄ pairs. Hence, the particle multiplicity is reduced. The produced
particles carry, on average, more momentum than particles produced in events without CR. Therefore,
the sensitive observables to CR are related to the charged-particle multiplicity and their momentum.

To determine the observables sensitive to CR effects, a study is performed at the particle level, using
the Rivet framework [128]. The candidate observables are inspired from previous measurements [24]
and constructed using charged particles as defined in Section 5.2. Fig. 5.7 shows a comparison
between the CC̄ nominal prediction to the predictions of the CR0, CR1 and CR2 models that have been
introduced in Section 3.2.1.

Figs. 5.7(a) and 5.7(b) show the charged-particle multiplicity =ch, and the scalar sum of the transverse
momenta of the charged particles

∑
=ch
?T, respectively. In the lower panels, the ratio with respect

to the nominal sample is shown. It can be seen, that the =ch observable has a discrimination power,
i.e maximum deviation, of up to 30 %, while in the

∑
=ch
?T variable the deviation reaches up to

20 %. The latter observable is highly correlated with =ch but contains additional information about the
kinematic configuration of the event. Therefore, both observables are considered to be measured.
Figs. 5.7(c) and 5.7(d) shows the

∑
=ch
?T and the average transverse momenta 〈?T〉 as a function

of =ch, respectively. From the lower panels, it can be seen, that these two observables have a similar
discrimination power between the various models. Therefore, only the

∑
=ch
?T as a function of =ch is

considered to be measured.

4 The fraction of selected data events with track multiplicities above 100 is below 0.2%.
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Figure 5.7: Comparison of the nominal Powheg+Pythia 8 CC̄ to CR0, CR1 and CR2 models implemented in
Pythia 8 event generator. Distributions of (a) =ch, (b)

∑
=ch
?T, (c)

∑
=ch
?T as a function of =ch and (d) the

average tracks ?T as a function of =ch. The distributions are normalised to unity. The lower panel shows the
ratio calculated with respect to the nominal sample.
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Chapter 5 Physics objects and observables definition

Detector-level observables
At the detector level, the observables are calculated using tracks defined in Section 5.1. The
corresponding variables are then defined as:

• =trk,out: Number of tracks outside of jetswith the binning given by [0, 10, 20, 30, 40, 50, 60, 80, 100].
•

∑
=trk,out

?T: Scalar sum of the transverse momenta of tracks outside of jets with the binning
given by [0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100,∞) in units of GeV.

•
∑
=trk,out

?T in bins of =trk,out: This two-dimensional observable is built from the two variables
above, as the

∑
=trk,out

?T in bins of =trk,out with the binning given in Table 5.1.

The binning of the observables is chosen according to a predefined procedure described in Section 7.4.
The same binning is used for each observable both at the detector level and particle level.

Table 5.1: Binning used for the
∑
=ch
?T in bins of the =ch observable. For each =ch bin, the

∑
=ch
?T binning is

given in units of GeV.

=ch bin
∑
=ch
?T binning [GeV]

[0, 20) [0, 10,∞)
[20, 40) [0, 35,∞)
[40, 60) [0, 60,∞)
[60, 80) [0, 80,∞)
[80, 100] [0,∞)

5.5 Analysis strategy

This analysis aims tomeasure the CC̄ production differential cross-section as a function of the observables
presented in the previous section. The analysis strategy, illustrated in Fig. 5.8, operates according to
the following recipe:

• Selection criteria are applied to the events and the different physics objects to obtain a dataset
enriched in CC̄ events in the dilepton (4`) final state. The detector-level and corresponding
particle-level selections are detailed in Section 5.3.

• Observables that are sensitive to colour reconnection effects are constructed from tracks of
charged particles as described in Section 5.4.

• Background events with a final state similar to CC̄ signal events are estimated using a combination
of simulation and partially data-driven estimates as described in Section 6.1.

• Backgrounds to primary hard-scatter tracks are estimated and subtracted as detailed in Section 6.2.
This yields the background-subtracted distributions for each observable.

• The background-subtracted distributions are corrected for the effect of the limited track-
reconstruction efficiency. This yields the corrected-level distributions for each observable as
explained in Section 6.3.
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5.5 Analysis strategy

• The corrected-level data of the differential distributions is corrected for detector resolution
and migration effects among bins (unfolded). The details of the unfolding method are shown
in Chapter 7.

• The impact of the various sources of uncertainties of the measurement are summarised
in Chapter 8.

• The particle-level cross sections are obtained from the unfolded yields and compared with
different theoretical predictions in Chapter 9.

Detector

Background-subtracted
level

Corrected-level

Particle level
Fiducial phase space

Theory

backgrounds to primary hard-
scatter tracks subtraction

Correction for limited track-
reconstruction efficiency

Correction for detector effects
(unfolding)

Fiducial acceptance
correction

Figure 5.8: Schematic representation of the analysis strategy. In red, the various analysis levels performed on
quantities measured by the detector, while blue represents the stage involving quantities predicted by theory.
The measured quantities at the particle level are compared to theory and shown in green.
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CHAPTER 6

Backgrounds estimation and corrections to
observables

The previous chapter introduced the selection criteria to obtain a dataset enriched in CC̄ events in
the dileptonic (4`) final state ( Section 5.3), as well as the observables that are sensitive to colour
reconnection effects ( Section 5.4). In the following sections, the procedure to estimate and correct for
the background contamination is explained.
Two different sources can lead to background contamination: event-based contributions from

background processes with a final state similar to CC̄ dileptonic events, discussed in Section 6.1, and
track-based contributions originating from sources other than the hard-scattering process, discussed
in Section 6.2. Finally, in Section 6.3, a correction to the observables is introduced, which accounts
for the effect of track reconstruction inefficiencies.

6.1 Event-based backgrounds estimation

Background processes with a final state similar to signal CC̄ events that pass the event selection are
presented in Section 3.3. The expected number of events for these backgrounds and kinematic variables
are obtained as follows:

• Single-top tW , CC̄+ , Z (→ gg → e`)+jets and diboson production: The expected number
of events is calculated using the theoretical cross-sections, as given in Section 3.3, and the
acceptance from the simulated samples scaled to the integrated luminosity. The kinematic
distributions are also determined from the simulated samples.

• Fake lepton events are those where at least one of the selected leptons is wrongly reconstructed
as a prompt lepton. Fake leptons can arise either from the decay of a bottom or charm hadron,
an electron from a photon conversion, a misidentified hadron, or a muon produced from the
decay-in-flight of a pion or kaon. The number of expected fake-lepton background events is
estimated using a partially data-driven method. This method is explained in the following
section. The kinematic distributions of the fake-lepton background are determined from the
simulated CC̄ events with single-lepton and dilepton final states.
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Chapter 6 Backgrounds estimation and corrections to observables

6.1.1 Fake-lepton background

The background from events with at least one fake lepton is estimated using a combination of data and
simulation, using the method employed in Ref. [127]. This method relies on selecting events with a
same-sign 4` pair, keeping all other selection criteria as defined in Section 5.3, as they are enriched
with fake-lepton contributions. The samples of simulated events are those discussed in Section 3.3.

The number of expected fake-lepton background events, # fake, is obtained using the number of
observed same-sign events in data (#data,SS), according to Eq. (6.1). The total predicted contribution
of same-sign 4` pair events with prompt leptons, #sim,prompt,SS, is subtracted and the result is scaled
by the ratio of opposite-sign-to-same-sign events with fake leptons, ', obtained from simulation.

# fake
= ' ·

(
#data,SS − #sim,prompt,SS

)
,

' =
#sim,fake,OS

#sim,fake,SS .
(6.1)

Simulated events with prompt leptons are those where both selected leptons are prompt, which
includes events where the lepton charge sign has been misidentified, referred to as prompt wrong-sign,
and events with two genuine same-sign prompt leptons, referred to as prompt right-sign. On the other
hand, simulated events with fake leptons include several contributions which are classified according
to the lepton type into four different event categories:

• Photon conversion electrons: The muon is prompt, while the electron is produced from a photon
conversion which is itself produced via bremsstrahlung from a prompt electron (4 → W → 4).

• Heavy-flavour electrons: The muon is prompt, while the electron is produced from the decay of
a bottom or charm hadron.

• Heavy-flavour muons: The electron is prompt, while the muon is produced from the decay of a
bottom or charm hadron.

• Other: Including all other cases. For example, a hadron is misidentified as an electron, a muon
is coming from an in-flight decay of a pion or a kaon, or both leptons are non-prompt.

The ratio ' factor is found to be 2.4 ± 0.1. Table 6.1 shows the estimates from simulation of
prompt and fake lepton contributions to the opposite-sign and same-sign events compared with the
observed event yields. The uncertainties are due to the finite number of simulated events, also called
the MC statistical uncertainty. The prediction is broken down into prompt leptons and the various
fake-lepton categories. The prompt contributions are about 35% of the same-sign sample. They
include wrong-sign (WS) contributions, dominated by CC̄ dilepton events where the electron charge sign
has been wrongly reconstructed, and right-sign (RS) contributions, with same-sign prompt leptons,
from CC̄++ events, /+jets and diboson production. The fake-lepton contributions are dominated by
electrons from photon conversions, which represent 62% of the same-sign sample. Sub-leading
contributions come from leptons produced in semileptonic decays of heavy-flavour hadrons, and other
sources. The prompt contributions are about 99% of the opposite-sign samples, while the fake-lepton
contributions are very small. Fig. 6.1 illustrates the different contributions in the OS and SS regions
as a function of the electron ?T. A conservative 50% uncertainty is assigned to the normalisation of
the fake-lepton background estimation [127].
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6.1 Event-based backgrounds estimation

Table 6.1: The expected event yields from the combined signal and background events in the OS and SS 4`
event samples compared with the observed event yields. The different event categories are described in the text.
The quoted uncertainties are from MC statistical only.

Lepton category OS SS

Prompt right-sign 197 360± 440 75± 9
Prompt wrong-sign 0 243± 16
Photon conversion e 1 253± 35 561± 24
Heavy-flavour e 18± 4 8± 4
Heavy-flavour ` 45± 7 6± 3
Others 63± 8 6± 3

Total expected 198 740± 450 900± 30
Observed 195 507 874

0

20000

40000

E
ve

nt
s 

/ 1
0 

G
eV

0 50 100 150 200
) [GeV]e(

T
p

0.8
1

1.2

P
re

d.
D

at
a

, 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

Data
Prompt RS
Prompt WS
-conversionγ

Heavy-flavour e
µHeavy-flavour 

Others
Stat.

(a)

0

50

100

150

E
ve

nt
s 

/ 1
0 

G
eV

0 50 100 150 200
) [GeV]e(

T
p

0.8
1

1.2

P
re

d.
D

at
a

, 2 or 3 jetsµeSS 
  ATLAS -1 139 fb,=13 TeVs

Data
Prompt RS
Prompt WS
-conversionγ

Heavy-flavour e
µHeavy-flavour 

Others
Stat.

(b)

Figure 6.1: Distributions of the electron ?T in events with (a) an opposite-sign and (b) a same-sign 4` pair.
The observed data is compared with the combined expectation from simulated CC̄ and background events. The
simulation’s prediction is normalised to the number of expected events and broken down into contributions
where both leptons are prompt right-sign (RS) or wrong-sing (WS), or one is a fake lepton from a photon
conversion, from heavy-flavour decay or from other sources. The lower panel shows the ratio of data to the
prediction in each bin. The hatched (grey) uncertainty band represents the MC statistical uncertainty. Events
beyond the G-axis range are included in the last bin. The blue triangular marker in the lower panel point to
data-to-prediction ratio values which lie beyond the shown H-axis range.
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Chapter 6 Backgrounds estimation and corrections to observables

6.1.2 Event yields and kinematic distributions

Table 6.2 shows the expected event yields of the CC̄ and background processes, which are compared
with the number of observed events. The expected signal purity is approximately 96% and the
remaining background is dominated by the single top-quark production with a smaller contribution
from fake-lepton background events estimated according to Eq. (6.1). Kinematic distributions that
include signal and all background contributions are shown in Figs. 6.2 to 6.4, which illustrate the
agreement between the prediction and the observed data. The different background processes are
combined into a single histogram labelled "Background". The uncertainty band includes the MC
statistical uncertainty and the total systematic uncertainty as described in Chapter 8.
Fig. 6.2 shows kinematic distributions of the leading jet, the electron and the muon. It can be

seen that the observed data agrees well with the prediction within the uncertainties. In the leading
jet ?T distribution, shown in Fig. 6.2(a), a slope can be seen in the ratio of data to prediction. This
is in agreement with previous differential cross-section measurements by ATLAS [127, 129–131],
and CMS [132–135], which have consistently observed a softer top-quark ?T spectrum (and related
distributions) than what is predicted by NLO+PS MC generators. This discrepancy is at least partially
due to missing NNLO corrections [136–140]. The difference between data and prediction is covered
by systematic uncertainties. Fig. 6.3 shows distributions of the tracks ?T and [. It can be seen, that the
tracks ?T distribution is underestimated by the prediction, particularly in the tail of the distribution.
However, the deviations are covered by the systematic uncertainties, which are dominated by the parton
shower modelling uncertainty. Fig. 6.4 shows distributions of the =trk,out and

∑
=trk,out

?T observables,
in which considerable differences between the observed data and the nominal prediction can be seen,
reflecting non-optimal tuning of the UE and MPI.

Table 6.2: Event yields obtained after the event selection. The expected event yields from the signal and the
various background processes are compared with the observed event yields. The fractional contributions of
the signal and the background processes to the expected event yield are given in %. The process labelled by
‘Others’ includes Z+jets and diboson background events. The quoted uncertainties are from MC statistics only.

Process Selected events Fraction [%]

CC̄ 190 640± 440 96
Single-top tW 6 310± 80 3.2
Fake leptons 1 318± 36 0.7
CC̄+ 213± 14 0.1
Others 91± 10 < 0.1

Total expected 198 610± 450
Observed 195507
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Figure 6.2: Distributions of (a) the leading jet ?T, (b) the jet multiplicity, (c) the electron ?T, (d) the electron [,
(e) the muon ?T and (f) the muon [. The observed data is compared with the expectation from simulated CC̄ and
background events, where the background process includes contributions from tW , CC̄+ , Z+jets and diboson,
and the estimated fake-lepton background. The lower panel shows the ratio of data to the prediction in each
bin. The hatched (grey) uncertainty band includes the MC statistical uncertainty, background normalisation
uncertainties, detector systematic uncertainties and CC̄ modelling systematic uncertainties. Events beyond the
G-axis range are included in the last bin.
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Figure 6.3: Distributions of (a) the tracks ?T and (b) the tracks [. The observed data is compared with the
expectation from simulated CC̄ and background events, where the background process includes contributions
from tW , CC̄+ , Z+jets and diboson, and the estimated fake-lepton background. The lower panel shows the
ratio of data to the prediction in each bin. The hatched (grey) uncertainty band includes the MC statistical
uncertainty, background normalisation uncertainties, detector systematic uncertainties and CC̄ modelling
systematic uncertainties. Events beyond the G-axis range are included in the last bin.
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Figure 6.4: Distributions of (a) track multiplicity and (b) the scalar sum of the tracks transverse momenta. The
observed data is compared with the expectation from simulated CC̄ and background events, where the background
process includes contributions from tW , CC̄+ , Z+jets and diboson, and the estimated fake-lepton background. The
lower panel shows the ratio of data to the prediction in each bin. The hatched (grey) uncertainty band includes
the MC statistical uncertainty, background normalisation uncertainties, detector systematic uncertainties and CC̄
modelling systematic uncertainties. Events beyond the G-axis range are included in the last bin.
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6.2 Track-based backgrounds estimation

Selected tracks other than the hard-scatter primary tracks can arise from additional sources. Pile-up
tracks originating from additional nearby ?? interactions and matched to the primary vertex. In
addition, secondary tracks are mostly due to hadronic interactions with the detector material and
the decay of long-lived particles. Finally, tracks formed by a random combination of hits or from
a combination of hits from several truth particles, referred to as fake tracks. The pile-up tracks
background is dominant, while secondary and fake-track backgrounds have a small contribution.
Therefore, both secondary and fake-track backgrounds are combined and referred to hereafter by
secondary tracks.
In order to estimate the pile-up and secondary track background contributions to each of the

one-dimensional measured observables, simulated samples and data-driven techniques are used. These
background contributions are estimated and subtracted individually for each of the sources on an
event-by-event basis, yielding the ‘background-subtracted’ quantities =trk,prim and

∑
=trk,prim

?T, in the
following way:

=trk,prim = =trk,out − 2sec · =sec − 2PU(`, =trk,out) · =PU , (6.2)∑
=trk,prim

?T =
∑
=trk,out

?T −
2sec ·=sec∑
8=1

?8T −
2PU ·=PU∑
9=1

?
corr, 9
T . (6.3)

First, the number of pile-up and secondary tracks (=PU and =sec) is estimated in a stochastic way based
on a method using MC simulated templates, described in Section 6.2.1. Then, the estimated numbers
are scaled to account for differences in the rate of secondary and pile-up tracks between the expected
and the observed events. For each background source, an individual scale factor is estimated. In
the case of secondary tracks, the scale factor is referred to as 2sec, while for the pile-up tracks, the
scale factor is referred to as 2PU(`, =trk,out) and it depends on the number of interactions per bunch
crossing ` and the track multiplicity. Therefore, 2PU(`, =trk,out) is determined for different intervals of
` and =trk,out. Both scale factors estimation is described in Section 6.2.2, followed by the estimation of
systematic uncertainties of 2PU(`, =trk,out) in Section 6.2.3. Due to the small rate of secondary tracks,
which is about 0.5%, no uncertainties are assigned to the secondary tracks scale factor.

To obtain the
∑
=trk,prim

?T observable, a similar procedure to that for =trk,prim observable is used.
Templates are created from simulated CC̄ events for pile-up and secondary-particle tracks ?T. In
order to compensate for deficiencies in the modelling of pile-up in simulation, a reweighting method
is used and a corrected ?T distribution (?corrT ) is obtained. Since the contribution of tracks from
secondary particles is small, no correction is applied in this case. Then, to estimate secondary tracks
and pile-up tracks contribution

(∑2sec ·=sec
8=1 ?8T and

∑2PU ·=PU
9=1 ?

corr, 9
T

)
, a stochastic method is used, as

explained in Section 6.2.4.

Track classification in MC simulation
In MC simulation, it is possible to distinguish the different track types using hits on tracks.
Reconstructed tracks are classified into hard scattering, pile-up, secondary or fake tracks by matching
the hits that contributed to the track fit to the energy deposited by the charged particle in the Geant4
simulation [107].
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Chapter 6 Backgrounds estimation and corrections to observables

A truth-matching probability, %match, is defined using the ratio of the weighted number of hits which
are common to a given track and the corresponding truth particle (#common

Pixel, SCT, TRT), to the weighted
number of all hits used in the track fit (# track

Pixel, SCT, TRT):

%match =
10 · #common

Pixel + 5 · #common
SCT + 1 · #common

TRT

10 · # track
Pixel + 5 · # track

SCT + 1 · # track
TRT

. (6.4)

A real track is required to have a truth-match probability above 0.5, otherwise it is treated as a fake
track. In the case of pile-up tracks, the associated generated particles are not stored, and that is used to
identify them uniquely. In addition, secondary tracks can be identified through the event record.
The different track type multiplicities obtained using this procedure are labelled with truth, i.e

the number of primary hard-scatter tracks is labelled =truthHS , the number of pile-up tracks is labelled
as =truthPU , and the number of secondary-particle tracks including the contribution from fake tracks is
referred to as =truthsec .
Table 6.3 shows the expected track yields from the CC̄ process compared with the observed track

yield. The rate of pile-up tracks is approximately 12% out of the total selected tracks, while the rate
of secondary tracks is only 0.5%.

Table 6.3: The expected number of tracks from CC̄ simulated events passing the event and tracks selection
are compared with the number of observed tracks. The expectation from simulation is broken down into
contributions from the hard scatter primaries, pile-up, and secondary tracks. The fractional contributions are
given in %. The quoted uncertainties are from MC statistics only.

Track process Selected tracks Fraction [%]

Hard scatter primaries 5 622 300± 2400 87
Pile-up 799 800± 900 12
Secondaries 31 900± 180 0.5

Total expected 6 454 000± 2500
Observed 6559513

6.2.1 Estimation of the number of secondary and pile-up tracks

The number of secondary and pile-up tracks, =sec and =PU in Eqs. (6.2) and (6.3), are estimated per
event in a stochastic way based on a method using MC templates. The procedure can be summarised
in two steps. First, templates are created from simulated CC̄ events for both =truthsec and =truthPU in bins of
the track multiplicity. Exemplary distributions are shown in Figs. 6.5 and 6.6. It can be seen that
the background contamination in =trk,out is higher for higher track multiplicities since more tracks
are likely to be selected from additional pile-up vertices overlapping with the primary vertex. In the
next step, for each event two random numbers are drawn =sec (=PU) from the templates of =truthsec (=truthPU ),
corresponding to the =trk,out value of the event. In this way, the contamination is subtracted from the
measured observables in a stochastic way.

In order to validate the procedure, a closure test is performed, comparing the estimated hard-scatter
track multiplicity distribution with the true one. Fig. 6.7 shows the result of this test. In the lower
histogram, the ratio of the estimated distribution to the true one is shown. The difference between both
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distributions is up to 2%, which is taken into account as an uncertainty in the background-estimation
procedure.
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Figure 6.5: The truth number of secondary tracks, =truthsec , in bins of the track multiplicity, =trk,out, in simulated CC̄
events. (a) 0 ≤ =trk,out < 5 and (b) 95 ≤ =trk,out ≤ 100.
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Figure 6.6: The truth number of pile-up tracks, =truthPU , in bins of the track multiplicity, =trk,out, in simulated CC̄
events. (a) =trk,out < 3 and (b) 96 ≤ =trk,out ≤ 100.
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primary-tracks multiplicity distribution (red) is compared with the true one (blue). The lower panel shows the
ratio of the estimated to the true multiplicity in each bin.

6.2.2 Estimation of the secondaries and pile-up scale factors

Differences between the expected and the observed rates of pile-up tracks and secondary-particle
tracks are accounted for by estimating the scale factors 2sec and 2PU. The scale factor is estimated
using a binned maximum-likelihood fit to data on a variable that shows discriminating shapes between
the secondaries (pile-up) process and the hard-scatter and pile-up (secondaries) processes. The fit is
carried out separately for secondaries and pile-up tracks. The discriminating variables are the 30/f30
distribution for secondary-particle tracks, see Fig. 6.8(a), and the I0 distribution for pile-up tracks,
see Fig. 6.8(b). The fits are performed after applying all track selection criteria, described in Chapter 5,
except for the |I0 sin(\) | < 0.5 mm, which is extended to 1.5 mm to increase the variables range and
therefore improve the stability of the fits. In the following, the determination of each of the scale
factors is described.

Correction of the pile-up tracks distributions
Before the fits are performed, the 30/f30

and I0 distributions for pile-up tracks are corrected for
differences between collision data and simulation. These differences mainly originate from the
difference in the beam spot width along the I-direction, fz. The width of the beam spot determines
the density of pile-up interactions and it was varied throughout the data-collection periods as shown
in Fig. 6.9. It has an average of 44 mm in 2015 and between 34 mm and 38 mm in 2016–2018 compared
to 42mm in MC simulation [141]. To account for the different densities of pile-up interactions in data
and simulation, this correction is introduced.
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Figure 6.8: Distributions of (a) 30/f30
and (b) I0, of secondary, hard scatter and pile-up tracks in simulated CC̄

events. The distributions are normalised to unit area.

The correction is derived using high-purity pile-up tracks originating from pile-up vertices. For this
purpose, events were selected with a pile-up vertex that is chosen randomly among all pile-up vertices
in the event, which have at least ten reconstructed tracks associated with that vertex. The obtained
data-to-MC ratio of the 30/f30

and I0 distributions, shown in the lower panels in Fig. 6.10, is applied
as a reweighting factor to the pile-up prediction of the respective distribution from tracks associated
with the primary vertex. In this way, the 30/f30

and I0 distributions for pile-up tracks match the data
and they can be used to perform binned maximum-likelihood fits to data.
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Figure 6.9: The width of the beam spot along the I-direction as a function of time for the years 2015–2018 [142].
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Figure 6.10: Distributions of (a) 30/f30
and (b) I0 for pile-up tracks originating from pile-up vertices in data

compared with CC̄ events. In the lower panels, the ratio of the data-to-MC is shown. The distributions are
normalised to unit area.

Estimation of the secondaries scale-factor
To determine 2sec, the hard-scatter prediction is combined with the (corrected) pile-up prediction of
the 30/f30

distribution in one process, referred to as ‘HS+PU’. Then, a binned maximum-likelihood fit
is performed to the combined HS+PU prediction templates and the secondaries template to data. The
distributions before performing the fit are referred to as pre-fit, and after performing the fit are referred
to as post-fit. Fig. 6.11 shows the pre-fit 30/f30

distribution compared to the post-fit distribution,
which is normalised to the fit result. The estimated scale-factor 2sec is 2.3 ± 0.02 where only the
statistical uncertainty is taken into account. This large value is not a problem, as the rate of secondary
tracks is only 0.5% out of the total selected tracks. No systematic uncertainties are assigned to 2sec
due to the small contribution from the secondary-track background.

Estimation of the pile-up scale-factor
The estimation of the pile-up scale factor, 2PU(`, =trk,out), is more complex compared to the 2sec,
as it depends on the number of interactions per bunch crossing ` and the track multiplicity =trk,out.
Here, the hard-scatter tracks prediction is combined with the secondary-tracks prediction of the
I0 distribution in one process, referred to as ‘HS+sec’. Then, a binned maximum-likelihood fit is
performed of the (corrected) pile-up template and the combined HS+sec template to data in bins of `
and =trk,out. A separate fit is performed in each ` and =trk,out bin. Table 6.4 shows the resulting pile-up
scale factor values, which range from 0.9 to 1.4, where higher values are obtained for higher ` and
=trk,out values. Fig. 6.12 exemplarily shows the pre-fit I0 distribution in three regions compared to
their respective post-fit distributions which are normalised to the fit result. A clear improvement in
data to MC agreement is observed after the fit. The next section presents systematic uncertainties in
the pile-up scale factor.
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Figure 6.11: Distribution of the 30/f30
. (a) Without and (b) with the fraction of tracks from secondary particles

scaled to the result of the binned maximum-likelihood fit. The observed data is compared with CC̄ prediction from
Powheg+Pythia 8, broken down into the combined hard scatter and re-weighted pile-up-track contribution in
red and the secondary-track contribution in green.

Table 6.4: Summary of the estimated pile-up scale factors 2PU, parameterised in ` and =trk,out. The quoted
values have a statistical precision of 0.01.

Region =trk,out < 20 20 ≤ =trk,out < 40 40 ≤ =trk,out < 60 60 ≤ =trk,out < 80 80 ≤ =trk,out ≤ 100
` < 20 0.91 1.04 0.97 1.05 1.08
20 ≤ ` < 40 0.91 1.08 1.08 1.07 1.11
` ≥ 40 0.95 1.15 1.23 1.27 1.36
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Figure 6.12: Distributions of the longitudinal impact parameter I0. The observed data is compared with
CC̄ prediction from Powheg+Pythia 8, broken down into the combined hard-scatter and secondary-tracks
contribution in red and the (corrected) pile-up tracks contribution in blue. The distribution is shown without
(left) and with (right) the fraction of pile-up tracks scaled to the result of the binned maximum-likelihood fit,
(a-b) in the ` < 20 and =trk,out < 20 bin, (c-d) in the 20 ≤ ` < 40 and 60 ≤ =trk,out < 80 bin and (e-f) in the
` ≥ 40 and 80 ≤ =trk,out ≤ 100 bin.
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6.2 Track-based backgrounds estimation

6.2.3 Systematic uncertainties in the pile-up scale factor estimation

Several sources of systematic uncertainties affect the estimated pile-up scale factor. These uncertainties
include the uncertainty due to the effect of different beam conditions, uncertainties due to the influence
of hard-scatter primary tracks, uncertainties in the signal modelling, the uncertainty associated with the
tracks reconstruction, and the uncertainty in the correction procedure to the pile-up tracks distributions.
In the following, the estimation of each uncertainty is presented, followed by a summary of the total
uncertainty.

Effect of different beam conditions
Due to changing LHC beam conditions and alignment settings between and within each period of the
data-taking periods, the number of pile-up interactions is affected and consequently, the estimated
2PU(`, =trk,out) [141]. A closure test is performed to demonstrate that the estimated 2PU(`, =trk,out)
accounts for these differences.

To perform the closure test, the estimated 2PU(`, =trk,out) scale factor is used to scale the predicted
number of pile-up tracks and another binned maximum-likelihood fit of the pile-up tracks background-
rate to data is performed. The fit is carried out separately in the three data-taking periods, namely
2015–2016, 2017 and 2018. The scale factor obtained from the fit, 2′PU, is summarised in Table 6.5,
which is as expected close to unity. The non-closure is within 10% for the 2015–2016, −6% for
2017 and −1% for the 2018 data-taking periods, respectively. This leads to a weighted average of the
non-closures of 0.4%, which is assigned as an uncertainty.

Table 6.5: Scale factors obtained from the 2PU (`, =trk,out) closure test, 2′PU obtained for different data-taking
periods. The uncertainty represents the statistical uncertainty of the fit.

Data taking period 2′PU
2015-2016 1.102± 0.002
2017 0.935± 0.001
2018 0.994± 0.001

Influence of hard-scatter primary tracks
Uncertainties due to the influence of hard-scatter primary tracks are estimated by performing the fit in a
sideband of the I0 distribution, namely |I0 | > 1 mm. In this sideband region, a large contribution from
hard-scatter primary tracks is excluded, allowing to study their influence on the estimated pile-up scale
factor. Fig. 6.13 exemplarily shows the post-fit I0 distributions which are normalised to the fit result.
Table 6.6 summarises the relative difference between the sideband and the nominal 2PU(`, =trk,out)
scale factor. The resulting uncertainties range from less than 1% for most regions up to 14% in the
high =trk,out and low ` region.
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Table 6.6: The sideband relative uncertainty in the pile-up scale-factor parameterised in ` and =trk,out and
expressed in percent.

Region =trk,out < 20 20 ≤ =trk,out < 40 40 ≤ =trk,out < 60 60 ≤ =trk,out < 80 80 ≤ =trk,out ≤ 100
` < 20 -0.5 2.5 0.6 0.5 -14.1
20 ≤ ` < 40 -0.1 0.4 0.3 -1.1 -6.7
` ≥ 40 -1.6 0.6 1.2 -2.7 -1.8
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Figure 6.13: Distribution of the longitudinal impact parameter for |I0 | > 1 mm. The observed data is compared
with the CC̄ prediction from Powheg+Pythia 8, broken down into the combined hard-scatter and secondary-track
contribution in red and the (corrected) pile-up-track contribution in blue. The fraction of tracks from pile-up
tracks is scaled to the result of the binned maximum-likelihood fit in the (a) ` < 20 and =trk,out < 20 and the (b)
` ≥ 40 and 80 ≤ =trk,out ≤ 100 bins.

Signal modelling uncertainty
Uncertainties in the modelling of parton showers, hadronisation and underlying event, are assigned by
varying the nominal CC̄ sample to an alternative sample for which Powheg is interfaced to Herwig 7
instead of Pythia 8. Since the pile-up interactions modelling is identical in both samples, as described
in Section 4.4, the main difference is caused by the different underlying-event models and thus by
a modified I0 distribution of the hard-scatter primary tracks used in the fit. Fig. 6.14 exemplarily
shows the post-fit I0 distributions which are normalised to the fit result. Table 6.7 summarises the
relative difference between the 2PU(`, =trk,out) scale factor obtained from this setup and the nominal
scale factor. The resulting uncertainties range from less than 1% for most regions up to 17% for low
=trk,out values.

Track reconstruction uncertainties
Several uncertainties are associated with the track reconstruction, which are described in Section 8.1.
The impact parameter resolution uncertainty is the only uncertainty that has a non-negligible effect on
the I0 variable, which is used in the fit. Fig. 6.15(a) shows the variation of the I0 distribution for the CC̄
sample due to the I0 resolution uncertainty. Table 6.8 summarises the relative difference between

68



6.2 Track-based backgrounds estimation

Table 6.7: The signal-modelling relative uncertainty in the pile-up scale-factor parameterised in ` and =trk,out
and expressed in percent.

Region =trk,out < 20 20 ≤ =trk,out < 40 40 ≤ =trk,out < 60 60 ≤ =trk,out < 80 80 ≤ =trk,out ≤ 100
` < 20 15.7 -0.4 2.3 4.9 5.6
20 ≤ ` < 40 16.1 -0.3 -0.4 2.8 5.8
` ≥ 40 17.6 1.3 -0.6 3.2 4.9
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Figure 6.14: Distribution of the longitudinal impact parameter I0. The observed data is compared with
CC̄ prediction from Powheg+Herwig 7, broken down into the combined hard-scatter and secondary-track
contribution in red and the (corrected) pile-up-track contribution in blue. The fraction of tracks from pile-up
tracks are scaled to the result of the binned maximum-likelihood fit in the (a) ` < 20 and =trk,out < 20 and the
(b) ` ≥ 40 and 80 ≤ =trk,out ≤ 100 bins.

the 2PU(`, =trk,out) scale factor obtained from this setup and the nominal scale factor. The resulting
relative difference is found to be smaller than 2% in all ` and =trk,out bins.

Table 6.8: The relative difference between the pile-up scale estimated to account for the I0 impact parameter
resolution and the nominal one. The values are given in percent.

Region =trk,out < 20 20 ≤ =trk,out < 40 40 ≤ =trk,out < 60 60 ≤ =trk,out < 80 80 ≤ =trk,out ≤ 100
` < 20 -1.1 -1.2 -1.2 -0.9 -1.1
20 ≤ ` < 40 -0.8 -0.9 -0.9 -0.7 -0.6
` ≥ 40 -0.7 -0.7 -0.6 -0.6 -0.5

Uncertainty in the correction procedure to the pile-up-track-distribution
The uncertainty in the correction procedure to the pile-up-track modelling, described in Section 6.2.2,
is evaluated by varying the selection of the pile-up vertex. The pile-up-vertex selection is varied from
the nominal choice of a vertex with at least ten reconstructed tracks to two other options: a downward
variation to a vertex with at least five reconstructed tracks and an upward variation to a vertex with at
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Figure 6.15: Systematic uncertainty templates for the longitudinal impact parameter resolution and the pile-up
track correction procedure for the CC̄ process. (a) The distribution variation due to the uncertainty in the I0
resolution for the CC̄ process is illustrated. (b) The ratio of data to MC of the longitudinal impact parameter I0
for tracks originating from a pile-up-vertex.

least twenty reconstructed tracks. Fig. 6.15(b) shows the I0 distribution associated with these two
variations. The usage of the upward variation in the 2PU estimation results in a scale factor of 1.12,
while the downward variation results in a 2PU of 1.11. Comparing the obtained scale factors to the
inclusive nominal scale factor of 1.10 leads to an uncertainty of the pile-up scale factor of 1.4%.

Summary
The systematic uncertainties in the pile-up scale factor estimation can be summarised as follows:

• The uncertainty due to different beam conditions and alignment settings is evaluated by re-
fitting the rate of background pile-up-tracks for different collision-data periods and leads to an
uncertainty of 0.4 % in the pile-up scale factor.

• Uncertainties due to the influence of hard-scatter primary tracks are estimated by fitting a
sideband region with |I0 | > 1 mm. The resulting uncertainty ranges from less than 1 % for most
regions to as much as 14 % in the high =trk,out and low ` region.

• Uncertainties in the modelling of parton showers, hadronisation and the underlying event, are
evaluated by comparing the nominal sample to an alternative sample for which Powheg is
interfaced to Herwig 7.1 instead of Pythia 8. The main difference is caused by the different
underlying-event models and thus by a modified I0 distribution of the hard-scatter primary
tracks used in the fit. The largest and dominant uncertainty is found for low =trk,out values, being
at a level of 17 %, while otherwise the uncertainty is a few percent.

• The uncertainty associated with the I0 impact parameter resolution is evaluated using systemat-
ically varied CC̄ samples, and it is found to be smaller than 2 %.
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6.2 Track-based backgrounds estimation

• The uncertainty in the reweighting procedure used to correct the modelling of pile-up tracks in
simulation is evaluated by varying the selection of pile-up vertices and leads to an uncertainty
of 1.4 % in the pile-up scale factor.

All pile-up scale-factor uncertainties are added in quadrature and the resulting relative uncertainties
are presented in Table 6.9. The largest uncertainty is observed for events with =trk,out < 20, mainly
due to differences in the modelling of the UE between Pythia 8 and Herwig 7.1.

Table 6.9: The total pile-up scale-factor relative uncertainty parameterised in ` and =trk,out and expressed in
percent.

Region =trk,out < 20 20 ≤ =trk,out < 40 40 ≤ =trk,out < 60 60 ≤ =trk,out < 80 80 ≤ =trk,out ≤ 100
` < 20 16 3 3 5 15
20 ≤ ` < 40 16 1 1 3 9
` ≥ 40 18 2 2 4 5

6.2.4 Estimation of track-backgrounds contamination to the
∑

ntrk,out
pT observable

The estimation of the track-backgrounds contamination to the
∑
=trk,out

?T observable,
∑2sec ·=sec
8=1 ?8T and∑2PU ·=PU

9=1 ?
corr, 9
T in Eq. (6.3), is performed in a similar procedure to that for the =trk,out observable.

Templates are created from simulated CC̄ events for both secondary-particle and pile-up tracks ?T, as
shown in Fig. 6.16. In the next step, the ?PUT distribution is corrected for differences between collision
data and simulation using high-purity pile-up tracks. The obtained data-to-MC ratio of the track ?T
distribution is applied as a reweighting function to ?PUT and the corrected distribution is referred to as
?corrT . These templates, together with the previously estimated =PU (=sec), are then used to estimate the
pile-up (secondary-particle) track contamination in the measured

∑
=trk,out

?T observable, by drawing
random numbers =PU (=sec) times from the corresponding track ?T template for each event.

In order to validate the procedure, a closure test is performed, comparing the estimated scalar sum
of transverse momenta of hard-scatter tracks with the true one, and similarly comparing the same
scalar sum in bins of =trk,prim. Fig. 6.17 shows the result of this test. In the lower histogram, the ratio
of the estimated distribution to the true one is shown. The difference between both distributions is
up to 10% for

∑
=trk,prim

?T and up to 20% for the two-dimensional observable, which are taken into
account as uncertainty in the background-estimation procedure.
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Figure 6.16: Distributions of the (a) pile-up track and (b) secondary-track transverse momentum in CC̄ events.

72



6.2 Track-based backgrounds estimation

 [GeV]
T

p 
trk,primnΣ

0

20000

40000

E
ve

nt
s 

/ 1
0 

G
eV

0 20 40 60 80 100
 [GeV]

T
p 

trk,primnΣ
0.8
0.9

1
1.1

R
at

io

T
p 

PUnΣ - 
T

p 
secnΣ - 

T
p 

trk,outnΣ

T
p truth

PUnΣ - 
T

p truth
secnΣ - 

T
p 

trk,outnΣ

, 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(a)

 [GeV]
T

p 
trk,primnΣ

0

20000

40000

60000

E
ve

nt
s 

/ 1
0 

G
eV

0 50 0 50 0 50 0 50 0 50 100
 [GeV]

T
p 

trk,primnΣ
0.8
0.9

1
1.1
1.2

R
at

io

 < 20trk, primn
 [20,40)trk, primn  [40,60)trk, primn  [60,80)trk, primn  80≥ trk, primn

T
p 

PUnΣ - 
T

p 
secnΣ - 

T
p 

trk,outnΣ

T
p truth

PUnΣ - 
T

p truth
secnΣ - 

T
p 

trk,outnΣ

, 2 or 3 jetsµeOS 
-1 139 fb,=13 TeVs

(b)

Figure 6.17: Distributions of (a) the scalar sum of hard scatter track ?T and (b) the scalar sum of hard scatter
tracks ?T in bins of hard-scatter tracks multiplicity in CC̄ events. The estimated quantity/observable (red) is
compared with the true one (blue). The lower panel shows the ratio of the estimated to the true multiplicity in
each bin.
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Chapter 6 Backgrounds estimation and corrections to observables

6.3 Corrections to observables

To place the leading elements of the migration matrix1 on the main diagonal, the background-subtracted
quantities, =trk,prim and

∑
=trk,prim

?T, are scaled with correction factors �ntrk and �sum-pt, respectively,
accounting for the limited track-reconstruction efficiency.

=trk =
=trk,prim

�ntrk(=trk,prim)
∑
=trk

?T =

∑
=trk,prim

?T

�sum-pt(
∑
=trk,prim

?T)
(6.5)

The correction factors are calculated in bins of the background-subtracted quantity by averaging the
ratio of the quantity at the background-subtracted level to its value at the particle level across all
selected events of the nominal simulated CC̄ sample. The function �ntrk(=trk,prim) has values between
0.68 and 0.89 in its range from 0 to 100, while the function �sum-pt(

∑
=trk,prim

?T) rises stepwise from
0.66 to 0.89 across the bins of its full range.
The corrections are applied to the observables in measured data events, in simulated events from

all scattering processes (i.e. the CC̄ process and all background processes), and in simulated events
of the samples with systematically varied parameters. The corrected quantities (=trk,

∑
=trk

?T and∑
=trk

?T in bins of =trk) are the final corrected-level observables forming the distributions to be
unfolded (see Chapter 7), and are shown in Fig. 6.18. The uncertainty band includes detector
systematic uncertainties and the pile-up background-track-rate uncertainty. Within these experimental
uncertainties, there are considerable differences between the observed data and the nominal prediction,
reflecting non-optimal tuning of the UE and MPI. Table 6.10 summarises the naming convention for
the observables at different levels of the analysis.

Table 6.10: Naming convention for the observables at different levels of the analysis. At the background-
subtracted level, the contributions of tracks from pile-up collisions and tracks from secondary vertices are
subtracted. At the corrected level the Tracking Efficiency Correction factor is applied. The observables at the
particle level are the analysis results.

Analysis level Number of charged particles
outside of jets Scalar sum of track ?T

Detector level =trk,out
∑
=trk,out

?T

Background-subtracted level =trk,prim
∑
=trk,prim

?T

Corrected level =trk
∑
=trk

?T
Particle level =ch

∑
=ch
?T

1 The migration matrix is one of the inputs to the unfolding method that is explained in Chapter 7. It is defined as the
probability of an event generated in bin 8 in the fiducial volume at the particle level to be observed in bin 9 at the
background-subtracted level.
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Figure 6.18: Distributions of (a) =trk, (b)
∑
=trk

?T and (c)
∑
=trk

?T in bins of =trk. The corrected-level observed
distributions are compared with the expectation from simulated CC̄ and background events, where the background
includes contributions from tW , CC̄+ , Z+jets and diboson processes and the estimated fake-lepton background.
The estimated contributions from pile-up tracks and secondary particles are subtracted from measured data
events and simulated CC̄ events. The tracking-efficiency correction factor is applied to all processes. The lower
panel shows the ratio of data to the prediction in each bin. The hatched (grey) uncertainty band includes detector
systematic uncertainties and the pile-up background-track-rate uncertainty. Events beyond the G-axis range are
included in the last bin.
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CHAPTER 7

Differential cross-section measurement

This analysis aims to measure the differential CC̄ production cross-section as a function of the charged-
particle multiplicity, the scalar sum of the transverse momenta of the charged particles, and the same
scalar sum in bins of charged-particle multiplicity. The previous chapter presented the estimation of
the various background sources as well as the application of the tracking-reconstruction efficiency
correction factor, yielding the corrected-level data distributions. Because the detector has a finite
resolution and limited efficiency and acceptance, the corrected-level data distributions are distorted by
detector effects and differ from their true value. The procedure of correcting for these effects in order
to measure the differential and the total fiducial cross-sections is called unfolding [143]. A sketch
illustrating the unfolding problem is shown in Fig. 7.1.
In Section 7.1, the unfolding problem is formulated, followed by a brief description of the used

Iterative Bayesian Unfolding (IBU) method [144] in Section 7.2. Then, the procedure to extract
the differential and total fiducial cross-sections using the IBU method is presented in Section 7.3.
The optimised binning for the differential variables is motivated in Section 7.4. Finally, Section 7.5
presents the various tests that are performed to validate the unfolding procedure.
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Figure 7.1: Illustration of the unfolding problem [145].
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Chapter 7 Differential cross-section measurement

7.1 Formulation of the unfolding problem

The relation between a measured quantity G to its unknown true underlying value H can be expressed
as follows:

5meas(G) =
∫

'(G |H) 5true(H)dH , (7.1)

where 5meas(G) is the probability distribution function (p.d.f) of the measured quantity G, 5true(H) is
the p.d.f of the true underlying physics effects, and the response function '(G |H) encodes the smearing
effects of the experimental apparatus used. In practice, measured data of a variable is captured as
histograms with a specific binning. Therefore Eq. (7.1) can be rewritten as:

G8 =
#∑
8=1

'8 9 H 9 , (7.2)

where # is the number of bins of the histogram of the true quantity H, 8 and 9 represent the various
bins of the distributions at corrected-level and truth-level, respectively. The detector response matrix
is further interpreted as a conditional probability:

'8 9 = P(observed in bin 8 |true value in bin 9) . (7.3)

There is a non-negligible fraction of events produced by the experimental setup but lost due to the
limited detector resolution. The probability that an event leads to a measured value is called efficiency
and is defined as:

n 9 =
"∑
8=1

'8 9 = P(observed anywhere|true value in bin 9) . (7.4)

where " is the number of bins of the histogram of the corrected-level quantity G. In this analysis,
the binning of the true distribution H 9 and the corrected-level distribution G8 is the same, i.e. " = # .
Including the expected background contribution, Eq. (7.2) is then modified to be:

G8 =
#∑
8=1

'8 9 H 9 + V8 , (7.5)

where V8 is the number of expected background events in bin 8. The task of the unfolding is
to invert Eq. (7.5) to obtain the vector of true values ®H from the corrected-level vector ®G, i.e.
®H = (®G − ®V)R−1.The straightforward approach is the inversion of the response matrix, which is possible
but has a major disadvantage. The resulting unfolded distributions have unacceptably large variances
and strong negative correlations from bin to bin. The cause can be large off-diagonal elements of the
response matrix or too small bin size compared to the resolution of the detector (see Ref. [143] for
more details). However, the matrix inversion provides an unbiased solution from a statistical point of
view. Therefore, alternative approaches exist, where one accepts small bias (added as a systematic
uncertainty) in exchange for a large reduction in the variance. The IBU method is used in this analysis,
which is explained in the following section.
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7.2 The Iterative Bayesian unfolding method

7.2 The Iterative Bayesian unfolding method

The IBU method was developed by D’Agostini [144, 146] to circumvent the problem of inverting
the response matrix. It is based on Bayes’ theorem to estimate the inverse of the response matrix
%(true8 |observed 9) ≡ %(true value in bin 8 |observed in bin 9):

%(true8 |observed 9) =
%(observed 9 |true8) · %0(true8)∑

true: %(observed 9 |true:) · %0(true:)
, (7.6)

where %0(true8) is the prior. Then, the truth event yield is obtained as:

H8 =
1
n8

∑
observed 9

G8%(true8 |observed 9) . (7.7)

The drawback of this method is that the result will depend on the prior %0(true8). To overcome
this limitation, an iterative approach is used to minimise the model dependence. After each iteration,
the obtained unfolded distribution is fed back in as the subsequent prior. The initial prior is set to
the particle-level distribution of the nominal signal sample. The iterations end at the step for which
modifications to the unfolded results introduced by additional steps are smaller than a given tolerance
value. With higher iterations, the statistical fluctuations increase as well as negative correlations. The
following section describes the optimisation of the number of iterations.

Iterations optimisation
The number of iterations is determined by minimising the average global correlation factor, davg [147].
After several iterations, it is expected to observe a minimum of davg, as the correlations between
neighbouring bins are expected to go from positive to negative with higher iterations. The iteration
that minimises davg is taken as the optimal value. The global correlation factor in bin 8 is defined by:

d8 =

√
1 −

(
Cov88 · Cov−1

88

)−1
, (7.8)

while the average global correlation factor is calculated as:

davg =
1
#1

#1∑
8=1

d8 (7.9)

where #b is the number of bins, Cov represents the statistical covariance matrix. The covariance
matrix is calculated using 1000 pseudo-experiments, obtained by smearing the MC corrected-level
distribution 1000 times using a Poisson distribution with a mean equal to the bin content. Each
pseudo-experiment is passed through the unfolding machinery. The covariance matrix is derived from
the unfolded pseudo-experiments and recalculated for each iteration. Fig. 7.2 shows the resulting davg
as a function of #iter for the three measured observables. The test suggests three iterations for both
=ch and

∑
=ch
?T in bins of =ch observables, while five iterations are suggested for the

∑
=ch
?T, which

is adjusted to three iterations to ensure good closure of the unfolding test, described in Section 7.5.
Thus, three iterations are used for all measured observables.
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Figure 7.2: Average global correlation coefficient davg as a function of the number of iterations #iter for the (a)
=ch, the (b)

∑
=ch
?T observables, and (c) the

∑
=ch
?T in bins of =ch.

Migration matrices
The response matrix visualises the effect of the detector by relating the reconstructed (corrected-level)
events and the true (particle-level) events using a 2D histogram. It is determined from the nominal
simulated CC̄ events. The off-diagonal elements of this matrix represent events that migrated to
neighbouring bins after the measurement by the detector. The so-called migration matrix is simply a
row-normalised version of the response matrix. The migration matrix is presented here as it makes
the visual inspection easier by simply reporting the percentage of migration from the particle-level
bin to the corrected-level one, as shown in Fig. 7.3. The migration matrices for the observables =ch,∑
=ch
?T, and

∑
=ch
?T in bins of =ch are shown. The corrected-level observable is shown on the G-axis,

while the particle-level observable is shown on the H-axis. The values are normalised so that each
row sums to unity. It can be seen from the principal diagonal of the migration matrix of the

∑
=ch
?T

observable that the probability for particle-level events to be reconstructed in the same bin is above
50% in seven bins out of eleven. In the last bin, only 41% of particle-level events are reconstructed in
the same bin, while 60% of the events migrate to the lower

∑
=trk

?T bin.
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Figure 7.3: Migration matrix of the observables (a) =trk, (b)
∑
=trk

?T, and (c)
∑
=trk

?T in bins of =trk. The values
are normalised per row and shown as percentages. The numerical value of the bin is displayed if it is > 1%.
Events beyond the G-axis or H-axis range are included in the last bin.
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Chapter 7 Differential cross-section measurement

7.3 Extraction of differential cross-sections

The fiducial integrated and differential cross-section distributions in the fiducial phase space defined
in Section 5.3 are obtained from the corrected-level events using the IBU unfolding technique that
corrects for acceptance and detector effects.

The strategy used tomeasure the absolute differential cross-section of a variable - can be summarised
in the following equation:

dffid

d-8
=
#unf
8

LΔ-8
, (7.10)

#unf
8 =

1
n8

∑
9

'−1
8 9 5

acc
9

(
#corr
9 − #bkg

9

)
.

In the first step, the number of unfolded events #unf
8 in particle-level bin 8 is determined. The

event-based background contributions #bkg
9

in corrected-level bin 9 , summarised in Table 6.2, are
subtracted from the track-based background-subtracted and tracking-efficiency-corrected distribution
#corr
9 . The yields are then corrected with the factor 5 acc to account for CC̄ events that fall outside

the fiducial acceptance at the particle level. Then, the distributions are unfolded using the IBU as
implemented in RooUnfold [148], denoted by '−1

8 9 .Afterwards, the efficiency correction factor, n8 , is
applied to account for events selected in the particle-level fiducial phase space but not reconstructed at
the corrected level. In the next step, the events are corrected for the integrated luminosity L and the
bin width Δ-8 . The same strategy is used to extract the double differential cross-section, according to
the following equation:

d2ffid

d-8d. 9
=

#unf
8 9

L · Δ-8Δ. 9
. (7.11)

The total fiducial cross-section, ffid, is obtained by integrating the absolute differential cross-
section over all bins and its value is used to determine the normalised differential cross-section
1/ffid · dffid/d-8 .

The efficiency and acceptance correction factors are also taken from the nominal simulated CC̄
sample, similar to the response matrix, and defined as:

5 acc9 =
#corr∧part

#corr n8 =
#corr∧part

#part , (7.12)

where #corr∧part is the number of corrected-level events that pass the particle-level selection, #part is
the number of particle-level events. Fig. 7.4 exemplarily shows the unfolding corrections of the =ch
observable. The 5 acc9 correction is around 90%, while the n8 starts with 28% and drops to 22% in the
tails.
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Figure 7.4: Unfolding corrections for the =ch observable for the nominal simulated CC̄ events. The fiducial
acceptance 5 acc correction factor (a) is shown as well as the selection efficiency correction factor n (b).

7.4 Binning optimisation

The choice of the binning for the differential variables, which is introduced earlier in Section 5.4, is
performed before the unfolding. The optimal binning is chosen based on the following criteria:

• decrease migrations to neighbouring bins in order to reduce the uncertainties from the unfolding
procedure and ensure stable unfolding results. Migration effects are sensitive to the resolution
of the reconstructed variable. The resolution is calculated as the Root Mean Square (RMS)
of the corrected-level distribution for each particle-level bin. The resolution gives an insight
into how good a variable is reconstructed as a function of its particle-level value. Therefore,
the bin width is chosen to be larger than the resolution, and the migrations to neighbouring
bins are preferred to be close to or lower than 40 %. Fig. 7.5 shows the resolution for the
three measured observables. The resolution of the =trk,prim observable gets worse for higher
charged-particle multiplicities. The fact that the resolution gets worse is expected since for
higher track densities, the reconstruction of all tracks is more challenging. Similar behaviour is
found for the

∑
=trk,prim

?T observable. Therefore, a minimum bin width of the =ch is six, which is
adjusted to 10 to decrease the migrations, while for the

∑
=ch
?T a bin width of ten is chosen. For

the 2D observable, an asymmetric binning is chosen based on the resolution and bin migrations.

• increase the number of events in each bin, to avoid having bins with low statistics as they
can cause large statistical uncertainties in less populated bins. Therefore, the data statistical
uncertainty is required to be less than 10% in each bin. It has been checked that this condition
is achieved in all bins of the three measured observables.

Afterwards, the tracking-efficiency correction factor, explained earlier in Section 6.3, is applied
to shift the leading elements of the migration matrix to the main diagonal. Fig. 7.6 exemplarily
shows the migration matrix of =ch observable before applying this factor, in which large migrations to
neighbouring bins can be seen.
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Figure 7.5: Resolution of (a) =trk,prim, (b)
∑
=trk,prim

?T, and (c)
∑
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?T in bins of =trk,prim as a function of the
corresponding variable defined at the particle level in simulated CC̄ events. The horizontal axis in (c) is split into
five bins of =ch by the dashed vertical lines and within each bin, the

∑
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?T is presented. The horizontal error

bar shows the width of the bin.
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7.5 Unfolding validation tests

The IBU method employs information from the nominal simulated CC̄ sample, and it is used with three
iterations. Several tests are performed to validate the unfolding of each distribution and to verify that
the chosen parameters in the simulation or the chosen number of iterations do not bias the results. In
the following, three tests are explained: the technical closure test, the stress test and the pull test.

7.5.1 Technical closure test

The first check is a simple closure test. It is performed by unfolding the corrected-level distribution
taken from the same MC events used to build the unfolding machinery (migration matrix and unfolding
corrections). The unfolding procedure should perfectly correct the effect of the migration matrix,
and the unfolded distribution is expected to agree exactly with the particle-level distribution from
the nominal signal sample. In this way, this check ensures that the implementation of the unfolding
method is working as expected and no technical issues are introduced. However, this test is not very
meaningful, since it does not provide information on the actual precision or bias of the unfolding
method and it will trivially result in the expected particle-level distribution from the signal sample,
even without iterations.
The result of the technical closure test is shown in Fig. 7.7 for each of the measured observables.

The corrected-level distribution from the nominal signal sample (in blue) is unfolded, yielding the
unfolded distribution (black dots). The expected particle-level distribution, labelled as ‘truth’, is shown
in red. In the lower histogram, the ratio of the unfolded distribution to the expected particle-level
distribution is plotted. A perfect closure is observed, i.e. the ratio is perfectly at unity over the full
observable range. Thus, the technical closure test is successfully passed for the three observables.
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Figure 7.7: Technical closure test of the unfolding procedure for (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins

of =ch observables. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is

presented in each bin. The corrected-level distribution, labelled as ‘corrected’, is unfolded. The unfolded
distributions are compared with the expected particle-level distributions, labelled as ‘truth’. In the lower panel,
the ratio of the unfolded to the truth is shown. The distributions are normalised to unit area.
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7.5.2 Stress test

This test is more interesting than the technical closure test. Here, the underlying particle-level
distribution from the nominal signal sample is reweighted to change the shape of the distribution
at both the particle level and the corrected level. The reweighted corrected-level distribution is
then unfolded using the unchanged migration matrix. The deviation between the unfolded and the
reweighted particle-level distributions, referred to as ‘non-closure’, provides a quantitative assessment
of the capacity of the unfolding method with its regularisation techniques to recover shapes different
from those in MC and therefore its ability to maintain unexpected features present in the data.
Additionally, this test demonstrates the sensitivity of the unfolding method to discrepancies between
data and MC simulations in variables other than the unfolded observables. Therefore, non-closure
indicates a bias introduced by the unfolding procedure and is considered as a systematic uncertainty
(see Section 8.4).

This test is done using the nominal CC̄ events that pass the selection criteria at both particle and
detector levels. The particle-level and corrected-level distributions are reweighted with a smooth
function, which is chosen such that the data-MC agreement at the corrected level is significantly
improved after reweighting. Two different kinds of stress tests are performed, based on the reweighting
strategy:

• Data-driven stress test: In this test, the reweighting function is defined for each observable as
the ratio of the background-subtracted data to the nominal CC̄ MC at the corrected level. Here,
the ratio is fitted with a spline function in order to obtain a smooth function. After reweighting,
the data-MC agreement improved significantly at the corrected level.

Fig. 7.8 shows the result of this test for the three measured observables. The reweighted
distributions are shown in red, compared with the nominal (unweighted) in black. The middle
panel shows the ratio of the reweighted to the nominal particle-level distributions. It can be
seen that variations of up to 30% are applied. In the lower panel, deviations between the
unfolded distribution and the reweighted particle-level distribution are shown in red. For =ch
and

∑
=ch
?T observables, the non-closure ranges between 0.1% and 1.9% and is contained in

the data-statistical uncertainty, while for the
∑
=ch
?T in bins of =ch observable the non-closure

ranges between 0.3% and 3.6%, being above the data-statistical uncertainty in five out of nine
bins.

• Data-driven cross-reweighting stress test: The obtained reweighting function from a specific
observable is not applied to the observable itself, instead it is applied to the other two measured
observables. Therefore, it is referred to as "cross-reweighting". In this way, this test explores the
impact of hidden data-MC discrepancies on the measured observables. For example, differences
in the tracks ?T observable, as can be seen in Fig. 6.3(a).

The reweighting function is defined as the ratio of the measured =ch distribution (unfolded
data) to the distribution obtained from simulated CC̄ events at the particle level. This ratio is
applied to the events forming the

∑
=ch
?T and

∑
=ch
?T in bins of =ch distributions. Similarly,

the reweighting function obtained from the ratio of the measured
∑
=ch
?T distribution (unfolded

data) to the distribution obtained from simulated CC̄ events at the particle level, and is used to
form reweighted distributions of the =ch and

∑
=ch
?T in bins of =ch observables.
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Chapter 7 Differential cross-section measurement

For =ch and
∑
=ch
?T observables, the non-closure is of a similar size as seen in the data-driven

stress test and ranges between 0.1% and 2.2% and is thus contained in the data-statistical
uncertainty, while for the

∑
=ch
?T in bins of =ch observable the non-closure ranges between

0.3% and 3.6%, being above the data-statistical uncertainty in five out of nine bins.
Table 7.1 summarises the result of the two stress tests for the three measured observables.
Comparing the non-closure of the cross-reweighting to the nominal stress test. It can be seen that
they are of a similar size for the =ch and

∑
=ch
?T observables and they range between 0.1% and

2.2%, while for the
∑
=ch
?T in bins of =ch observable the non-closure for the cross-reweighting

stress test ranges from 0.1% to 1.7% and is thus smaller for the cross-reweighting stress test
than for the regular data-driven stress test.

Table 7.1: Stress test non-closure results for each bin of =ch,
∑
=ch
?T, and

∑
=ch
?T in bins of =ch observables.

For each observable, the non-closure of "data-driven" (top) and the "data-driven cross-reweighting" (bottom)
stress tests is given. The values are given in percent. For the

∑
=ch
?T in bins of =ch observable, in addition to

the non-closure of the regular data-driven stress test, the non-closure of the two variations of the "data-driven
cross-reweighting" stress test are given.

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10 bin 11

=ch
0.5
2.2

0.1
0.8

0.2
0.1

0.2
0.4

0.0
0.1

0.2
0.2

0.5
0.4

0.5
0.4 − − −∑

=ch
?T

1.9
0.7

0.2
0.2

0.2
0.5

0.1
0.1

0.2
0.0

0.2
0.1

0.1
0.3

0.3
0.4

0.1
0.5

0.4
0.5

0.2
0.6∑

=ch
?T in- −1.4

0.6
3.6
0.2

−2.9
0.3

3.5
0.4

−1.9
0.2

0.3
0.3

−0.5
0.6

−1.3
1.0

1.0
0.3 − −

-bins of =ch 1.7 1.2 0.2 0.3 0.2 0.1 0.2 0.1 0.5 − −
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Figure 7.8: Data-driven stress test of the unfolding procedure for (a) the =ch, (b) the
∑
=ch
?T, and (c) the

∑
=ch
?T

in bins of =ch observables. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T

is presented in each bin. The reweighted unfolded and truth distributions are shown in the red dots and red line
respectively, while the nominal (unweighted) unfolded and truth distributions are shown in the black dots and
black line, respectively. In the middle panel, the ratio of the reweighted to the nominal truth distribution is
shown. In the lower panel, the ratio of the unfolded distribution to its corresponding truth distribution is shown.
The grey band shows the data’s statistical uncertainty. The distributions are normalised to unit area.
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Chapter 7 Differential cross-section measurement

7.5.3 Pull test

The pull test is an additional check; it does not only check the presence of a bias introduced by the
unfolding method but also verifies the correct estimate of the statistical uncertainty. It is performed by
smearing the corrected-level distribution according to the data statistical uncertainty in each bin. Each
bin is smeared according to a Poisson distribution with a mean equal to the number of expected events
in that bin to form a pseudo-experiment; 10000 pseudo experiments are generated in this way. Each
replica 9 of the pseudo-experiments distribution is then unfolded, and the pulls are calculated with
respect to the expected particle-level value for each bin 8, defined as:

%
9

8
=
*
9

8
− )8
f8

(7.13)

where * 9

8
is the unfolded value in bin 8 for pseudo-experiment 9 , )8 is the particle-level value and

f8 is the statistical uncertainty estimated in bin 8. The f8 is evaluated as the RMS of the unfolded
pseudo-experiments distribution in bin 8. The resulting distributions of pulls per bin are fitted to
Gaussian functions. An exemplary pull distribution is shown in Fig. 7.9, for the first bin of =ch
observable.

The pull distribution should have a mean consistent with zero for an unbiased unfolding procedure
and a width consistent with one for a correct assessment of the statistical uncertainties. Fig. 7.10
summarises the result of this test, and it shows the obtained pull mean and width in all bins of the
three measured observables, which are consistent with the expected result. Therefore, the pull test is
passed successfully.

4− 2− 0 2 4

Pull

0

500

1000

1500E
n

tr
ie

s

Fit results:

<P> = 0.010±0.001 

(P) = σ 0.007±1.00 

, bin 1 trkn

-1139 fb,=13 TeVs, 2 or 3 jetsµeOS

Figure 7.9: The pull distribution for the first bin of the =ch observable. The solid red line corresponds to the
fitted Gaussian function.

90



7.5 Unfolding validation tests

0 2 4 6 8
 binchn

0.2−

0.1−

0

0.1

0.2

P
ul

l m
ea

n

, 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(a)

0 2 4 6 8
 binchn

0.9

0.95

1

1.05

1.1

P
ul

l w
id

th , 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(b)

0 5 10
 bin

T
p 

chnΣ
0.2−

0.1−

0

0.1

0.2

P
ul

l m
ea

n

, 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(c)

0 5 10
 bin

T
p 

chnΣ
0.9

0.95

1

1.05

1.1

P
ul

l w
id

th , 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(d)

0 2 4 6 8
  binch in bins of n

T
p 

chnΣ
0.2−

0.1−

0

0.1

0.2

P
ul

l m
ea

n

, 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(e)

0 2 4 6 8
  binch in bins of n

T
p 

chnΣ
0.9

0.95

1

1.05

1.1

P
ul

l w
id

th , 2 or 3 jetsµeOS -1 139 fb,=13 TeVs

(f)

Figure 7.10: Pull test for the normalised (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of =ch observables. The

fitted pull width (left) and mean (right) in each bin of the shown observable.
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CHAPTER 8

Systematic uncertainties

The measured differential and total-fiducial cross-sections are affected by several sources of systematic
uncertainties. The various sources can be grouped into four categories: experimental uncertainties,
signal and background modelling uncertainties and uncertainty due to the unfolding procedure. In
addition, the statistical uncertainty in the unfolded result is considered.
In the following, a brief description of the various sources of the systematic and statistical

uncertainties is given, together with their propagation through the unfolding machinery and their
impact. Each uncertainty is treated individually. Then, the total uncertainty is estimated by the
quadratic sum of all uncertainties.

8.1 Experimental uncertainties

Experimental uncertainties are related to the reconstruction and calibration of the various physics
objects: tracks, electrons, muons and jets, and the uncertainty in the luminosity determination.

The impact of these uncertainties is determined individually for each observable. The corrected-level
distribution of the signal CC̄ process and the tW background process is varied to account for the source
of uncertainty. The varied total prediction, the sum of signal and all backgrounds, is then unfolded
using Eq. (7.10), where the nominal background, migration matrix and unfolding corrections are
used. Each unfolded distribution is compared with the nominal unfolded distribution, and the relative
difference is assigned as an uncertainty associated with the differential cross-section measurement.
Detailed lists of the contributions of different sources of systematic uncertainties in each bin of each
distribution are given in Appendix B.

Tracks
Uncertainties are assigned to cover differences between simulation and observed data in the
track-reconstruction efficiency, track fake-rate, track impact parameter (30, I0) reconstruction and
resolutions [105, 107]. A combination of simulated events and measured data were used from Z → ``,
dĳet and minimum-bias events.
Two sources of uncertainty are considered for the track-reconstruction efficiency: the amount

of material crossed by the track in the ID acceptance and the physics model used in the detector
simulation. The effect of these uncertainties is assessed by comparing the efficiency in samples with
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Chapter 8 Systematic uncertainties

different configurations: i.e. the amount of material in the ID is scaled by a specific factor as described
in Ref. [107], and the Geant4 physics model is varied.
The estimation of the track fake-rate is based on observations of differences in the non-linear

component of the evolution of track multiplicity as a function of 〈`〉 as described in Ref. [107] and
the uncertainty is assumed to be 100%.
Uncertainties associated with track impact parameter resolutions are applied to cover resolution

differences between minimum-bias data and simulation. In addition, the impact parameter resolution is
particularly sensitive to the accuracy of the simulation’s modelling of the number of inactive modules
in the pixel detector [107]. The uncertainty is estimated by randomly disabling 5% of the pixel
modules.
Finally, weak modes1 in the ID detector alignment can lead to a bias in the impact parameter

reconstructions, i.e. a rotation of the IBL. These are accounted for by applying bias corrections to
tracks as a function of their angular position to simulate the impact of such modes. Variations biassing
30 and I0 are taken into account, as well as sagitta bias [149].
The combination of these uncertainties is labelled ‘Track’ in Fig. 8.1, with the main contribution

coming from the uncertainty in the track reconstruction efficiency. The track-related uncertainties
have a dominant impact among all experimental uncertainties for the =ch and

∑
=ch
?T in bins of =ch

observables, while its impact is sub-dominant for the
∑
=ch
?T observable.

Jets
The jet energy scale uncertainty (JES) is derived using information from test-beam data, in-situ
measurements and simulation [150]. It is decomposed into a set of 29 nuisance parameters (NPs) that
depend on jet ?T and [. These NPs can be classified into several categories: 16 NPs arise from the
in-situ calibrations, 4 NPs originate from the uncertainty on the pile-up corrections, 5 NPs comprise
the uncertainty of the [-intercalibration2, 2 NPs originate from the uncertainty on the jet flavour
composition and response, 1 NPs originates from the uncertainty of the punch-through3 modelling,
and 1 NP describes the uncertainty in the modelling of high-?T jets.
The jet energy resolution (JER) is measured separately for data and MC simulation using in-situ

techniques in various jet ?T and [ bins. Its uncertainty is represented by eight components accounting
for jet-?T and [-dependent differences between simulation and data [151].

Additionally, an uncertainty in the efficiency of the JVT requirement for pile-up jets suppression is
considered. The scale factors derived to correct the JVT efficiency in simulation to match that in data
are varied within their uncertainties [123].

The main contributions are from the jet-flavour response and the pile-up corrections, with an impact
of up to 9% in the tail of the

∑
=ch
?T observable. This category is combined with the flavour tagging

uncertainties, explained below, and labelled as ‘Jet’ in Fig. 8.1.

Flavour tagging
As mentioned in Section 5.1, scale factors are applied to simulated events to correct for discrepancies

1 Weak modes in the detector alignment are defined as detector deformations under which the j2 of the track fit remains
invariant [107].

2 [-intercalibration is a technique that uses well-measured jets in the central region (|[ | < 0.8) to obtain calibrations for jets
in the forward region (0.8 < |[ | < 4.5) [150].

3 Punch-though jets pass the calorimeter without depositing their entire energy.
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8.1 Experimental uncertainties

of 1-tagging efficiency between data and simulation. The uncertainties in these scale factors are
estimated by varying the scale factors within their uncertainties. A total of 19 scale-factor variations
are obtained, which accounts for uncertainties associated with the 1-tagging, misidentification rate of
2-jets and light-flavour jets.
Uncertainties in the 1-tagging calibration have an average impact below 0.5 % on the normalised

measured differential cross-sections (see Tables B.1 to B.3). The uncertainties in the misidentification
rate of 2-jets and light-flavour jets are found to be negligible.
The combination of the 1-tagging-related uncertainties together with the previous category is

labelled ‘Jet’ in Fig. 8.1. It can also be observed that the jet-related uncertainties have a sub-dominant
impact among all experimental uncertainties for the =ch and

∑
=ch
?T in bins of =ch observables, while

its impact is the one dominant for the
∑
=ch
?T observable.

Charged leptons: electrons and muons
The lepton trigger, reconstruction, identification and isolation efficiencies differ between observed
data and simulated events. Scale factors are applied to simulated events to correct these differences, as
explained briefly in Section 5.1. The uncertainties in the scale factors are derived using a tag-and-probe
method applied to electrons and muons originating from Z bosons or �/k mesons [115, 152]. Similarly,
corrections to the lepton momentum scale and resolution are derived using the aforementioned events
to account for discrepancies between the observed data and the simulation. Uncertainties in both, the
momentum scale and resolution, are considered.

The combination of these uncertainties is labelled ‘Lepton’ in Fig. 8.1. The uncertainties related to
the lepton identification and isolation have a small impact on the measured observables, while other
lepton-related uncertainties are found to be entirely negligible. These uncertainties have a very small
impact, well below 0.1 % among all experimental uncertainties.

Pile-up reweighting
Scale factors are applied to reweight simulated events in order to obtain the distribution of the average
number of additional pile-up events corresponding to the distribution obtained in data. An uncertainty
in these reweighting scale factors is considered, based on the difference between the instantaneous
luminosities in data and simulation, and is labelled as ‘`-reweight’ in Fig. 8.1 and has an impact of a
maximum of 1 % on the normalised measured-differential cross-sections.

Luminosity
The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [97], obtained using the
LUCID-2 detector [153] for the primary luminosity measurements. This uncertainty has no impact
on the normalised-measured differential cross-sections, while its impact on the absolute-measured
differential cross-sections and the total fiducial cross-section is considered.
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Figure 8.1: Fractional uncertainties in the measured normalised differential cross-section as a function of (a) =ch,
(b)

∑
=ch
?T, and (c)

∑
=ch
?T in bins of =ch for all experimental systematic uncertainties. The horizontal axis in

(c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each bin. The grey bands

represent the presented components added in quadrature. Events beyond the G-axis range are included in the last
bin in (a) and (b), and in the corresponding last bin of each slice in (c).
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8.2 Signal modelling uncertainties

8.2 Signal modelling uncertainties

Uncertainties in the modelling of the signal CC̄ process affect the migration matrix and unfolding
corrections. Several sources of uncertainties are considered: uncertainties in the parton-shower and
colour-reconnection models, uncertainties in the parameter choice to model ISR and FSR, uncertainty
in the choice of the ME-to-PS matching scale, uncertainties in the choice of the renormalisation and
factorisation scales, and uncertainties related to the PDF set.

The method used to evaluate the signal modelling uncertainties differs from the one used to estimate
the other sources of uncertainties. For each observable, the corrected-level distribution of the signal CC̄
process is varied to account for the source of uncertainty. The varied total prediction, the sum of signal
and all nominal backgrounds, is unfolded using Eq. (7.10), where the nominal background, migration
matrix and unfolding corrections are used. In the next step, the unfolded distribution is compared with
the particle-level distribution of the systematic variation, and the non-closure (deviation) is assigned as
the uncertainty associated with the differential cross-section measurement. This procedure is applied
to all following uncertainties if not stated otherwise. Detailed lists of the contributions of different
sources of systematic uncertainties in each bin of each distribution are given in Appendix B.

Parton shower
Uncertainties in the modelling of parton showers, hadronisation, the underlying event, and colour
reconnections are assigned by comparing the nominal sample to alternative samples for which Powheg
was interfaced to Herwig 7.1 instead of Pythia 8.

This uncertainty is one-sided and therefore it is symmetrised and labelled as ‘H7’ in the following.
Fig. 8.2 summarises the impact of this uncertainty in the three measured observables. It can be
observed that the parton shower uncertainty has a significant impact among all modelling uncertainties,
especially in the tails of the distributions. Its impact ranges between 0.18 % and 24 % on the normalised
measured differential cross-sections.

Colour reconnection
Uncertainties in the modelling of CR effects are estimated using Powheg interfaced with Pythia 8
samples with modified CR models, namely CR0, CR1 and CR2. A detailed description of these
models is given in Section 3.2.1.

The final CR uncertainty is then given by the maximum and minimum envelope of the non-closure
differences of CR0–CR2 comparisons and labelled as ‘CR’. Fig. 8.2 summarises the impact of this
uncertainty in the three measured observables. It can be observed that the CR uncertainty has a large
impact compared to other modelling uncertainties, especially in the tails of the distributions. Its
impact ranges between 0.9 % and 50 % on the normalised measured-differential cross-sections.

Matrix element to parton shower matching scale
The uncertainty due to the scale choice for matching the matrix-element calculation of the signal
process to the parton shower is estimated using an additional CC̄ sample produced with the ℎdamp
parameter set to 3 × <top instead of 1.5 × <top while keeping all other generator settings the same as
for the nominal sample of CC̄ events.
This uncertainty is symmetrised and labelled as ‘ℎdamp’ in the following. Fig. 8.2 shows the

impact of this uncertainty in the three measured observables. It can be observed that the ℎdamp
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uncertainty has a small impact among all modelling uncertainties, which is below 1 % on the normalised
measured-differential cross-sections.

Initial-state and final-state radiation
Uncertainties in the intensity of ISR, labelled as ISR Us, are assessed by varying the parameter Var3c
of the A14 parton-shower tune, which corresponds to a variation of the strong coupling constant Us
for ISR between 0.115 and 0.140 with respect to the nominal value of 0.121. The uncertainty in the
FSR, labelled as FSR, is assessed by varying the renormalisation scale `r of FSR, at which the Us is
evaluated, by factors of 0.5 and 2.0.
Fig. 8.2 shows the impact of these uncertainties in the three measured observables. It can be

observed that the ISR Us uncertainty has an impact of up to 1 %, while the FSR uncertainty is larger,
with an impact of up to 5 % on the normalised measured-differential cross-sections.

Renormalisation and factorisation scales
Uncertainties related to the choice of the renormalisation and factorisation scales in the matrix-element
calculations, labelled as ‘Scale `A ’ and ‘Scale ` 5 ’, are evaluated by varying the scales by factors of 2
and 0.5.
Fig. 8.2 shows the impact of these uncertainties in the three measured observables. It can be

observed that both uncertainties have a small impact, which is below 0.2 % in all bins of the normalised
measured-differential cross-sections.

Parton distribution functions
The uncertainty due to the choice of the PDF is evaluated following the PDF4LHC15 recommendations
as described in Ref. [154]. The recommendations combine MMHT2014 [77], CT14 [155] and
NNPDF3.0 [73] PDF sets with their uncertainties into a set of 30 one-sided variations, which are then
symmetrised. In addition, the central value of the combined PDF set is evaluated.
The impact of this uncertainty is evaluated by comparing the unfolded systematic variation to

the unfolded central variation, and the non-closure is assigned as an uncertainty associated with the
differential cross-section measurement. The total uncertainty is represented by the quadratic sum of
all variations and labelled as ‘PDF4LHC’ in the following.
Fig. 8.2 shows the impact of this uncertainty in the three measured observables. It can be

observed that the total PDF4LHC uncertainty has an impact of up to 0.6 % on the normalised
measured-differential cross-sections.
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Figure 8.2: Fractional uncertainties in the measured normalised differential cross-section as a function of (a)
=ch, (b)

∑
=ch
?T, and (c)

∑
=ch
?T in bins of =ch for all signal modelling uncertainties. The horizontal axis in (c)

is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each bin. The grey bands

represent the presented components added in quadrature. Events beyond the G-axis range are included in the last
bin in (a) and (b), and in the corresponding last bin of each slice in (c).
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8.3 Background modelling uncertainties

In this section, systematic uncertainties in the estimation of the background rates are discussed, which
include uncertainties in the event-based backgrounds, presented in Section 6.1, and the track-based
backgrounds, presented in Section 6.2. Detailed lists of the contributions of different sources of
systematic uncertainties in each bin of each distribution are given in Appendix B.

Event-based-background uncertainties
Uncertainties in this category include uncertainties in the background normalisation and the modelling
of the tW background process. They are evaluated by building distributions, where the signal and
the systematically varied background processes are added together. The resulting distribution is then
unfolded using Eq. (7.10), where the nominal background, migration matrix and unfolding corrections
are used. Similar to the experimental uncertainties, the unfolded distribution is compared with the
nominal unfolded distribution and the relative difference is assigned as an uncertainty associated with
the differential cross-section measurement.
Uncertainties in the normalisation of the background processes are assessed by varying the

normalisation of a given background process according to the respective uncertainty. The following
uncertainties, based on inclusive cross-section uncertainties, are considered: single top-quark and
CC̄+ processes 10%, fake leptons 50% [127], and other processes 20%. The combination of these
uncertainties is labelled ‘Background rates’.
Uncertainties related to tW background modelling are assessed using samples where the renor-

malisation, labelled as ‘tW Scale `r’, the factorisation scales, labelled as ‘tW Scale ` 5 ’ of the
matrix-element calculations, uncertainties in the intensity of ISR, labelled as ‘tW ISR Us’, and FSR,
labelled as ‘tW FSR’, are varied. The parameter variations in the generation of these samples are
identical to the one used for the signal process, described in Section 8.2.
The uncertainty in the scheme for removing the overlap of the tW process with CC̄ production is

evaluated by comparing the nominal tW sample, using the diagram-removal scheme, to a sample
produced with an alternative scheme (diagram subtraction) [81]. This uncertainty is symmetrised and
labelled as ‘tW DS vs. DR’.

Fig. 8.3 shows the fractional uncertainty from each of the above-mentioned categories for the three
measured observables. It can be observed that the total event-based background uncertainty has an
impact below 2 % in all bins of the normalised measured-differential cross-sections.

Track-based-background uncertainties
Two sources of uncertainties are included in this category. The uncertainty due to the non-closure
of the track-background-subtraction method in simulation (shown in Figs. 6.7 and 6.17), and the
uncertainty in the pile-up scale-factor estimation (see Section 6.2.3).
The uncertainty in the pile-up-tracks background-rate is evaluated by subtracting a systematically

varied number of pile-up tracks from the reconstructed number of tracks in CC̄ simulated events
using Eqs. (6.2) and (6.3). The resulting distribution is then unfolded using the nominal migration
matrix and unfolding corrections. The relative deviation from the nominal unfolded distribution is
assigned as a systematic uncertainty.
The quadratic sum of both uncertainties is labelled as ‘PU subtraction’ in Fig. 8.4. It can be

observed that this uncertainty is dominant in the first bin of the measured observables, mainly due to
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the uncertainty in the pile-up scale factor originating from differences in the modelling of the UE
between Pythia 8 and Herwig 7.
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Figure 8.3: Fractional uncertainties in the measured normalised differential cross-section as a function of (a) =ch,
(b)

∑
=ch
?T, and (c)

∑
=ch
?T in bins of =ch for all event-based-background uncertainties. The horizontal axis in

(c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each bin. The grey bands

represent the presented components added in quadrature. Events beyond the G-axis range are included in the last
bin in (a) and (b), and in the corresponding last bin of each slice in (c).

8.4 Unfolding-technique uncertainties

Based on the non-closure of the stress tests using the MC distribution reweighted to background-
subtracted data and the cross-reweighting scenario, discussed in Section 7.5, an unfolding-technique
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Chapter 8 Systematic uncertainties

uncertainty is defined. This uncertainty, together with generator uncertainties, described in Section 8.2,
cover potential differences in the responses of the measured observables due to track-?T differences
between simulation and data.

The envelope of non-closures of both tests given in Table 7.1, is assigned as a systematic uncertainty,
referred to as ‘Unfolding technique’ in Fig. 8.4. For the distributions of =ch and

∑
=ch
?T, the unfolding-

technique uncertainty ranges between 0.1% and 2.2%, and is less than the statistical uncertainty of the
data in all bins except the first one in each of these distributions. In the two-dimensional measurement
of

∑
=ch
?T in bins of =ch the unfolding-technique uncertainty ranges between 0.3% and 3.6%, and

exceeds the statistical uncertainty of the data in five of the nine bins.

8.5 Statistical uncertainty

The statistical uncertainty due to the limited number of simulated events is evaluated using pseudo-
experiments. They are built starting from the total MC prediction, that is the sum of signal and
all backgrounds. The content of each bin is fluctuated with a Gaussian distribution of a width
corresponding to the bin error. Each pseudo-experiment is then unfolded with the nominal migration
matrix and unfolding corrections, and the RMS of the resulting distribution for each bin is used as an
estimator of the MC statistical uncertainty.

The statistical uncertainty of the data is also evaluated using pseudo-experiments. Here, the content
of each bin is fluctuated with a Poisson distribution of the bin content in the pseudo-experiments.
Similarly, the RMS of the spread of unfolded results in each bin is taken as the estimator of the
uncertainty.
The combination of these uncertainties is labelled as ‘Statistical’ in Fig. 8.4. The statistical

uncertainty of the data in the normalised spectra is about 1%, peaking approximately at 2% in the
first and last bins of the three observables, while the MC statistical uncertainty reaches at most 0.8%.

8.6 Total uncertainty

A summary of the fractional uncertainty from each of the previously mentioned categories is shown
for the three normalised-differential cross-sections in Fig. 8.4. The pile-up tracks background and the
modelling uncertainties generally have the largest impact on the measurement. The contribution of
each category in each bin of the measured observables is shown in Tables 8.1 to 8.3.
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Figure 8.4: Fractional uncertainties in the measured normalised differential cross-section as a function of (a) =ch,
(b)

∑
=ch
?T, and (c)

∑
=ch
?T in bins of =ch for all systematic and statistical uncertainties. The horizontal axis in

(c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each bin. The grey bands

represent the presented components added in quadrature. Events beyond the G-axis range are included in the last
bin in (a) and (b), and in the corresponding last bin of each slice in (c).
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Chapter 8 Systematic uncertainties

Table 8.1: Total uncertainties in the normalised measured =ch distribution per bin in percentage. For each source
of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8

Experimental 4.9
−4.9

3.4
−3.3

1.9
−1.9

1.1
−1.1

0.25
−0.27

1.4
−1.4

4.4
−4.5

11
−11

Signal modelling 5.9
−5.4

3.7
−1.8

3.8
−0.64

3.1
−1.3

1.7
−1.6

1.2
−3.3

1.4
−16

24
−38

Event background 0.37
−0.45

0.30
−0.29

0.14
−0.27

0.07
0.07

0.08
0.03

0.07
0.09

0.45
−0.37

1.6
−1.3

PU subtraction 15
−12

0.32
−1.4

1.3
−0.86

0.26
−0.22

0.46
−0.51

0.26
−0.32

0.83
−0.87

3.1
−2.6

Unfolding technique −2.2
2.2

−0.78
0.78

0.18
−0.18

0.35
−0.35

0.10
−0.10

−0.16
0.16

−0.54
0.54

−0.54
0.54

MC statistical 0.35
−0.35

0.16
−0.16

0.12
−0.12

0.11
−0.11

0.12
−0.12

0.14
−0.14

0.17
−0.17

0.36
−0.36

Data statistical 1.8
−1.8

0.74
−0.74

0.57
−0.57

0.55
−0.55

0.58
−0.58

0.64
−0.64

0.76
−0.76

1.6
−1.6

Total 17
−15

5.1
−4.1

4.5
−2.3

3.3
−1.8

1.9
−1.8

1.9
−3.7

4.8
−16

27
−40

Table 8.2: Total uncertainties in the normalised measured
∑
=ch
?T distribution per bin in percentage. For each

source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10 bin 11

Experimental 4.9
−4.8

4.5
−4.2

3.2
−3.2

2.0
−2.1

0.82
−0.87

0.40
−0.58

1.7
−1.9

3.4
−3.4

5.4
−5.4

8.2
−8.1

15
−14

Signal modelling 7.1
−6.5

5.7
−3.9

4.5
−1.7

3.7
−0.98

2.8
−1.2

2.5
2.1

3.8
−4.0

5.9
−7.7

6.8
−13

7.7
−23

31
−56

Event background 0.42
−0.51

0.35
−0.35

0.15
−0.31

0.11
−0.16

0.04
−0.04

0.07
−0.07

0.08
−0.09

0.23
−0.22

0.55
−0.39

0.97
−0.55

1.4
−0.97

PU subtraction 23
−0.76

3.9
−4.7

1.6
−2.6

0.47
−1.04

0.69
−0.95

1.5
−1.5

2.6
−2.6

3.1
−3.0

3.0
−2.6

2.5
−0.68

14
−14

Unfolding technique −1.9
1.9

0.28
−0.28

0.48
−0.48

0.14
−0.14

0.15
−0.15

0.19
−0.19

0.25
−0.25

0.44
−0.44

0.47
−0.47

0.48
−0.48

0.61
−0.61

MC statistical 0.34
−0.34

0.17
−0.17

0.13
−0.13

0.12
−0.12

0.11
−0.11

0.12
−0.12

0.13
−0.13

0.16
−0.16

0.19
−0.19

0.26
−0.26

0.38
−0.38

Data statistical 1.7
−1.7

0.84
−0.84

0.65
−0.65

0.55
−0.55

0.53
−0.53

0.57
−0.57

0.65
−0.65

0.72
−0.72

0.92
−0.92

1.3
−1.3

1.8
−1.8

Total 24
−8.5

8.3
−7.6

5.8
−4.6

4.3
−2.6

3.0
−1.8

2.9
−2.7

4.9
−5.2

7.5
−9.0

9.2
−14

12
−24

37
−59
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8.6 Total uncertainty

Table 8.3: Total uncertainties in the normalised measured
∑
=ch
?T in bins of =ch distribution per bin in percentage.

For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9

Experimental 4.8
−4.7

3.4
−3.3

3.3
−3.2

2.2
−2.3

1.9
−2.0

4.0
−3.9

3.7
−3.7

6.5
−6.6

12
−12

Signal modelling 6.7
−6.4

3.9
−1.4

5.1
−4.1

5.4
−3.4

1.0
−1.3

0.49
−4.2

20
−20

7.6
−22

8.8
−27

Event background 0.41
−0.49

0.29
−0.28

0.11
−0.20

0.12
−0.15

0.09
−0.09

0.11
−0.11

0.37
−0.38

0.69
−0.42

1.7
−1.2

PU subtraction 21
−0.25

0.73
−4.3

2.9
−2.9

2.8
−2.7

0.56
−1.2

1.6
−0.01

10
−10

7.6
−7.6

5.4
−5.3

Unfolding technique −1.4
1.4

3.6
−3.6

−2.9
2.9

3.5
−3.5

−1.9
1.9

0.26
−0.26

−0.49
0.49

−1.3
1.3

0.96
−0.96

MC statistical 0.33
−0.33

0.19
−0.19

0.13
−0.13

0.15
−0.15

0.14
−0.14

0.18
−0.18

0.25
−0.25

0.23
−0.23

0.76
−0.76

Data statistical 1.7
−1.7

0.94
−0.94

0.59
−0.59

0.73
−0.73

0.71
−0.71

0.85
−0.85

1.2
−1.2

1.0
−1.0

2.6
−2.6

Total 23
−8.3

6.4
−6.8

7.3
−6.7

7.4
6.1

3.0
−3.4

4.4
5.8

22
−23

13
−25

16
−30
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CHAPTER 9

Results and interpretation

In this chapter, the differential cross-section results are presented as a function of the observables
sensitive to colour reconnection effects, namely the charged-particle multiplicity, the scalar sum of
the transverse momenta of the charged particles, and the same scalar sum in bins of charged-particle
multiplicity. In Section 9.1, the measured normalised distributions are compared with a variety of
predictions obtained from simulation. The comparisons are presented for the normalised differential
cross-sections, while the absolute differential cross-sections are presented in Appendix C. The
systematic and statistical uncertainties affecting the measured distributions are estimated as described
in the previous chapter.

In order to quantify how well the measured differential cross-sections agree with the various model
predictions, their respective j2 values are calculated as explained in Section 9.2. In addition, the total
fiducial cross-section is measured as given in Section 9.3.

9.1 Particle-level normalised differential cross-section results

Fig. 9.1 shows the normalised differential cross-sections as a function of =ch,
∑
=ch
?T, and

∑
=ch
?T in

bins of =ch. They are compared with predictions obtained from Powheg+Pythia 8, Sherpa 2, and
Powheg+Herwig 7 using three versions of Herwig 7, namely 7.0.4, 7.1.3, and 7.2.1 [11, 78, 156].
In the Pythia 8 event generator, the MPI-based CR model is used in combination with the A14

tune. In the three versions of Herwig 7, the plain CR model is used, but with a different tune for the
CR and UE. For Herwig 7.0, the H7-UE-MMHT tune is used, while for Herwig 7.1 and Herwig 7.2
the default settings are used. In the latest version, the MPI model was improved [157]. The Sherpa 2
event generator has an MPI model based on the Pythia 8 one but without any CR. Therefore it gives
an insight into how the distribution would change in the absence of CR.

The =ch measured differential cross-section is approximately equally well described by Pythia 8 and
Herwig 7, while the

∑
=ch
?T measured normalised cross-section has a better agreement for Herwig 7,

especially in the lower part of the distribution. The
∑
=ch
?T in bins of =ch distribution is best described

by Herwig 7 compared with Pythia 8 and Sherpa 2. An overall small difference between the various
Herwig 7 versions can be observed. The unfolded data disagree with the predictions from Sherpa 2
in the three observables, which do not include CR effects, thus illustrating their importance.
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Figure 9.1: Normalised differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different MC event generators. Events beyond the G-axis
range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The
black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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9.1 Particle-level normalised differential cross-section results

Comparison with different CR models in Pythia 8

In Fig. 9.2, the normalised differential cross-sections are compared with predictions from the CR0,
CR1, and CR2 models, which are introduced in Section 3.2.1. It can be observed that the =ch and the∑
=ch
?T in bins of =ch observables are best described by the CR0 model. For the

∑
=ch
?T observable,

it can be observed that none of the models can describe the lower part of the distribution well. The
values of each CR model’s tuned parameters are summarised in Table 9.1 and compared with their
values from the nominal A14 tune.

Table 9.1: Definition, parameter range and tuned value for the A14, CR0, CR1, and CR2 models in Pythia 8 [79].
The parameters that are not defined for a particular model are left blank.

Parameter description A14 / Default (range) CR0 CR1 CR2

MPI:pT0Ref MPI ?T dampening 2.09 (0.5-10) 2.15 1.89 2.21
MPI:expPow Exponent of matter overlap function 1.85 (0.4-10) 1.81 2.10 1.63
CR:range CR strength 1.71 (1.0-10) 2.92 – –

CR:m0 Mass parameter used in the _ measure 0.3 (0.1-5) – 2.17 –
CR:junctionCorrection Correction to m0 for junctions 1.2 (0.01-10) – 9.33 –

CR:m2Lambda <2
_ used in the _ measure 1.0 (0.25-16) – – 6.73

CR:fracGluon Fraction of gluons that undergo a CR 1.0 (0-1) – – 0.93

Comparison with top-quark-specific CR models in Pythia 8

In Fig. 9.3, the normalised differential cross-sections are compared with the predictions obtained from
different top-quark-specific CR models (TCR1-TCR5) implemented in Pythia 8, which are described
in Section 3.2.1. For each model, the strength parameter B is varied down to 0.1 and up to its maximum
value of 1.0. The spread between the distributions obtained with B = 0.1 and B = 1.0 is therefore a
measure of the sensitivity of the observables to the corresponding model. It can be observed that only
the TCR1 and TCR3 show sizable differences between the two settings out of the five TCR models,
which is mainly seen in the

∑
=ch
?T in bins of =ch observables. The differences between the B = 0.1

and B = 1.0 variations hint that a lower value of this parameter is preferred over a higher one.
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Figure 9.2: Normalised differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different CR models in Pythia 8. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 9.3: Normalised differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in
each bin. The results are compared with the predictions of different top-quark-specific CR models in Pythia 8.
Events beyond the G-axis range are included in the last bin. The lower panels show the ratio of each prediction
to data in each bin. The black triangular markers in the lower panels point to prediction-to-data ratio values
which lie beyond the shown H-axis range.
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Comparison with CR and UE parameters variation in Pythia 8

In Fig. 9.4, the normalised differential cross-sections are compared with the predictions obtained from
Pythia 8 with variations of specific parameters connected with the CR and UE modelling. These
variations are applied to the nominal Pythia 8 set-up using the A14 tune. The varied parameters are:

• The CR range 'rec parameter introduced in Eq. (3.3) is set to its maximal value of ten, such
that the reconnection probability reaches saturation. The parameter value for the A14 tune is
1.71 [80]. This variation is labelled as ‘maxCR’ in the following.

• The CR is switched off by setting the CR range parameter to zero. This variation is labelled as
‘noCR’ in the following.

• The MPI parameter ?refT0 introduced in Eq. (3.4) is varied down to 2.0 and up to 2.2. The
parameter value for the A14 tune is 2.09 [80].

• The UE activity is varied by using the Var1 eigentune of the A14 tune [80]. This eigentune
includes variations of the MPI Us and variations of 'rec. For the down (up) variation, the MPI
Us is varied to 0.121 (0.131) and simultaneously the 'rec is varied to 1.69 (1.73). The MPI Us
value for the A14 tune is 0.126 [80].

In Fig. 9.4, it can be seen that the predictions without CR cannot describe the data while using a
maximal probability for CR is still compatible with the measurement; ‘maxCR’ can describe the =ch
distribution very well, but not the

∑
=ch
?T distribution. Another observation is that the

∑
=ch
?T is

not sensitive to the CR range, however the =ch distribution is sensitive. Finally, a clear sensitivity to
the ?refT0 and Var1 variations is observed. The measurement of the =ch observable suggests a higher
value of ?refT0 over a lower value. Thus, it can be concluded that for further tuning of CR models both
parameters of the CR model itself and parameters of the UE should be included.

Comparison with CR models in Herwig7

In Fig. 9.5, the normalised differential cross-sections are compared with the predictions obtained
from the plain, the baryonic and the statistical CR models implemented in Herwig 7.2, which are
introduced in Section 3.2.2. In addition, a prediction without any CR is shown. Similar to Pythia 8,
predictions without CR do not describe data well, but in the case of Herwig 7.2 some deficits are
compensated by the UE modelling. Among the various CR models in Herwig 7.2, the statistical CR
model performs the best for the =ch distribution mainly in the tail, while for

∑
=ch
?T and

∑
=ch
?T in

bins of =ch an overall low sensitivity can be observed. In general, the agreement of the predictions by
Herwig for the

∑
=ch
?T distribution is better than for any other generator considered in this analysis.

In Fig. 9.6, the normalised differential cross section as a function of the =ch observable is compared
with predictions without CR, namely Sherpa 2 and the ‘noCR’ variations in Pythia 8 and Herwig 7.
It is expected that these variations will predict higher particle multiplicity because of the lack of the
suppression mechanism from CR. In the case of Pythia 8 and Herwig 7, this is true, while Sherpa 2
predicts too few particles.
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Figure 9.4: Normalised differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different CR and UE parameter variations in Pythia 8.
Events beyond the G-axis range are included in the last bin. The lower panels show the ratio of each prediction
to data in each bin. The black triangular markers in the lower panels point to prediction-to-data ratio values
which lie beyond the shown H-axis range.
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Figure 9.5: Normalised differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different CR models in Herwig 7.2. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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Figure 9.6: Normalised differential cross-section as a function of =ch compared with the predictions of noCR
models in different event generators.

9.2 Interpretation: 62 evaluation

In order to quantify how well the measured differential cross-sections agree with the various model
predictions, their respective j2 values are calculated according to:

j2
= +T

NDF · Cov−1
NDF · +NDF , (9.1)

where NDF is the number of degrees of freedom, +NDF is the vector of differences between the particle
level measured cross-section and the prediction, and Cov−1

NDF is the inverse of the covariance matrix.
The NDF corresponds to the number of bins for the absolute distributions, while for the normalised
distributions it is lowered by one unit; one bin is removed from the vector of differences. Consequently,
one row and its corresponding column are removed from the covariance matrix. This is necessary to
obtain an invertible covariance matrix. The resulting value for j2 does not depend on which bin is
dropped.
In addition to the individual j2-values that are evaluated for each observable, a global j2 is

evaluated for the =ch and
∑
=ch
?T observables. The equation above is used, where the full vector of

differences from both distributions is used and the global covariance matrix. The global covariance
matrix is of a size of 19 × 19 for the absolute distributions, corresponding to the number of bins of
both =ch and

∑
=ch
?T, while for the normalised distributions two rows and the corresponding columns

are discarded.
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Chapter 9 Results and interpretation

Covariance matrix evaluation

The covariance matrix incorporates both the statistical and the systematic uncertainties. The
systematic uncertainties include experimental uncertainties, signal modelling and background-related
uncertainties described in the previous chapter. In addition, uncertainties in the theoretical predictions
are considered, which are referred to as ‘theory uncertainties’. These theory uncertainties include
scale variations in the matrix element and parton shower, including `r, `f , ISR and FSR variations, as
well as the variation of the matrix-element-to-parton-shower matching scale ℎdamp. These variations
are independent of the CR modelling, and thus they are considered as theory uncertainties. The
relative difference between the unfolded variation and the nominal unfolded distribution is taken as
uncertainty.
The covariance matrix is obtained by performing pseudo-experiments. A set of 1000 pseudo-

experiments is produced, where for each pseudo-experiment toy, the following procedure is followed:

1. Data statistical uncertainty: each bin 9 of the data distribution at the corrected level is fluctuated
according to a Poisson distribution, P(#corr

9 ).

2. MC statistical uncertainty: A Gaussian shift is added for each bin, where the bin error, Δmcstat, 9 ,
is shifted according to a random number, _toy

9
, drawn from a Gaussian distribution with a mean

of zero and a width of one: _toy
9
· Δmcstat, 9 .

3. Experimental and background-rate uncertainties: for each experimental systematic uncertainty
: , Gaussian-distributed shifts are added by scaling each Poisson-fluctuated bin with the variation
from the associated systematic uncertainty, Δ:, 9 .

The number of events in bin 9 of a pseudo-experiment, incorporating the data and MC statistical
uncertainties as well as the experimental systematic uncertainties, can be summarised as:

#
toy
9
= P(#corr

8 ) · ©«1 +
_
toy
9
· Δmcstat, 9 +

∑#sys
:=1 |_

toy
:
| · Δ:, 9

#
sig, nominal
9

+ #bkg, nominal
9

ª®¬ , (9.2)

where the sum of #sig, nominal
9

and #bkg, nominal
9

represent the total nominal prediction, and _toy
:

represents a random number drawn from a Gaussian distribution with a mean of zero and a
width of one. It is worth noting that a different _toy

:
is obtained for each systematic variation and

applied to all bins; in this way, bin-by-bin correlations are fully taken into account. The sign of
_
toy
:

determines if the upward or the downward variation of the uncertainty source is used to
calculate Δ:, 9 .

4. Unfolding: Each of the varied pseudo-experiment distributions is then unfolded using the
nominal migration matrix and unfolding corrections. The number of events in each bin of the
unfolded distribution is referred to as # toy,unf

8
.

5. Signal modelling and theory uncertainties: for each signal modelling and theory uncertainty,
an additional Gaussian-distributed shift of the relative difference is added to give the final bin
content of each pseudo-experiment:
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9.2 Interpretation: j2 evaluation

The relative difference

#
toy,final
8

= #
toy,unf
8

· ©«1 +
#model.+theory∑

;=1
Δ
toy
;,8

ª®¬ (9.3)

The resulting differential cross-sections, obtained from each pseudo-experiment, are then used to
calculate the covariance in each bin 8, 9 according to:

Cov8, 9 =
1
=
·
Ntoys∑
toy=1
(#nominal, unf

8
− # toy,final

8
) (#nominal, unf

9
− # toy,final

9
) (9.4)

where Ntoys is the number of pseudo-experiments. Fig. 9.7 shows as an example the covariance
matrices for the normalised cross-section as a function of =ch and

∑
=ch
?T together with the global

covariance matrix including both =ch and
∑
=ch
?T distributions. All covariance matrices have large

off-diagonal elements, mainly due to the modelling uncertainties.
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Figure 9.7: Covariance matrices of the normalised cross-section. For (a) =ch, (b)
∑
=ch
?T observables, and (c)

the global covariance matrix of both observables. The matrices account for the statistic and all systematic
uncertainties presented in Chapter 8, as well as uncertainties in the theoretical prediction. In (c), the bin numbers
from 1 to 7 correspond to the =ch observable, while the bin numbers from 8 to 17 correspond to the

∑
=ch
?T

observable.
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9.2 Interpretation: j2 evaluation

62
/NDF results

Table 9.2 summarises the j2/NDF results for the normalised differential cross-sections. Most
predictions do not describe the measured particle-level data well, with predictions obtained from
Powheg+Herwig 7 being the best to describe the measured data. This is also seen in the figures
presented earlier in this chapter. Among Pythia 8 models, CR0 describes the measured =ch and the
two-dimensional observables better. The CR0 model is based on the same MPI-based CR model as
the nominal Powheg+Pythia 8 sample. One can see that the measured data is in better agreement
with the sample using the dedicated CR0 tune than with the nominal sample without a dedicated CR
tune. The

∑
=ch
?T is best described by CR1. Among Herwig 7.2 models, for the =ch distribution, the

newly introduced statistical CR model performs the best, while for
∑
=ch
?T the baryonic CR model

agrees better with the observed distribution. Thus, even without dedicated retuning of the alternative
CR models, they agree better with the measured data than the default plain CR model. In the

∑
=ch
?T

in bins of =ch observable, the lower j
2/NDF value for Sherpa 2, relative to Pythia 8, is due to the

inclusion of the theory uncertainties.

An alternative j2 scenario is considered to confirm the reason behind the large values. This
scenario is referred to as De-correlate modelling, in which the contribution of the modelling and the
theory uncertainties to off-diagonal elements of the covariance matrix is not taken into account. In
other words, bin-to-bin correlations are not taken into account for these uncertainties. The result of
this scenario is summarised in Table 9.3, which clearly explains, that the modelling uncertainties
correlations between the bins are the reason for the large j2 values in the nominal scenario.

Table 9.2: The j2/NDF for the measured normalised differential cross-sections obtained by comparing the
different predictions to the measured particle-level data. Global(=ch,

∑
=ch
?T) denotes the scenario, in which the

covariance matrix is built including correlations of systematic uncertainties between the two observables =ch
and

∑
=ch
?T.

Generator set-up =ch
∑
=ch
?T Global(=ch,

∑
=ch
?T)

∑
=ch
?T in bins of =ch

PP8 9 11 26 28
PP8 CR0 8 11 37 16
PP8 CR1 14 6 34 20
PP8 CR2 8 20 24 30
PH7.0 6 2 9 4
PH7.1 8 4 11 5
PH7.2 11 3 18 11
PH7.2 Baryonic 11 2 14 4
PH7.2 Statistical 3 4 7 5
Sherpa 2 11 21 16 16
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Chapter 9 Results and interpretation

Table 9.3: The j2/NDF associated with the ‘De-correlate modelling’ scenario for the measured normalised
differential cross-sections obtained by comparing the different predictions to the measured particle-level data.
Global(=ch,

∑
=ch
?T) denotes the scenario, in which the covariance matrix is built including correlations of

systematic uncertainties between the two observables =ch and
∑
=ch
?T.

Generator set-up =ch
∑
=ch
?T Global(=ch,

∑
=ch
?T)

∑
=ch
?T in bins of =ch

PP8 3.4 1.8 3.7 19
PP8 CR0 0.33 2.1 0.84 0.34
PP8 CR1 2.3 0.62 0.92 2.0
PP8 CR2 2.6 1.7 2.2 1.2
PH7.0 0.4 0.05 0.19 0.22
PH7.1 0.7 5.5 0.95 0.96
PH7.2 2.3 0.45 1.9 0.70
PH7.2 Baryonic 0.75 1.0 0.81 0.84
PH7.2 Statistical 0.29 2.6 0.6 0.63
Sherpa 2 21 12 14 13

9.3 Total fiducial cross-section

The total fiducial cross-section is obtained as described in Section 7.3, by integrating any of the
absolute differential cross-sections over all bins. It is found to be:

ffid
C C̄ = 4.94+0.43

−0.41(syst) ± 0.03(stat) ± 0.08(lumi) pb. (9.5)

The uncertainty in the measured cross-section is dominated by systematic uncertainties, with the main
contribution coming from uncertainties in the signal modelling and the pile-up tracks background
estimation.
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CHAPTER 10

Summary and conclusions

In this thesis, a measurement of three observables sensitive to colour reconnection effects in CC̄
events is presented using a data sample of 139 fb−1 recorded by the ATLAS experiment at the LHC
in proton–proton collisions at a centre-of-mass energy of

√
B = 13TeV from 2015 to 2018. The

sensitive observables are the charged-particle multiplicity, the scalar sum of the charged-particles
transverse momenta, and the scalar sum of the charged-particles transverse momenta in bins of charged
particle-multiplicity.
The signature of dileptonic top-quark pair production in the 4` channel comprises one isolated

electron and one isolated muon with opposite charge, and two or three jets, where exactly two jets are
required to be 1-tagged. This channel has a high signal purity. The total background contribution to
the expected event yields is 4 %, which is mainly from single-top-quark tW events.
The measured observables are constructed from primary hard-scatter tracks with ?T > 500 MeV

and within |[ | < 2.5. Furthermore, in order to best describe the colour reconnection effect, tracks
associated with either a jet or a lepton from the top-quark decay are discarded. The contribution
of background tracks, mainly from pile-up interactions, is estimated in a stochastic way based on a
method using simulated event templates.
To remove detector effects, the background-subtracted observables are unfolded to stable-particle

level, and the particle level normalised differential cross-sections are compared with several theoretical
predictions obtained from simulation. None of the predictions is found to describe all measured
observables adequately. Distributions of

∑
=ch
?T obtained from Herwig 7.2 are able to describe

data well, while predictions from Pythia 8 for =ch are better than those for
∑
=ch
?T. The event

generator Sherpa 2 does not include a colour reconnection model, which should lead to a higher
particle multiplicity because the suppression mechanism from CR is missing. Instead, it predicts too
few particles, and also its

∑
=ch
?T distribution is softer than measured in data. Among the studied

Pythia 8 colour reconnection models, the best agreement is achieved with the default MPI-based
tune and the largest disagreement is found for the set of parameters based on the gluon-move model.
In the case of the MPI-based model, variations of the colour-reconnection range parameter to its
minimal and maximal values are investigated and, similarly to Sherpa 2, a model without colour
reconnection is excluded, while a maximal strength is still compatible with the measurement. Finally,
top-quark-specific colour reconnection models are compared with the measured distributions and
sensitivity to the strength parameter variations is mainly seen in the distribution of

∑
=ch
?T in bins of

=ch for two of the five models. Variation of the Pythia 8 MPI model parameter ?ref
T0 showed that a
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Chapter 10 Summary and conclusions

value higher than the one used in the A14 tune is suggested by the measurement. Additionally, a clear
sensitivity is observed for the UE activity. In the case of Herwig 7.2, the newly introduced statistical
colour-reconnection model agrees best for the =ch distribution, while for the

∑
=ch
?T distribution the

baryonic CR model agrees best.
The measurement has a precision of 2%–10% in the central bins and up to 50% in the outer bins.

Therefore, providing a more precise measurement of =ch and
∑
=ch
?T observables in the central bins

compared to a previous measurement, which has a precision of about 20%, performed using only the
data collected in 2016 by the CMS experiment [24].
The measured observables provide stringent constraints on the colour reconnection models in

mainstream Monte Carlo generators. They are not only sensitive to parameters related to colour
reconnection models, but also the MPI and UE parameters. Thus, these results can be used as input
to future tuning of Monte Carlo generators for colour reconnection, MPI and UE parameters, which
should be handled simultaneously. In addition, they can be used to improve the estimate of systematic
uncertainty in future top-quark mass analyses. In addition, this measurement could be repeated with a
low pile-up dataset [158] to benefit from the small pile-up background contribution. Furthermore, the
average transverse momenta of charged particles as a function of charged-particle multiplicity could
(partially) provide further information about CR and UE.
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APPENDIX A

Simulated samples

Lists of MC samples used in this analysis are given in Table A.1 for the top quark processes,
in Tables A.2 to A.4 for the /+jets process for different slices in max(�T, ?T), where ?T is the
transverse momentum of the / boson and the �T

1 of the event, and in Table A.5 for the diboson
process.

1 �T is the scalar sum of the transverse momenta of all jets, leptons and the missing transverse momentum.
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Appendix A Simulated samples

Table A.1: Top quark event MC samples used for this analysis. The cross-section column includes branching
ratios. The quoted :-factor corrects for the absence of higher-order terms in the perturbative expansion of the
cross-section calculation.

Process f [pb] Generator :-factor Parameter / tune

C C̄ dileptonic 76.95 Powheg+Pythia 8 1.14
C C̄ no fully hadronic 396.87 Powheg+Pythia 8 1.14
C C̄ dileptonic 76.94 Powheg+Pythia 8 1.14 ℎdamp = 3 ×<C

C C̄ dileptonic 77.02 Powheg+Herwig 7.1 1.14
C C̄ dileptonic 76.98 Powheg+Pythia 8 1.14 CR0
C C̄ dileptonic 77.01 Powheg+Pythia 8 1.14 CR1
C C̄ dileptonic 76.97 Powheg+Pythia 8 1.14 CR2
C C̄ dileptonic 76.93 Powheg+Pythia 8 1.14 'rec = 10
C C̄ dileptonic 76.98 Powheg+Pythia 8 1.14 MPI ?ref

T0 = 2.2
C C̄ dileptonic 76.91 Powheg+Pythia 8 1.14 MPI ?ref

T0 = 2.0
C C̄ dileptonic 76.92 Powheg+Pythia 8 1.14 no CR
C C̄ dileptonic 76.92 Powheg+Herwig 7.2 1.14
C C̄ dileptonic 76.89 Powheg+Herwig 7.2 1.14 SCR
C C̄ dileptonic 76.89 Powheg+Herwig 7.2 1.14 BCR
C C̄ dileptonic 76.93 Powheg+Herwig 7.2 1.14 no CR

C, or C̄, dileptonic 3.99 Powheg+Pythia 8 0.95
C, inclusive 37.93 Powheg+Pythia 8 0.95
C̄, inclusive 37.91 Powheg+Pythia 8 0.95
C, dileptonic 3.89 Powheg+Pythia 8 0.97 DS scheme
C̄, dileptonic 3.97 Powheg+Pythia 8 0.95 DS scheme

CC, 0.55 Powheg+Pythia 8 1.10
CC/ (/ → ℓaℓ a) 0.15 Powheg+Pythia 8 1.11
CC/ (/ → qq) 0.53 Powheg+Pythia 8 1.11
CC/ (/ → e+e−) 0.037 Powheg+Pythia 8 1.12
CC/ (/ → `

+
`
−) 0.037 Powheg+Pythia 8 1.12

CC/ (/ → g
+
g
−) 0.037 Powheg+Pythia 8 1.12
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Table A.2: (/ → ``)+jets process MC samples used for this analysis, generated with the Sherpa event
generator. The cross-section column includes branching ratios. The quoted :-factor corrects for the absence of
higher-order terms in the perturbative expansion of the cross-section calculation.

Process f [pb] :-factor Slice

(/ → ``)+light-jets 1 630.22 0.98 0 < max(�T, ?T) < 70GeV
(/ → ``)+2-jets 223.72 0.98 0 < max(�T, ?T) < 70GeV
(/ → ``)+1-jets 127.18 0.98 0 < max(�T, ?T) < 70GeV
(/ → ``)+light-jets 75.02 0.98 70 < max(�T, ?T) < 140GeV
(/ → ``)+2-jets 20.34 0.98 70 < max(�T, ?T) < 140GeV
(/ → ``)+1-jets 12.39 0.98 70 < max(�T, ?T) < 140GeV
(/ → ``)+light-jets 24.28 0.98 140 < max(�T, ?T) < 280GeV
(/ → ``)+2-jets 9.27 0.98 140 < max(�T, ?T) < 280GeV
(/ → ``)+1-jets 6.01 0.98 140 < max(�T, ?T) < 280GeV
(/ → ``)+light-jets 4.77 0.98 280 < max(�T, ?T) < 500GeV
(/ → ``)+2-jets 2.26 0.98 280 < max(�T, ?T) < 500GeV
(/ → ``)+1-jets 1.49 0.98 280 < max(�T, ?T) < 500GeV
(/ → ``)+jets 1.79 0.98 500 < max(�T, ?T) < 1 000GeV
(/ → ``)+jets 0.15 0.98 max(�T, ?T) > 1 000GeV

(/ → ``)+0 1-jets 2 330.19 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → ``)+1-jets 82.26 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → ``)+0 1-jets 44.88 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → ``)+1-jets 5.11 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → ``)+0 1-jets 2.76 0.98 max(�T, ?T) > 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → ``)+1-jets 0.47 0.98 max(�T, ?T) > 280GeV, 10 < <(ℓℓ) < 40GeV
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Appendix A Simulated samples

Table A.3: (/ → ee)+jets process MC samples used for this analysis, generated with the Sherpa event generator.
The cross-section column includes branching ratios. The quoted :-factor corrects for the absence of higher-order
terms in the perturbative expansion of the cross-section calculation.

Process f [pb] :-factor Slice

(/ → ee)+light-jets 1 627.17 0.98 0 < max(�T, ?T) < 70GeV
(/ → ee)+2-jets 223.73 0.98 0 < max(�T, ?T) < 70GeV
(/ → ee)+1-jets 126.45 0.98 0 < max(�T, ?T) < 70GeV
(/ → ee)+light-jets 76.29 0.98 70 < max(�T, ?T) < 140GeV
(/ → ee)+2-jets 20.33 0.98 70 < max(�T, ?T) < 140GeV
(/ → ee)+1-jets 12.62 0.98 70 < max(�T, ?T) < 140GeV
(/ → ee)+light-jets 25.03 0.98 140 < max(�T, ?T) < 280GeV
(/ → ee)+2-jets 9.37 0.98 140 < max(�T, ?T) < 280GeV
(/ → ee)+1-jets 6.08 0.98 140 < max(�T, ?T) < 280GeV
(/ → ee)+light-jets 4.87 0.98 280 < max(�T, ?T) < 500GeV
(/ → ee)+2-jets 2.28 0.98 280 < max(�T, ?T) < 500GeV
(/ → ee)+1-jets 1.49 0.98 280 < max(�T, ?T) < 500GeV
(/ → ee)+jets 1.81 0.98 500 < max(�T, ?T) < 1 000GeV
(/ → ee)+jets 0.15 0.98 1000 < max(�T, ?T) < 70GeV

(/ → ee)+0 1-jets 2 331.22 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → ee)+1-jets 81.36 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → ee)+0 1-jets 44.97 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → ee)+1-jets 5.48 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → ee)+0 1-jets 2.77 0.98 280 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → ee)+1-jets 0.47 0.98 280 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
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Table A.4: (/ → gg)+ jets process MC samples used for this analysis, generated with the Sherpa event
generator. The cross-section column includes branching ratios. The quoted :-factor corrects for the absence of
higher-order terms in the perturbative expansion of the cross-section calculation.

Process f [pb] :-factor Slice

(/ → gg)+light-jets 1 627.73 0.98 0 < max(�T, ?T) < 70GeV
(/ → gg)+2-jets 223.88 0.98 0 < max(�T, ?T) < 70GeV
(/ → gg)+1-jets 127.73 0.98 0 < max(�T, ?T) < 70GeV
(/ → gg)+light-jets 76.03 0.98 70 < max(�T, ?T) < 140GeV
(/ → gg)+2-jets 20.21 0.98 70 < max(�T, ?T) < 140GeV
(/ → gg)+1-jets 12.29 0.98 70 < max(�T, ?T) < 140GeV
(/ → gg)+light-jets 24.80 0.98 140 < max(�T, ?T) < 280GeV
(/ → gg)+2-jets 9.33 0.98 140 < max(�T, ?T) < 280GeV
(/ → gg)+1-jets 5.48 0.98 140 < max(�T, ?T) < 280GeV
(/ → gg)+light-jets 4.79 0.98 280 < max(�T, ?T) < 500GeV
(/ → gg)+2-jets 2.28 0.98 280 < max(�T, ?T) < 500GeV
(/ → gg)+1-jets 1.50 0.98 280 < max(�T, ?T) < 500GeV
(/ → gg)+jets 1.81 0.98 500 < max(�T, ?T) < 1 000GeV
(/ → gg)+jets 0.15 0.98 1000 < max(�T, ?T) < 70GeV

(/ → gg)+0 1-jets 2 333.93 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → gg)+1-jets 81.10 0.98 0 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → gg)+0 1-jets 44.84 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → gg)+1-jets 5.54 0.98 70 < max(�T, ?T) < 280GeV, 10 < <(ℓℓ) < 40GeV
(/ → gg)+0 1-jets 2.79 0.98 280 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
(/ → gg)+1-jets 0.47 0.98 280 < max(�T, ?T) < 70GeV, 10 < <(ℓℓ) < 40GeV
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Appendix A Simulated samples

Table A.5: Diboson process MC samples used for this analysis, generated with the Sherpa event generator. +
refers to the vector bosons, Z and W , while ℓ refers to the three lepton flavours, `, e and g. The cross-section
column includes branching ratios. The quoted :-factor corrects for the absence of higher-order terms in the
perturbative expansion of the cross-section calculation.

Process f [pb] :-factor comment

++ → ℓℓℓℓ 1.25 1.0
++ → ℓℓℓa 4.58 1.0
++ → ℓℓaa 12.50 1.0
++ → ℓaaa 3.23 1.0
++ → ℓℓℓℓ+2 jets 0.01 1.0
++ → ℓℓℓa+2 jets 0.046 1.0
++ → ℓℓaa+2 jets 0.12 1.0 opposite-sign dilepton
++ → ℓℓaa+2 jets 0.04 1.0 same-sign dilepton
++ → ℓℓℓℓ 1.43 1.0 low <(ℓℓ) and ?T
++ → ℓℓℓa 2.92 1.0 low <(ℓℓ) and ?T
++ → ℓℓaa 0.17 1.0 low <(ℓℓ) and ?T
gg→ ℓℓℓℓ 0.0099 1.0 0 < <(ℓℓℓℓ) < 130
gg→ ℓℓℓℓ 0.01 1.0 <(ℓℓℓℓ) > 130
ZZ → qqaa 15.56 0.28
ZZ → qqℓℓ 15.56 0.14
WZ → qqaa 6.79 1.0
WZ → qqℓℓ 3.44 1.0
WW → qqℓa 24.72 1.0
WW → ℓaqq 24.7 1.0
WZ → ℓaqq 11.41 1.0
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APPENDIX B

Systematic uncertainties

Lists of the contribution of each source of uncertainty to the total relative uncertainty on the three
normalised-measured differential cross-sections is given in Tables B.1 to B.3 for the experimental
uncertainties, and in Tables B.4 to B.6 for the signal and background modelling uncertainties.
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Appendix B Systematic uncertainties

Table B.1: Experimental uncertainties on the normalised measured =ch distribution per bin in percentage. For
each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8

Track efficiency global 3.33
−3.34

2.12
−2.13

1.44
−1.45

0.93
−0.93

0.14
−0.14

−1.03
1.02

−3.41
3.41

−8.54
8.76

Track efficiency PP0 1.45
−1.45

0.96
−0.96

0.60
−0.60

0.38
−0.38

0.04
−0.05

−0.40
0.40

−1.45
1.45

−3.81
3.86

JES 1-jes response −0.12
0.03

−0.03
0.04

−0.02
−0.01

−0.02
0.01

0.01
0.00

0.04
−0.01

0.04
−0.02

0.05
−0.08

JES NP modelling 1 0.69
−0.81

0.55
−0.54

0.29
−0.28

0.07
−0.06

−0.06
0.03

−0.19
0.21

−0.57
0.58

−1.41
1.41

JES [-intercalibration 0.76
−0.84

0.53
−0.55

0.24
−0.24

0.07
−0.09

−0.06
0.03

−0.19
0.22

−0.53
0.57

−1.27
1.38

JES flavor response −2.33
2.09

−1.58
1.46

−0.72
0.68

−0.23
0.21

0.14
−0.15

0.58
−0.54

1.62
−1.48

4.21
−3.66

JES pile-up offset #%+
0.66
−0.80

0.52
−0.49

0.27
−0.25

0.06
−0.08

−0.07
0.07

−0.17
0.20

−0.52
0.51

−1.39
1.24

JES pile-up d topology 1.90
−1.95

1.39
−1.32

0.64
−0.63

0.19
−0.19

−0.13
0.12

−0.49
0.47

−1.41
1.37

−3.53
3.57

JER NP 1 0.20
0.20

0.18
0.18

0.14
0.14

0.08
0.08

−0.01
−0.01

−0.08
−0.08

−0.29
−0.29

−0.70
−0.70

JER NP 2 0.42
0.42

0.32
0.32

0.18
0.18

0.11
0.11

0.01
0.01

−0.15
−0.15

−0.44
−0.44

−1.06
−1.06

JER NP 3 0.32
0.32

0.26
0.26

0.17
0.17

0.07
0.07

−0.00
−0.00

−0.10
−0.10

−0.36
−0.36

−0.83
−0.83

JER NP 4 0.42
0.42

0.36
0.36

0.19
0.19

0.09
0.09

−0.02
−0.02

−0.15
−0.15

−0.42
−0.42

−1.08
−1.08

JER NP 5 0.18
0.18

0.17
0.17

0.09
0.09

0.05
0.05

0.00
0.00

−0.08
−0.08

−0.20
−0.20

−0.51
−0.51

JER NP 6 0.18
0.18

0.14
0.14

0.08
0.08

0.02
0.02

0.00
0.00

−0.04
−0.04

−0.19
−0.19

−0.45
−0.45

JER NP 7 0.24
0.24

0.22
0.22

0.14
0.14

0.06
0.06

−0.00
−0.00

−0.08
−0.08

−0.31
−0.31

−0.70
−0.70

JVT 0.07
−0.05

0.02
−0.02

−0.00
0.00

−0.01
0.01

−0.01
0.00

−0.01
0.01

−0.00
0.00

−0.01
0.00

1-tagging SF - NP 0 −0.12
0.13

−0.06
0.07

−0.03
0.03

−0.01
0.01

−0.00
0.00

0.02
−0.03

0.07
−0.08

0.25
−0.26

1-tagging SF - NP 1 0.03
−0.03

0.01
−0.01

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.01
0.01

−0.01
0.01

0.01
−0.01

1-tagging SF - NP 2 −0.02
0.02

−0.00
0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

−0.00
0.00

−0.03
0.03

4 SF ID 0.01
−0.01

0.00
−0.00

−0.00
0.00

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

0.01
−0.01

` SF isol stat −0.01
0.01

−0.01
0.01

−0.00
0.00

−0.00
0.00

0.00
−0.00

0.00
−0.00

0.01
−0.01

0.02
−0.02

` SF isol syst 0.03
−0.03

0.01
−0.02

0.01
−0.01

0.00
−0.00

−0.00
0.00

−0.01
0.01

−0.01
0.01

−0.00
0.00

`-reweight 0.30
−0.27

0.23
−0.20

0.17
−0.16

0.08
−0.06

−0.02
0.02

−0.11
0.10

−0.33
0.27

−0.74
0.64

130



Table B.2: Experimental uncertainties on the normalised measured
∑
=ch
?T distribution per bin in percentage.

For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10 bin 11

Track efficiency global 2.91
−2.91

2.05
−2.05

1.43
−1.43

1.01
−1.01

0.55
−0.56

−0.09
0.08

−0.88
0.88

−1.76
1.76

−2.92
2.92

−4.24
4.25

−6.97
7.09

Track efficiency PP0 1.32
−1.32

0.91
−0.91

0.65
−0.65

0.43
−0.43

0.22
−0.22

−0.04
0.04

−0.40
0.40

−0.76
0.76

−1.25
1.25

−1.89
1.89

−3.09
3.11

JES 1-jes response −0.11
0.08

−0.00
0.03

−0.01
−0.01

−0.01
−0.01

−0.00
−0.02

0.02
−0.01

0.02
0.01

0.02
−0.01

0.02
0.00

0.00
0.00

−0.04
0.06

JES NP modelling 1 0.79
−0.82

0.90
−0.86

0.70
−0.69

0.40
−0.43

0.15
−0.16

−0.10
0.10

−0.36
0.36

−0.69
0.70

−1.09
1.04

−1.65
1.61

−2.87
2.98

JES [-intercalibration 0.83
−0.86

0.89
−0.87

0.66
−0.67

0.36
−0.39

0.13
−0.14

−0.11
0.09

−0.38
0.35

−0.66
0.68

−1.01
1.02

−1.50
1.56

−2.60
2.87

JES flavor response −2.50
2.28

−2.48
2.30

−1.91
1.77

−1.17
1.05

−0.42
0.36

0.26
−0.34

1.00
−0.95

1.90
−1.69

2.97
−2.69

4.65
−4.16

8.52
−7.25

JER NP 7 (rest term) 0.37
0.37

0.36
0.36

0.15
0.15

0.11
0.11

0.02
0.02

−0.07
−0.07

−0.15
−0.15

−0.21
−0.21

−0.28
−0.28

−0.43
−0.43

−0.49
−0.49

JES pile-up offset ` 0.34
−0.36

0.41
−0.37

0.27
−0.27

0.14
−0.18

0.05
−0.06

−0.06
0.06

−0.12
0.17

−0.26
0.30

−0.44
0.41

−0.70
0.64

−1.09
1.07

JES pile-up offset #%+
0.76
−0.83

0.86
−0.79

0.62
−0.59

0.35
−0.37

0.12
−0.15

−0.14
0.12

−0.32
0.35

−0.60
0.62

−0.94
0.94

−1.45
1.41

−2.47
2.45

JES pile-up d topology 2.07
−2.05

2.25
−2.08

1.73
−1.66

1.03
−1.03

0.35
−0.38

−0.30
0.22

−0.91
0.85

−1.67
1.63

−2.66
2.58

−4.09
4.01

−7.15
7.43

JER NP 1 0.32
0.32

0.31
0.31

0.11
0.11

0.08
0.08

0.03
0.03

−0.07
−0.07

−0.16
−0.16

−0.17
−0.17

−0.19
−0.19

−0.31
−0.31

−0.29
−0.29

JER NP 2 0.58
0.58

0.55
0.55

0.16
0.16

0.10
0.10

0.02
0.02

−0.07
−0.07

−0.21
−0.21

−0.28
−0.28

−0.37
−0.37

−0.52
−0.52

−0.54
−0.54

JER NP 3 0.44
0.44

0.44
0.44

0.18
0.18

0.10
0.10

0.03
0.03

−0.07
−0.07

−0.20
−0.20

−0.24
−0.24

−0.31
−0.31

−0.49
−0.49

−0.56
−0.56

JER NP 4 0.58
0.58

0.57
0.57

0.26
0.26

0.16
0.16

0.04
0.04

−0.09
−0.09

−0.26
−0.26

−0.33
−0.33

−0.41
−0.41

−0.66
−0.66

−0.94
−0.94

JER NP 5 0.25
0.25

0.29
0.29

0.09
0.09

0.06
0.06

0.01
0.01

−0.06
−0.06

−0.13
−0.13

−0.13
−0.13

−0.15
−0.15

−0.27
−0.27

−0.36
−0.36

JER NP 6 0.25
0.25

0.25
0.25

0.08
0.08

0.04
0.04

−0.00
−0.00

−0.05
−0.05

−0.11
−0.11

−0.11
−0.11

−0.11
−0.11

−0.18
−0.18

−0.19
−0.19

JER NP 7 0.37
0.37

0.36
0.36

0.15
0.15

0.11
0.11

0.02
0.02

−0.07
−0.07

−0.15
−0.15

−0.21
−0.21

−0.28
−0.28

−0.43
−0.43

−0.49
−0.49

JVT 0.09
−0.06

0.05
−0.04

0.02
−0.01

0.00
−0.00

−0.01
0.01

−0.01
0.01

−0.02
0.01

−0.02
0.01

−0.02
0.02

−0.03
0.02

−0.04
0.03

1-tagging SF - NP 0 −0.12
0.13

−0.06
0.06

−0.02
0.03

−0.02
0.02

−0.00
0.01

0.01
−0.01

0.02
−0.02

0.03
−0.04

0.05
−0.06

0.08
−0.09

0.14
−0.15

1-tagging SF - NP 1 0.03
−0.03

0.01
−0.01

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

−0.01
0.01

−0.01
0.01

−0.01
0.01

−0.00
0.00

0.01
−0.01

1-tagging SF - NP 2 −0.02
0.02

−0.01
0.01

−0.00
0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

0.00
−0.00

4 SF ID 0.01
−0.01

0.00
−0.00

0.00
−0.00

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

0.01
−0.01

` SF isol syst 0.03
−0.03

0.02
−0.02

0.01
−0.02

0.01
−0.01

0.00
−0.00

−0.00
0.00

−0.01
0.01

−0.02
0.02

−0.02
0.02

−0.02
0.03

−0.03
0.03

`-reweight 0.33
−0.29

0.31
−0.26

0.23
−0.22

0.15
−0.14

0.07
−0.03

−0.04
0.04

−0.14
0.13

−0.26
0.21

−0.38
0.32

−0.56
0.49

−0.94
0.82
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Appendix B Systematic uncertainties

Table B.3: Experimental uncertainties on the normalised measured
∑
=ch
?T in bins of =ch distribution per bin in

percentage. For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9

Track efficiency global 2.81
−2.82

2.27
−2.28

1.00
−1.01

1.40
−1.40

−0.59
0.59

−0.21
0.21

−3.25
3.25

−3.51
3.50

−8.38
8.59

Track efficiency PP0 1.28
−1.28

1.01
−1.01

0.46
−0.46

0.52
−0.52

−0.21
0.21

−0.13
0.13

−1.43
1.43

−1.47
1.47

−3.70
3.74

JES 1-jes response −0.11
0.07

−0.03
0.03

0.00
−0.02

−0.04
0.02

0.05
−0.03

−0.01
0.04

0.05
−0.05

0.02
0.00

0.05
−0.06

JES NP modelling 1 0.79
−0.83

0.53
−0.53

0.77
−0.76

−0.42
0.42

0.48
−0.48

−1.00
0.98

0.25
−0.21

−1.28
1.26

−1.75
1.74

JES [-intercalibration 0.83
−0.86

0.52
−0.54

0.73
−0.71

−0.42
0.39

0.44
−0.45

−0.95
0.96

0.23
−0.19

−1.18
1.22

−1.58
1.70

JES flavor response −2.50
2.28

−1.54
1.41

−2.08
1.93

1.14
−1.06

−1.29
1.11

2.75
−2.45

−0.64
0.63

3.58
−3.30

5.15
−4.56

JES pile-up offset ` 0.34
−0.35

0.23
−0.23

0.30
−0.30

−0.17
0.15

0.17
−0.17

−0.35
0.40

0.08
−0.03

−0.53
0.49

−0.72
0.64

JES pile-up offset #%+
0.76
−0.83

0.50
−0.48

0.68
−0.65

−0.36
0.32

0.36
−0.37

−0.82
0.86

0.15
−0.16

−1.11
1.10

−1.67
1.52

JES pile-up d topology 2.07
−2.05

1.35
−1.29

1.90
−1.80

−1.08
0.99

1.16
−1.14

−2.44
2.39

0.69
−0.62

−3.23
3.10

−4.42
4.40

JER NP 1 0.30
0.30

0.16
0.16

0.18
0.18

0.05
0.05

−0.03
−0.03

−0.07
−0.07

−0.22
−0.22

−0.35
−0.35

−0.71
−0.71

JER NP 2 0.54
0.54

0.30
0.30

0.27
0.27

0.02
0.02

−0.01
−0.01

−0.15
−0.15

−0.27
−0.27

−0.56
−0.56

−1.12
−1.12

JER NP 3 0.42
0.42

0.24
0.24

0.26
0.26

−0.03
−0.03

0.04
0.04

−0.18
−0.18

−0.18
−0.18

−0.51
−0.51

−0.89
−0.89

JER NP 4 0.55
0.55

0.33
0.33

0.35
0.35

−0.07
−0.07

0.07
0.07

−0.31
−0.31

−0.16
−0.16

−0.63
−0.63

−1.17
−1.17

JER NP 5 0.24
0.24

0.16
0.16

0.14
0.14

−0.01
−0.01

0.01
0.01

−0.11
−0.11

−0.08
−0.08

−0.29
−0.29

−0.55
−0.55

JER NP 6 0.24
0.24

0.13
0.13

0.12
0.12

−0.02
−0.02

−0.01
−0.01

−0.04
−0.04

−0.14
−0.14

−0.23
−0.23

−0.46
−0.46

JER NP 7 (rest term) 0.35
0.35

0.20
0.20

0.22
0.22

−0.02
−0.02

0.03
0.03

−0.14
−0.14

−0.15
−0.15

−0.43
−0.43

−0.76
−0.76

1-tagging SF - NP 0 −0.12
0.13

−0.06
0.07

−0.01
0.01

−0.03
0.03

0.02
−0.03

−0.01
0.01

0.09
−0.09

0.06
−0.06

0.24
−0.25

1-tagging SF - NP 1 0.03
−0.03

0.01
−0.01

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.01
0.01

−0.00
0.00

−0.01
0.01

0.01
−0.01

1-tagging SF - NP 2 −0.02
0.02

−0.00
0.00

−0.01
0.01

0.01
−0.01

−0.01
0.00

0.01
−0.01

−0.01
0.01

0.00
−0.00

−0.02
0.02

JVT 0.09
−0.06

0.02
−0.01

0.03
−0.02

−0.04
0.03

0.01
−0.01

−0.03
0.02

0.01
−0.01

−0.02
0.01

−0.02
0.01

4 SF ID 0.01
−0.01

0.00
−0.00

0.00
−0.00

−0.00
0.00

−0.00
0.00

−0.00
0.00

0.00
−0.00

−0.01
0.01

0.01
−0.01

` SF isol stat −0.01
0.01

−0.01
0.01

−0.00
0.00

0.00
−0.00

−0.00
0.00

0.00
−0.00

0.00
−0.00

0.01
−0.01

0.02
−0.02

` SF isol syst 0.03
−0.03

0.01
−0.02

0.01
−0.02

−0.01
0.01

0.00
−0.00

−0.02
0.02

0.00
0.00

−0.03
0.03

−0.01
0.01

`-reweight 0.32
−0.29

0.23
−0.20

0.24
−0.22

0.01
0.01

0.05
−0.04

−0.23
0.21

−0.14
0.11

−0.48
0.41

−0.81
0.70

132



Table B.4: Signal and background modelling uncertainties on the normalised measured =ch distribution per bin
in percentage. For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8

H7 −4.97
4.97

−1.65
1.65

0.52
−0.52

0.95
−0.95

1.21
−1.21

1.22
−1.22

0.18
−0.18

−21.63
21.63

CR 2.48
1.62

3.18
0.34

3.76
−0.13

2.86
−0.76

1.18
−1.09

−0.92
−2.92

1.01
−15.78

9.95
−31.30

ℎdamp
−0.60

0.60
−0.37

0.37
0.21
−0.21

−0.45
0.45

0.16
−0.16

0.02
−0.02

0.50
−0.50

0.20
−0.20

ISR UB
−0.58

0.46
−0.13

0.13
−0.08

0.08
−0.01
−0.01

0.03
−0.02

0.02
0.01

0.15
−0.14

0.81
−0.83

FSR 0.89
−1.77

0.41
−0.40

0.17
−0.27

0.06
−0.06

0.03
−0.06

0.05
−0.34

−0.58
0.76

−2.76
4.02

Scale `A
−0.03

0.00
0.02
−0.02

−0.00
0.01

−0.01
−0.02

−0.00
0.01

0.02
0.02

0.01
−0.01

−0.11
0.10

Scale ` 5
−0.06

0.04
0.03
−0.02

0.01
−0.01

−0.01
−0.01

−0.00
0.01

0.03
0.01

−0.01
0.01

−0.10
0.04

PDF4LHC 0.53
−0.53

0.13
−0.13

0.03
−0.03

0.03
−0.03

0.03
−0.03

0.05
−0.05

0.10
−0.10

0.19
−0.19

Background rates 0.22
−0.21

0.18
−0.18

0.12
−0.11

0.06
−0.06

0.02
−0.02

−0.05
0.05

−0.24
0.24

−1.11
1.10

C, FSR 0.23
−0.34

0.09
−0.08

0.05
−0.24

0.03
−0.04

−0.00
0.07

−0.02
−0.04

−0.15
0.29

−0.29
0.98

C, ISR UB
−0.17

0.17
−0.06

0.05
−0.01

0.01
0.00
−0.00

0.01
−0.01

0.04
−0.03

0.04
−0.03

0.09
−0.10

C, Scale ` 5
0.02
−0.03

0.01
−0.01

0.00
−0.01

0.00
−0.01

0.00
−0.00

−0.00
0.00

−0.01
0.02

−0.06
0.07

C, Scale `A
0.02
−0.02

0.01
−0.02

0.00
−0.00

−0.00
0.01

0.00
−0.00

0.00
−0.00

−0.01
0.01

−0.05
0.06

C, DS vs. DR 0.08
−0.07

0.20
−0.20

0.06
−0.06

−0.01
0.01

0.02
−0.02

0.04
−0.04

−0.24
0.24

−0.60
0.60

PU non-closure 1.86
−1.86

0.14
−0.14

−0.55
0.55

0.17
−0.17

−0.46
0.46

0.22
−0.22

0.24
−0.24

1.10
−1.10

PU scale factor 14.48
−12.14

−1.36
0.32

−0.75
1.18

0.22
−0.17

0.31
−0.38

0.18
−0.27

−0.87
0.82

−2.29
2.83
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Appendix B Systematic uncertainties

Table B.5: Signal and background modelling uncertainties on the normalised measured
∑
=ch
?T distribution per

bin in percentage. For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9 bin 10 bin 11

H7 −6.07
6.07

−3.94
3.94

−1.52
1.52

−0.31
0.31

0.85
−0.85

1.70
−1.70

3.36
−3.36

5.52
−5.52

6.59
−6.59

5.70
−5.70

−23.99
23.99

CR 3.13
0.95

4.04
0.17

4.22
−0.66

3.72
−0.89

2.66
−0.77

1.76
−1.10

1.67
−2.16

1.96
−5.32

0.95
−10.85

5.07
−21.80

18.48
−50.10

ℎdamp
−0.76

0.76
−0.14

0.14
−0.11

0.11
−0.27

0.27
0.06
−0.06

0.04
−0.04

0.05
−0.05

0.18
−0.18

0.53
−0.53

0.58
−0.58

0.34
−0.34

ISR UB
−0.57

0.46
−0.22

0.20
−0.05

0.04
−0.04

0.03
−0.02

0.04
−0.04

0.05
0.02
−0.02

0.09
−0.10

0.13
−0.12

0.42
−0.41

1.09
−1.05

FSR 1.35
−2.15

0.39
−0.43

0.25
−0.30

0.18
0.03

0.13
−0.15

0.07
−0.58

−0.02
−0.23

−0.16
0.30

−0.65
1.10

−1.21
1.12

−3.75
4.93

Scale `A
0.00
−0.05

0.01
0.00

−0.01
0.01

0.00
−0.02

−0.01
0.03

0.01
−0.02

0.03
−0.03

0.02
−0.03

−0.03
0.03

−0.02
0.01

−0.12
0.19

Scale ` 5
−0.05

0.01
0.05
−0.04

−0.02
0.01

0.00
−0.02

0.00
0.01

0.02
−0.02

−0.02
0.05

0.01
−0.01

−0.00
−0.01

−0.04
0.01

−0.04
0.04

PDF4LHC 0.50
−0.50

0.17
−0.17

0.06
−0.06

0.02
−0.02

0.02
−0.02

0.04
−0.04

0.06
−0.06

0.09
−0.09

0.11
−0.11

0.13
−0.13

0.19
−0.19

Background rates 0.23
−0.23

0.17
−0.17

0.11
−0.11

0.08
−0.08

0.04
−0.04

−0.00
0.00

−0.05
0.05

−0.11
0.11

−0.21
0.21

−0.36
0.36

−0.76
0.75

C, FSR 0.19
−0.34

0.11
−0.12

0.09
−0.28

0.07
−0.13

−0.02
−0.00

−0.00
−0.01

−0.05
−0.00

−0.06
0.10

−0.13
0.42

−0.29
0.85

−0.38
1.03

C, ISR UB
−0.20

0.20
−0.09

0.09
−0.04

0.03
−0.03

0.02
−0.00

0.00
0.01
−0.01

0.05
−0.04

0.05
−0.05

0.06
−0.06

0.12
−0.11

0.19
−0.16

C, Scale ` 5
0.02
−0.02

0.01
−0.01

0.01
−0.01

0.00
−0.01

0.00
−0.00

−0.00
0.00

−0.01
0.01

−0.01
0.01

−0.01
0.02

−0.02
0.02

−0.04
0.05

C, Scale `A
0.02
−0.02

0.02
−0.03

0.00
−0.00

−0.00
0.00

0.00
−0.00

0.00
−0.00

−0.01
0.01

−0.00
0.00

−0.01
0.01

−0.02
0.03

−0.04
0.05

C, DS vs. DR 0.22
−0.22

0.26
−0.26

0.02
−0.02

0.03
−0.03

−0.00
0.00

0.07
−0.07

0.03
−0.03

−0.17
0.17

−0.29
0.29

−0.26
0.26

−0.44
0.44

PU non-closure 0.52
−0.52

−3.68
3.68

−1.54
1.54

−0.67
0.67

0.54
−0.54

1.52
−1.52

2.68
−2.68

3.12
−3.12

2.52
−2.52

−0.68
0.68

−13.44
13.44

PU scale factor 22.73
2.99

−2.77
−0.94

−1.98
−0.25

−0.66
−0.61

−0.16
−0.64

0.08
−0.46

0.29
−0.01

0.36
0.65

0.18
1.43

−0.01
2.35

0.16
4.50
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Table B.6: Signal and background modelling uncertainties on the normalised measured
∑
=ch
?T in bins of =ch

distribution per bin in percentage. For each source of uncertainty, the up and down uncertainties are given.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 bin 7 bin 8 bin 9

H7 −5.99
5.99

−1.26
1.26

−4.09
4.09

3.20
−3.20

0.37
−0.37

0.48
−0.48

18.62
−18.62

−6.35
6.35

−7.28
7.28

CR 2.11
1.39

3.52
0.92

2.96
−0.15

4.35
−1.19

0.90
−1.20

−1.41
−3.93

6.21
−7.36

3.94
−21.35

2.28
−26.02

ℎdamp
−0.76

0.76
−0.32

0.32
−0.01

0.01
−0.31

0.31
0.24
−0.24

−0.06
0.06

0.56
−0.56

0.48
−0.48

0.20
−0.20

ISR UB
−0.52

0.41
−0.15

0.14
−0.10

0.08
0.00
−0.01

0.04
−0.01

0.00
−0.01

0.13
−0.14

0.13
−0.11

1.10
−1.10

FSR 1.24
−1.97

0.39
−0.48

0.12
−0.15

0.13
−0.21

0.05
−0.12

−0.09
−0.10

−0.22
0.23

−0.82
1.18

−3.06
4.14

Scale `A
0.00
−0.04

0.01
−0.01

−0.02
0.02

0.01
−0.03

−0.01
0.03

0.03
−0.01

0.00
−0.01

0.02
−0.02

−0.12
0.12

Scale ` 5
−0.05

0.02
0.02
−0.01

0.01
−0.02

−0.02
0.00

0.01
0.00

0.01
0.01

−0.02
0.03

−0.01
0.01

−0.10
0.04

PDF4LHC 0.50
−0.50

0.13
−0.13

0.05
−0.05

0.07
−0.07

0.02
−0.02

0.09
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APPENDIX C

Particle-level absolute differential cross-section
results

The absolute measured differential cross-section results are presented as a function of the observables
sensitive to colour reconnection effects, defined earlier in Section 5.4. The measured distributions are
compared to a variety of predictions obtained from simulation and shown in Figs. C.1 to C.5.
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Figure C.1: Absolute differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different MC event generators. Events beyond the G-axis
range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin. The
black triangular markers in the lower panels point to prediction-to-data ratio values which lie beyond the shown
H-axis range.
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Figure C.2: Absolute differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different CR models in Pythia 8. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.

139



Appendix C Particle-level absolute differential cross-section results

chn

0

0.05

0.1

0.15

 [p
b]

ch
nd
σd

Data
TCR1 (s=0.1)
TCR1 (s=1.0)
TCR2 (s=0.1)
TCR2 (s=1.0)
TCR3 (s=0.1)
TCR3 (s=1.0)
TCR4 (s=0.1)
TCR4 (s=1.0)
TCR5 (s=0.1)
TCR5 (s=1.0)

0 20 40 60 80 100

chn

0.5
1

1.5

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

 InternalATLAS -1 139 fb,=13 TeVs

(a)

 [GeV]
T

p 
chnΣ

0

0.05

0.1 [p
b/

G
eV

]
T

p 
chnΣ

/d
 

σd

Data
TCR1 (s=0.1)
TCR1 (s=1.0)
TCR2 (s=0.1)
TCR2 (s=1.0)
TCR3 (s=0.1)
TCR3 (s=1.0)
TCR4 (s=0.1)
TCR4 (s=1.0)
TCR5 (s=0.1)
TCR5 (s=1.0)

0 50 100

 [GeV]
T

p 
chnΣ

0.5
1

1.5

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

 InternalATLAS -1 139 fb,=13 TeVs

(b)

 [GeV]
T

p 
chnΣ

0

0.0005

0.001

0.0015

0.002

 [p
b/

G
eV

]
T

p 
chnΣ

 d
 

ch
/d

 n
σ2 d

Data
TCR1 (s=0.1)
TCR1 (s=1.0)
TCR2 (s=0.1)
TCR2 (s=1.0)
TCR3 (s=0.1)
TCR3 (s=1.0)
TCR4 (s=0.1)
TCR4 (s=1.0)
TCR5 (s=0.1)
TCR5 (s=1.0)

0 50 0 50 0 50 0 50 0 50 100

 [GeV]
T

p 
chnΣ

0.5
1

1.5

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

 InternalATLAS -1 139 fb,=13 TeVs

 < 20chn
 [20,40)chn  [40,60)chn  [60,80)chn  80≥ chn

(c)

Figure C.3: Absolute differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in
each bin. The results are compared with the predictions of different top-quark-specific CR models in Pythia 8.
Events beyond the G-axis range are included in the last bin. The lower panels show the ratio of each prediction
to data in each bin. The black triangular markers in the lower panels point to prediction-to-data ratio values
which lie beyond the shown H-axis range.

140



chn

0

0.05

0.1

0.15 [p
b]

ch
nd
σd Data

PP8 noCR
PP8 maxCR
PP8 pt0ref=2.0
PP8 pt0ref=2.2
PP8 VAR1 down
PP8 VAR1 up

0 20 40 60 80 100

chn

0.5
1

1.5
2

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(a)

 [GeV]
T

p 
chnΣ

0

0.05

0.1

0.15

 [p
b/

G
eV

]
T

p 
chnΣ

/d
 

σd

Data
PP8 noCR
PP8 maxCR
PP8 pt0ref=2.0
PP8 pt0ref=2.2
PP8 VAR1 down
PP8 VAR1 up

0 50 100

 [GeV]
T

p 
chnΣ

0.5
1

1.5
2

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

(b)

 [GeV]
T

p 
chnΣ

0

0.001

0.002

 [p
b/

G
eV

]
T

p 
chnΣ

 d
 

ch
/d

 n
σ2 d

Data
PP8 noCR
PP8 maxCR
PP8 pt0ref=2.0
PP8 pt0ref=2.2
PP8 VAR1 down
PP8 VAR1 up

0 50 0 50 0 50 0 50 0 50 100

 [GeV]
T

p 
chnΣ

0.5
1

1.5
2

D
at

a
P

re
d.

Absolute
, 2 or 3 jetsµeOS 

ATLAS -1 139 fb,=13 TeVs

 < 20chn
 [20,40)chn  [40,60)chn  [60,80)chn  80≥ chn

(c)

Figure C.4: Absolute differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins

of =ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and within each bin the is
presented. Unfolded data is shown as the black line with the grey band corresponding to the total uncertainty in
each bin. The results are compared to the predictions of different CR and UE parameter variations in Pythia 8.
Events beyond the G-axis range are included in the last bin. In the lower panel, the ratio between data and
the corresponding prediction in each bin is shown. The black triangular markers in the lower panels point to
prediction-to-data ratio values which lie beyond the shown H-axis range.
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Figure C.5: Absolute differential cross-section as a function of (a) =ch, (b)
∑
=ch
?T, and (c)

∑
=ch
?T in bins of

=ch. The G-axis in (c) is split into five bins of =ch by the dashed vertical lines and
∑
=ch
?T is presented in each

bin. Unfolded data are shown as the black line with the grey band corresponding to the total uncertainty in each
bin. The results are compared with the predictions of different CR models in Herwig 7.2. Events beyond the
G-axis range are included in the last bin. The lower panels show the ratio of each prediction to data in each bin.
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